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Abstrat: In our image proessing appliations, we use a simulated annealing proedure to �nd on�gurationsof geometri shapes that �t the best an image. This type of algorithm allows �nding one of the global minima ofan arbitrary funtion provided that the ooling shedule is logarithmi with the time. Sine this type of oolingshedules is very slow, geometrial ooling shemes are used in pratie. Geometrial shemes are howeversubjet to some disadvantages that we disuss in this report. To overome these disadvantages, we propose anadaptive ooling sheme. This heuristi is based on the analysis of the ooling sheme behavior in pratie.In partiular, we observe the presene of ritial temperatures. To deal with these ritial temperatures, wepropose a ooling sheme that deelerates when suh a temperature is deteted, and aelerates otherwise. Wepresent results on a real problem taken from our image proessing appliations.Key-words: Image proessing, shape extration, spatial point proess, simulated annealing, adaptive oolingshedule.
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Reuit simulé adaptatif pour la détetion d'objets dans les imagesRésumé : Dans nos appliations, nous utilisons des tehniques de reuit-simulé pour trouver la on�gurationde formes géométriques qui dérit le mieux une image. Ce type d'algorithme permet de trouver l'un desminimum globaux d'une fontion, dès lors que le shéma de déroissane de la température est logarithmique.La lenteur rédhibitoire de e type de shéma impose en pratique l'utilisation d'une déroissane géométrique.Le shéma de déroissane géométrique présente toutefois des défauts que nous dérivons dans e rapport.Pour pallier es inonvénients, nous proposons un shéma de déroissane adaptatif. Ce shéma est onstruità partir d'observations expérimentales. En partiulier, nous observons la présene de températures ritiquesorrespondant à des moments ruiaux du proessus d'optimisation. Le shéma que nous proposons reposesur la détetion de telles températures. Le shéma de refroidissement proposé ralentit lorsqu'une températureritique est détetée, et aél`ere autrement. Nous présentons des résultats sur des problèmes réels tirés de nosappliations en traitement d'images.Mots-lés : Traitement d'images, extration de formes, proessus pontuels spatiaux, reuit-simulé, shémade déroissane adaptatif.
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4 Ortner, Desombes and Zerubiarepartition of objets in the sene. Examples of suh statistis are the number of aligned retangles and thenumber of onneted segments.Alternatively, these models an be written under a Gibbs form, onsisting in the partition funtion (normalizingonstant) along with the system's energy funtion. This energy is atually divided into two terms. First, thedata term quanti�es the quality of a on�guration of objets with respet to the data. Seond, the internal�eld ats on the repartition of objets and allows introduing a basi knowledge on patterns of interest throughthe de�nition of interations. These two parts play the role of a Likelihood and a prior model in a Bayesianframework.As a result of this modeling step, the energy is usually highly omplex and exhibits numerous loal minima. Weonsequently use a simulated annealing proedure based on a Hastings Metropolis sheme. The �rst advantageof this algorithm is that it an be applied to ases where the normalizing onstant is not known. The seondadvantage is that the proedure provides a global minimum of the energy. However, the latter result only holdsfor spei� ases that are not met in pratie.The simulated annealing proedure has been extensively used over the years. Originally proposed by S.Kirkpatrik and al in [11℄, the method quikly found a great audiene outside the optimization ommunnity andis one of the few optimization methods widely known in very di�erent �elds. General overviews and disussionan be found in [24, 5, 9, 2, 7℄. Originally proposed through an analogy with thermodynamis, the method hasbeen subjet to deep analysis of its onvergene properties (see [1,12,13,27,14℄). In image proessing, the methodhas been reurrently assoiated with Markov Random Fields (see [28℄ and referenes herein). The basi idea isto drive an exploring proess towards one of the points of global minimima. The proess is usually ompared(see [11℄) with the simulation of a system of partiles that goes from high temperatures to a null temperature.Cooling the system slowly enough result in freezing the partiles in the state ahieving the global minimumof energy. However, the ooling shedule needs to be logarithmi, meaning that any arbitrary temperatureis reahed in an exponential time, making the proedure tremendously slow. In pratie, geometri oolingshedules are therefore employed. The issue of an optimal ooling sheme has been the subjet of many works.In [21℄ toy examples are used to derive analytial results that are ompared to the usual assertions. Other workson ooling shedules inlude [4, 10, 22℄.In our ase, these geometrial ooling shemes fae some disadvantages that we desribe in this report. Inpartiular the presene of ritial temperatures onsiderably degrades the result quality. We present an adaptiveooling sheme based on experimental observations that allows slowing down the ooling sheme around suhritial temperatures.In Setion 2 we desribe brie�y our image proessing framework. In Setion 3 we present the simulatedannealing proedure, and di�erent usual ooling shedules. In Setion 4 we expose experimental observationsthat lead us to propose a new adaptive sheme in Setion 5. We present results on a real problem taken from [16℄in Setion 6 and detail the possible future work in Setion 7.2 Image, shapes, point proesses and energyWe model a 2D image as a ontinuous bounded set K = [0, X1max
] × [0, X2max

], and note x = (c1, c2) a pointof K.2.1 Random on�guration of pointsA on�guration of points x (noted in bold) is a unordered set of points in K

x = {x1, . . . , xn(x)}, xi ∈ K, (1)where n(x) = ard(x) denotes the number of points in the on�guration. We note C the set of all possible �niteon�gurations. Let onsider a mapping from an abstrat probability spae (Ω,A,P) to the set of on�gurations
C. Due to the �niteness of the onsidered on�gurations along with the boundedness of K, the σ-algebraassoiated with C is well de�ned (see [26℄ for details.)A point proess X of points in K is suh a measurable mapping

∀ω ∈ Ω, X(ω) = {x1, . . . , xn, . . . } xi ∈ K. (2)Aordingly, a point proess is a random variable whose realizations are random on�gurations of points.INRIA



An adaptive simulated ooling sheme 52.2 Poisson point proessThe most random point proess (in the entropy sense) is the Poisson point proess. Let ν(.) be a positivemeasure on K. A Poisson point proess X with intensity ν(.) veri�es the following properties� for every Borel set A ⊂ K, the random variable NX(A), giving for the number of points of X falling inthe set A, follows a disrete Poisson distribution with mean ν(A)

P(NX(A) = n) = e−ν(A) ν(A)n

n!
, (3)� and for every �nite sequene of non interseting Borelian sets B1, . . . , Bp the orresponding random vari-ables NX(B1), . . . , NX(Bp) are independent.Poisson point proesses are useful in our setup due to their analog role to Lebesgue measures on Rd. As wedetail it later, it is indeed possible to de�ne point proesses by speifying their density with respet to thedistribution of a referene Poisson point proess.2.3 Marked point proessThe on�gurations of points desribed so far only inlude simple points of R2. To desribe random on�gurationsof geometrial objets, random marks are added to eah point.For instane, let onsider the following mark set

M r = [−
π

2
,
π

2
] × [Lr

min, L
r
max] × [lrmin, l

r
max]. (4)Noting by x elements of Sr = K × Mr, we onsider the following parameterization desribing retangles

x ∈ Sr, x = (c1(x), c2(x), θ(x), L(x), l(x)) , (5)where (c1(x), c2(x)), θ(x), L(x) and l(x) orrespond respetively to the enter position, the orientation, thelength and the width of the retangle x. A marked point proess X of retangles is a point proess on Sr = K×Mr1. Note that in [16℄ we also onsider a proess of segments.2.4 Density of a spatial point proessAn attrative feature of spatial point proesses is the possibility of de�ning a point proess distribution by itsprobability density funtion (pdf). A Poisson point proess an indeed play the analog role to Lebesgue measureon Rd.Consider the distribution µ(.) of a Poisson point proess de�ned by its non atomi intensity measure ν(.) anda mapping h(.) from the spae of on�gurations of points C to [0,∞[. We onsider the funtion Z(µ, h) de�nedas
Z =

∫

C

h(x)dµ(x). (6)If Z < ∞, the funtion Z−1h(x) an be seen as the density of a point proess X with respet to the referenePoisson proess (see [26℄).For instane, assume that
h(x) =

n(x)
∏

i=1

β(xi) (7)where β(.) is an intensity funtion from S to ]0,∞[. A point proess X de�ned by this density turns to be aPoisson point proess with intensity
ν′(A) =

∫

A

β(u)dν(u). (8)In this simple ase, the probability density funtion Z−1h(.) allows a hange of intensity measure. This exampleatually belongs to the more general lass of exponential families. Let t(.) be a mapping from C to Rk. It is1There is atually a further requirement that the restrition of X to K, noted X|K , should also be a point proess on K. In ourase, this tehnial ondition on the measurability of the mapping X is satis�ed sine the sets K and Sr are bounded, see [26℄ fordetails.RR n° 6336



6 Ortner, Desombes and Zerubiapossible to desribe a lass of point proess densities by using a parameter θ ∈ Rk together with the salarprodut < ., . >
h(x) = e−<θ,t(x)> (9)Of ourse, the density is well de�ned if and only if Z(θ, µ) < ∞. In this work we introdue a density wherepoints are not independent but are orrelated by means of interation energies. In our appliations we usuallyonsider the density from the energy point of view:

U(x) = − < θ, t(x) > . (10)2.5 Estimator and MCMCIn [15℄ we presented an MCMC algorithm generating samples of a point proess X de�ned by an unnormalizeddensity h(.) along with a referene Poisson point proess distribution. The obtained algorithm produes aMarkov Chain (Xt)t≥0 ergodially onverging to the distribution of X.The proedure enables the omputation of Monte Carlo values. Another possibility is to use the samplerwithin a simulated annealing framework providing a global maximum of the density h(.) as desribed in [25℄.The estimator obtained is onsequently the maximum density estimator
x̂ = Argmax h(.) (11)We detail these notions in Setion 3.2.6 EnergyIn our appliations [17,16℄ we de�ne models through the energy of a on�guration of points. These models anbe alternatively seen as exponential families, thereby allowing parameter estimation proedures (see [6℄). Theenergy is de�ned over the set of on�gurations of objets

U : C → R̄

x → U(x)
(12)Basially the energy models we onsider are made of two parts

U(x) = Udata(x) + ρUreg(x), ρ > 0. (13)The data term Udata(x) quanti�es the relevane of the on�guration x with respet to the data, while Ureg(x)ats on the geometri pattern of objets. For instane, in [17℄ we use a regularization term that favors alignmentsbetween retangles.2.7 Examples of resultWe present here some results taken from [16℄. We onsider a proess of retangles and segments, and a priormodel that favors a paving behavior of the retangles as well as onnetion interations between segments. Twosamples of the prior model are presented in Figure 1. The data term is designed suh that the segments areattrated by the disontinuities of the image while the retangles by the homogenous areas. We also onsidera term that favor interations between both kind of geometri shapes, in order to make both informations(disontinuity and homogeneity) �t one eah other. Figure 2 presents an extration result on a Digital ElevationModel provided by the Frenh National Geographi Institute (IGN).3 Simulated annealingIn this setion, we desribe the simulated annealing proedure. This type of algorithm has been widely used inimage proessing (see [28℄, for instane). We �rst present the greedy algorithm whih is the simplest stohastioptimization algorithm, and expose the simulated annealing that an be intuitively seen as an extension of theformer. INRIA



An adaptive simulated ooling sheme 7

Figure 1: Simulation result showing the in�uene of the internal �eld on the proess of retangles and segments.

Figure 2: From left to right. Digital Elevation Model of a part of Rennes, Frane (©IGN) that has beenobtained by aerial stereovision, segment extration result, and retangle extration result.
RR n° 6336



8 Ortner, Desombes and Zerubia3.1 Greedy algorithmThe simplest way of minimizing U(.) is to use a greedy algorithm. This proedure starts from an arbitraryinitial state X0. At eah time step t, the urrent on�guration Xt = x is randomly modi�ed, resulting in a newon�guration y. The perturbation indues an energy variation
∆U = U(y) − U(x).The greedy algorithm aepts to replae x by y only if ∆U ≤ 0, i.e. only if the perturbation has improved theurrent on�guration. This rather simple proedure is then iterated. Addition, deletion, translation, rotationor modi�ation of a randomly hosen objet are examples of usual transformations. The major and obviousdrawbak of this algorithm is that it provides a loal minimum that depends on the initial on�guration as wellas on the set of possible transformations.3.2 Hastings Metropolis and simulated annealing3.2.1 Generi StrutureSuppose we onsider a point proess X de�ned by its energy U(.). Through the Gibbs relation, this energyleads to a density h known up to a normalizing onstant. This density together with the distribution µ(.) ofthe referene Poisson point proess de�nes the distribution π(.) of X.The Markov hain (Xt)t≥0 is de�ned by a starting point X0 = {∅} and a Markovian transition kernel P (̥, .)orresponding to the onditional distribution of Xt+1|Xt = x. It results in a Markov hain (Xt)t≥0 on the spaeof �nite on�gurations of points C.Of ourse, P (., .) is designed in order to make the Markov Chain onverge towards the desired distribution.

‖Pn({∅}, .)− π(.)‖TV → 0 (14)where ‖.‖TV notes the Total Variation norm (TV).The Markov hain generated by the following algorithm satis�es this property. We atually have more aurateresults, sine we know that we an start from any on�guration (Harris reurrene) and that the total variationtends to zero geometrially (geometri ergodiity), as detailed in [15℄.3.2.2 AlgorithmThe algorithm is based on a mixture of perturbation kernels Q(., .) =
∑

m pmQm(., .) where ∑

pm = 1 and
∫

Qm(x,x′)µ(dx) = 1. The algorithm iterates the following steps. We �x the urrent state Xt as Xt = x =
{z1, . . . , zn}.[1℄ Choose one of the proposition kernels Qm(., .) with probability pm(x) and[2℄ sample x′ aording to the hosen kernel x′ ∼ Qm(x, .).[3℄ Compute the Green's ratio Rm(x,x′), funtion of the seleted kernel Qm, the original state x andthe proposed new state x′. The ratio Rm is derived to make the Markov hain onverge towards thedesired distribution.[4℄ The proposition is aepted Xt+1 = x′ with a probability αm(x,x′) = min(Rm(x,x′), 1) and rejetedotherwise.3.2.3 Perturbation kernelsThe e�ieny of the algorithm highly depends on the variety of possible transformations Qm(x, .).Birth or death. This kind of perturbation �rst hooses with probability pb and pd = 1− pb whether a pointshould be removed (death) or added (birth) to the on�guration. If death is hosen, the kernel selets randomlyone point u in x and proposes x′ = x \ u, while if birth is hosen, it generates a new point u aording to theuniform measure |.|/|S| and proposes x′ = x∪ u. The birth or death kernel is neessary and su�ient to insurethe onvergene of the Markov hain towards the target distribution. INRIA



An adaptive simulated ooling sheme 9Non jumping transformations. Non jumping transformations are transformations that �rst selet randomlya point u in the urrent on�guration and then propose replaing this point by a perturbed version v, x′ = x\u∪v.Translation, rotation or dilation are examples of non jumping perturbations.Birth or death in a neighborhood. We introdued this kind of transformation in [15℄. The idea is topropose the removal or addition of interating pairs of points with respet to one of the attrative relations suhas the onnetion in the ase of segments or alignment in the ase of retangles.Green ratio. With eah of these proposition kernels a mapping Rm(., .) from C × C to (0,∞) is assoiated.This value, named Green ratio, depends on the target distribution π. See [15, 16, 17℄ for derivations of Greenratios in spei� ases.3.2.4 Simulated annealingTo �nd a minimizer of the energy U(.) we use a simulated annealing framework. Instead of generating samplesof h(.), we simulate h
1

Tt (.). The temperature parameter Tt tends to zero as t tends to ∞. Note that it isequivalent to the notation
ft(x) = Z−1

Tt
exp

(

−
U(x)

Tt

)

. (15)If Tt dereases with a logarithmi rate, then Xt onverges a.s. towards one of the global maximizers of h(.). Thetemperature parameter onstruts a sequene of probability measures that almost surely onverges pointwisetowards a set of Dira measures putting with masses on the set of global minima. The logarithmi shedulegives Dobrushin onditions asserting the onvergene of proess towards this set of Dira masses (see [25℄).3.3 Logarithmi ooling sheduleIt is well known (see [8℄) that if a logarithmi ooling shedule
Tt =

C

log(1 + t)is adopted, then the Chain onverges towards a global minimum of the energy, provided that C is greater thanthe depth of the loal minimum that is not a global minimum. It should be noted that in the ase of simulatedannealing applied to point proess models a proof of onvergene exists, based on a �birth or death� algorithm( [25℄) but to our knowledge, suh a proof does not exist in the ase of a Metropolis-Hastings update type,although the extension should be straightforward.3.4 Geometrial ooling sheduleThe logarithmi shedule exhibits a major drawbak: the time required to reah any temperature follows anexponential funtion. Sine in pratie we are limited by �nite times, a ommon solution is to use a geometrialooling shedule
Tt = T0A

t,where A < 1 tunes the ooling speed.Note that the quality of the proposition kernels is an important issue. As a onsequene we design kernelssuh that the trajetory of the Markov hain is poorly orrelated to insure a good exploration of the state spae,see [16℄.A very similar sheme is the pieewise onstant geometrial sheme. The idea is to keep the temperatureonstant on steps and derease it in preise instants. At �rst glane, this idea looks rather useless sine itis equivalent to inrease the onstant A. However, this idea has a main advantage. The step on whih thetemperature is kept onstant an be used to test whether the Markov Chain has onverged or not, and therebyderease the temperature aordingly. For instane, in [3℄, Brooks proposes dereasing the temperature only ifthe hain has onverged. Of ourse, this idea requires the existene of a test on the hain onvergene, whih isnot a simple problem (see [18℄).RR n° 6336



10 Ortner, Desombes and Zerubia3.5 Adaptive shedulesIn [4℄ the author presents a omparative study of di�erent proposition kernels and ooling shedules that an beused for a set of aademi simulated annealing problems (inluding the Ising model). An interesting formalismis proposed, representing the seletion of an optimal ooling shedule as a ontrol problem. In some simple asesit is possible to derive analytial solutions. Nevertheless, the omplexity of our models make analytial resultsdi�ult to obtain. We therefore fous on more generi heuristis. We present here two interesting approahesthat an be found in the litterature, although they failed in our ase.Reversibility. One of the ideas studied in [4℄, originally proposed in [23℄, is based on a slightly modi�edgeometrial ooling sheme. Let onsider some time intervals (steps) t ∈ [ni, ni+1[ indexed by i and theassoiated average energy
〈U〉i =

1

ni+1 − ni + 1

ni+1
∑

k=ni

U(xk). (16)This average energy at step i an be seen as a statisti. A basi idea is to ompare the measured average levelto the previous one (namely 〈U〉i−1) and derease the temperature only if the new average energy is greaterthan previous one
Ti+1 =

{

Ti if 〈U〉i+1 ≤ 〈U〉i
ATi if 〈U〉i+1 > 〈U〉i.

(17)Basially, this sheme relies on the idea that the stability of the average energy is a good indiator of the hainonvergene. This sheme is subjet to two major problems. First the onstant A needs to be adjusted properly,and seond, the sheme is very slow in pratie.Constant thermodynami speed. Another possibility is to design a sheme by extending the intuitivephysial analogy of the simulated annealing proedure. One idea is to fous on the entropy of the system. Wedesribe here a sheme detailed in [20, 19℄.In addition to the average energy, let onsider a seond order statisti
〈(∆U)2〉 =

1

ni+1 − ni + 1

ni+1
∑

k=ni

(U(xk) − 〈U〉i)
2. (18)The variane an be linked to the thermi apaity

C(T ) =
〈(∆U)2〉

T 2
, (19)whih turns to be the derivative of the system entropy

dS

dT
=

C

T
.As a onsequene, the following sheme exhibits a onstant entropy variation

Ti+1 − Ti ∝

T

C
=

T 3
i

〈U2〉i − 〈U〉2i
.The proportionality parameter needs to be arefully tuned. Loosely speaking, this sheme tends to limit the gapof temperature between two steps when the energy variation is important. In our ase, this sheme did not workwell: the hoie of the onstant appeared to be a major issue, espeially in order to get �nite omputationaltimes.4 Experimental observationsWe desribe in this setion some experimental observations. We use the model we presented in [16℄ and whihwe brie�y desribed in Setion 2.7. INRIA
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