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Abstract Predicting motion of humans, animals and othet necessary to predict it on the basis of observations of the
objects which move according to internal plans is a chaidbjects’ past and present states. These observationsthre ga
lenging problem. Most existing approaches operate in tveoed using various sensomg(adars, vision systems, etc.)
stages: a) learning typical motion patterns by observing aich have limited precision and accuracy.
environment and b) predicting future motion on the basis of Until recently, most motion prediction techniques have
the learned patterns. In existing techniques, learningiis pbeen based on kinematic or dynamic models that describe
formed off-line, hence, it is impossible to refine the exigti how the statedgposition and velocity) of an object evolves
knowledge on the basis of the new observations obtaineeer time when it is subject to a given contreb@ccelera-
during the prediction phase. tion) (cf. [40]). These approaches proceed by estimating the
We propose an approach which uses Hidden Markov M&tdte, using techniques such as the Kalman Fiiié}, fand
els to represent motion patterns. It is different from sinthen applying the estimate to its motion equations in order
ilar approaches because it is able to learn and predicttanget state predictions.
a concurrent fashion thanks to a novel approximate learn- Although these techniques are able to produce very good
ing approach, based on the Growing Neural Gas algorithghort-term predictions, their performance degrades tuick
which estimates both HMM parameters and structure. The they try to see further away in the future. This is espe-
found structure has the property of being a planar graphs, thuially true for humans, vehicles, robots, animals and te li
enabling exact inference in linear time with respect to thwehich are able to modify their trajectory according to fasto
number of states in the model. Our experiments demonstrégg perception, internal state, intentions, etc.) which are no
that the technique works in real-time, and is able to produdescribed by their kinematic or dynamic properties.
sound long-term predictions of people motion. To address this issue, a different family of approaches
has emerged recently. It is based on the idea that, for a given
area, moving objects tend to follow typical motion patterns
that depend on the objects’ nature and the structure of the
environment. Such approaches operate in two stages:

Keywords Trajectory Prediction, Motion Models, Hidden
Markov Models, Growing Neural Gas Algorithm

1 Introduction 1. Learning stageobserve the moving objects in the work-
space in order to determine the typical motion patterns.

Motion planning for dynamic environments is a very ac2. Prediction stageuse the learnt typical motion patterns

tive research domain. Because the problem is NP-Hzid [ to predict the future motion of a given object.

most of the research effort has been directed towards find- Thus, learning consists in observing a given environment

ing algorithms that are able to cope with this complexity, o ger to construct a representation of every possible mo-

There is, however, another aspect of motion planning thatt'ién pattern. But, how long should we observe the environ-

S . . i
often overlooked despite its importance: motion planning 4,en in order to construct such a "pattern library™? Given
gorithms need to know in advance the motion of the obje

: . 4% enormous number of possible patterns for all but the
which populate the environment.

Th blem is that. | | licati he f simplest environments, there is not a simple answer. This
e problem is that, in most real applications, the futulg; (o 5 important problem of existing learning techréque

motion of the moving objects is a priori unknown, makin%&go, 3]: they use a "learn then predict” (fi) approach,
meaning that the system goes through a learning stage where

E-mail: Firstname.Lastname}@inrialpes.fr

INRIA Rhéne-Alpes & Gravir-CNRS itis presented with a set of observations (an example datase
655 av. de I'Europe. Montbonnot. from which it builds its pattern models. Then, the models are
38334 St Ismier Cedex. France "frozen" and the system goes into the prediction stage.
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pis =
Learn
Dataset Observations Model

Parameters

S Our approach is founded on the hypothesis that objects
_Pattern Models

move in order to reach specific places of the environment

called goals. Hence, motion patterns are represented using

a different Hidden Markov Model (HMM) for every goal.

a) learn Each such HMM describes how objects move to reach the
corresponding goal. It is this set of HMMs that are used for

prediction purposes.

Observations

Predictions Our learning approach, which is also the main contri-
Model bution of this paper, is a novel approximate HMM learn-
Parameters ing technique based on the Growing Neural Gas algorithm

e [17]. It is able to process observations incrementatyofie
by one), in order to find the HMM's structure as well as
to estimate the model’s transition probabilities. Morapve
_ the algorithm is adaptive, meaning that it is able to insert o
b) predict delete states or transitions in order to respond to chamges i
the underlying phenomenon. The same incrementality and
adaptivity properties apply to goal identification, hertes
able to create models for motion patterns that have just been
discovered or to delete old ones when the corresponding pat-
terns are no longer observed. The cost of learning for each it
eration is linear with respect to the number of states, d®is t
Model inference ie prediction). This enables real-time processing,
Parameters which is indispensable for a "learn and predict" approach.
The paper is organised as follows: an overview of the re-
lated works is presented irk8Section3 is an introduction
to Hidden Markov Models and the Growing Neural Gas al-
New gorithm. Our approach is presented i & section5, the
Parameters theoretical aspects of our approach are discussed. Séction
details our implementation of the algorithm. In sectione
present the experiments we have carried out as well as the
Fig. 2 Learn and Predict obtained results. Sectidh contains a discussion of future
work. Finally, 8 presents our conclusions.

Fig. 1 Learn then predict

Predictions

- Observations

Old
Parameters

The problem with this approach is that it makes the inp Related Works
plicit assumption that all possible motion patterns are in-
cluded in the example dataset, which, as we have showmjs section provides an overview of existing motion predic
is a difficult condition to meet. In this paper we present aibn approaches, which we have roughly classified in three
approach which, in contrast to the approaches mentiongfiegories: a) kinematic and dynamic approaches; b) dis-
above and discussed in detail i@,8vorks in a "learn and crete state probabilistic techniques; and c) clusterirspba
predict” fashion (fig.2). That is, learning is an incremen-techniques.
tal process, which continuously refines knowledge on the Finally, we also provide a short review of the literature
basis of new observations which are also used for predigh parameter and structure learning algorithms for Hidden
tion. To the extent of our knowledge, this is the first leagninvarkov Models.
based motion prediction technique in the literature to have
this property.

Our work is based on Hidden Markov Modelg]1], a 2.1 Kinematic and Dynamic approaches
probabilistic framework used to describe dynamic systems
which has been successfully applied to "learn then prediétpproaches based on the kinematic or dynamic properties
approachesd0), 3]. A Hidden Markov Model (HMM) may of moving objects are often based on the Kalman Filter and
be viewed as a graph, where nodes represent sefplates Extended Kalman Filter's prediction step, 20,22]. There
in the environment) and edges represent the transition praloe, however other approaches that also use dynamics for
ability of moving from one node to another in a single timprediction: Chien and Koivol[l] proposed the use of a re-
step, the number of nodes and the existence of nodes detarsive autoregressive time series model whose parameters
mines the model’s structure. The model also assumes the¢ estimated using the least mean squared error method.
states are not directly observable but produce obsenstidine approach proposed byl models motion using Hid-
with a given probability. den Markov Models to predict motion on the basis of a state
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space which is relative to the object. A random walk is a2-4 Learning Hidden Markov Models
plied to predict motion in48]. In [25] a clustering algorithm

is used to predict motion on the basis of a fixed number gfnce our approach is based on Hidden Markov Models, we
previous observations. will review existent work on Hidden Markov Model learn-
In general motion prediction approaches based only iy techniques. These techniques may be divided in two cat-
the kinematic and dynamic properties of the objects are a&gjories: parameter and structure learning.
curate in the short term, but fail to produce sound long-term he de factostandard technique for parameter learning
prediction of human motion, mostly due to th.e fact t_hat Nis the Baum-Welch algorithme] which is a batch learning
man motion depends on other factors than kinematic or Q¥zhnique derived from the Expectation-Maximization (EM)
namic constraints (e.g. plans, goals, perception, etc.).  3gorithm [L3]. An incremental approximation of Expectation-
Maximization has been proposed i, although it does
not guarantee convergence it often gives a good approxi-
) . . mation [27]. Another approximative incremental approach
2.2 Discrete State Probabilistic Techniques which is also more general than EM has been proposed in
[33].
This techniques perform some kind of state partition on the The problem of structure learning is considered to be
environment and then model motion as transition probabi o ifficult due to the huge search space. The restricted
ities between states. One of thegiiSt Sxamples of this k'(}g?sion of the problem consists in choosing the best topol-
of techniques was proposed by Tadokas8]] the approach ogy knowing the number of statBls even supposing that the

partitioned the environment into a 2D grid, transition proby,~q is 11y observable, this means choosing the bestfout o
abilities between neighbor cells were assigned by a human

N2| N . . . , .
expert. Kruse4] advanced further by proposing a grid bas 27 possm_le directed acyclic graphs (DAG S).Wh'Ch
approach which was able to automatically learn transitién cléarly unfeasible7]. If the form of the graphs is re-
probabilities. stricted to trees, the Chow-Liu ] algorithm may be used

. . . _ . . . 2
More recertly Abstract Hidden Markov Modefhave (i ey i, e B BR L 8 et e i
been proposed, this is a hierarchic framework that aIIows%1 q

reason about motion at different abstraction levels ontesomg set. The problem is even harder for HMM's, because the

tions. In [30] the Expectation-Maximization algorithm hasState is not observable. Moreover, in many cases even the

been used to automatically learn its parameters. gumber of states is unknown. )
Due to all the problems mentioned above, approaches

found in the literature are mostly heuristic, and is difftcul

to guarantee even local convergence. A popular approach is
2.3 Clustering Based Techniques model merging34] which starts with creating a state for ev-

ery observation in the learning data set, and then, merges

This approaches represent behaviors using trajectorgprdi€a" states together. Other algorithm is stochastic opgimi

types which have been obtained through clustering of ottﬂ))Qn [16] Whicn pe.rfolrlms kl‘i” cli(;nbing search by choosirr:g
served trajectories. An application of this kind of appiuzs: Petween stochastically selected structuressifithe searc

to human motion was proposed i3, where an ad-hoc is performed using a genetic algorithm where individuals

clustering procedure was applied to find trajectory segmefigPrésent HMM structures. A different approach has been
which were common between observed trajectories. Gaffi posed in ], Wh'Ch. comblnes' an entropic prior vyh|ch fa-
[19] proposed the use of mixture models to cluster trajet0rs 10w entropy ie highly specific) models with trimming
tories, but did not apply them to human motion. A mor8f Weakly supported parameters and states.
standard clustering approach was proposed,if fthis ap- Finally, it is worth mentioning againg] in this context.
proach uses the Expectation-Maximization algorithm to filguses trajectory clustering to learn the structure of anNHM
trajectory models. An interesting feature of this approag#here cluster models are represented by disjoint compo-
is that the found clusters are then converted into Hidd&gnts in the structure graph.
Markov Models in order to perform inference. A similar ap-
proach based on pairwise clustering has been presented in
[36].

In general, discrete-state and clustering based techsique -
have different strengths and weaknesses, the former trénhdheoretical Framework
to give less precise trajectory predictions than clusteetda
techniques and are, in general, more expensive in compukais section provides a gentle introduction to the two main
tion time, in the other hand, they are better suited to ptediools which are used by our approach. Readers which are al-
the state distribution probability at any given moment,arréady familiar with the Hidden Markov Models or the Grow-
they are better able to represent certain unseen situationg Neural Gas algorithm may safely skip the corresponding
like an object switching between behaviors. sections and proceed directly t4.8
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3.1 Hidden Markov Models state, the past and future states are mutually indepenetgnt (
3).
This is a concise discussion on Hidden Markov Models (HMM),
ﬁ?ael :)nr':eur]?;icti)jr:éatfier is referred fd] for an excellent tuto P(s 1,%,0) = P(s_1)P(s | 5_1)P(0x | &) 3)
Hidden Markov Models are a type of Dynamic Bayesian The parameters of these three probabilities are often de-
Network [27] which is often used for the analysis of dy-noted using the compact notatidn= {A,B,}, they are
namic models using noisy sensors. They have applicatikkmown together as theodel’'s parametersas opposed to
in many different domains, such as speech recognifiajy [ themodel’s structurewhich we will now discuss.
genomics 15] and robotics {1]. The structure of a modeg, is the specification of its
An HMM may be viewed as a stochastic automaton whistmber of statebl and the valid transitions between states.
describes the temporal evolution of a process through e finit may be visualized using the model’s connectivity graph,
number of discrete states. The process progresses intdisondiere each vertex represents one state, vertices are joined
time steps, going from one state into another accordinghy directed edges such that every strictly positive element
a giventransition probability It is assumed that the currentof A (a; > 0) will be represented by a directed edge from
state of the system is not directly observable, insteadoit p vertexi to vertexj. Hence, a matrix having only strictly pos-
duces an output (i.e. observation) with a certain probgbiliitive elements corresponds to a fully connectedergodic
known as thebservation probability structure graph, while a sparse matrix corresponds to dagrap
having fewer edges. This is illustrated in fy.
) Structure is important because it affects the complexity
3.1.1 Representation of inference in the model, for example, filtering (state-esti
i . _mation) has complexit(N?) for a fully connected struc-
An HMM describes the system using .three stochastic vagiye graph, however, if the graph is sparse and each state
ables: a) the present stadg b) the previous statg_1, and a5 at mosP predecessors, the complexity@NP) [27].

the current observation, the rest of the model is defined byyjoreover, structure also influences the quality of infeeenc
the following elements: [6,5].

— The number of discrete states in the madelA discrete
state is denoted by its numbierl <i < N.

— The transition probability function, expressed Bgs |
S-1). This probability is represented with\ax N tran-
sition matrix Awhere each elemer ; represents the
probability of reaching the statgin the next time step
given that the system was in state

&)= P([St - J] | [3*1 - I]) 1) Fig. 3 Two examples of an order 4 structure graph.
— The observation probability function, expressed: |
s). In general, for each state, the observation probability

is represented by a Gaussian distribution
3.1.2 Inference

P =i]) =G(o; 1,0 2 ian i
@lls=1) (@ik,01) @) HMM'’s are used to perform Bayesian inference: compute

The set of all the Gaussians’ parameters is denotedtl'j‘? probability distributions of unknown variables givée t
B={(,01), -, (Un,0ON)}. known ones. Like in other Dynamic Bayesian Networks, in-
— The initial state distribution, expressed Byso). This ference is often used in HMM's to perform filteririy(s |
represents our knowledge about the state of the syst@m): SMoothingP(s | o17) and predictionP(s i | 011).
before receiving any observation and is denotedTby Other two probabilistic questions which are more specific

It is often represented by a uniform distributiBf]sy = to HMM's are: a) evaluating the probability of a sequence
i) = 1 or by aN x 1 matrix whereP([so = i]) = M, of observations, and b) finding the sequence of states that
=4 =i]) =,.

is more likely to correspond to a sequence of observations.

The three probability functions defined above form a Joi}iS last question is answered using a dynamic program-
Probability Function (JPD) which encodes two condition&PNd technique known as the Viterbi Algorithra .
independence assumptions: a) knowing the state, observa- .
tions do not depend on each other, and b) knowing the preseht3 Learning

1 Itis also common to represent it by a mixture of Gaussiarfoor, In order to perform inference with an HMM, it is necessary
discrete observations, by a table. to define its structurg as well as its parameteks But, how

Machine Vision & Applications Journal, Editorial Office, 10668 Dabney Drive #126, San Diego, CA 92126
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to choose these values for a particular application? The seeight vectors. This means that, in order to be linked to-
lution is to estimatei€ learn) these values from data. gether, two units must have a common border in the Voronoi
Most approaches in the literature assume that the stroegion (see figb).
ture is known and only try to learn the model’'s parameters
A. The most widely used of thegmrameter learningap-
proaches is the Baum-Welch algorithm which is an applica-
tion of Expectation-Maximizationl[3].
Despite being an active research subjstttjcture learn-
ing, no structure learning algorithm has become standard, a
review of existing techniques is presented i §

Delaunay Linksq

3.2 Growing Neural Gas

. . . . Fig. 5 The Delaunay triangulation for the previous example. Dedgu
We will briefly introduce the Growing Neural Gas (GNG)inks are represented by dashed lines. Notice how the nuofbieiks
algorithm, which is explained in detail in[]. The Growing corresponds to the number of borders for a given area.

Neural Gas is an unsupervised competitive learning algo-
rithm which may be applied to a variety of problems (e.g.
vector quantization, topology learning, pattern clasatfan

and clustering). It processes input vectors and constauctg
network ofN elements callednits each of these units has
an associate®-dimensional vector called itgreight (w;) 1. No previous knowledge about the number of uhlts
and is linked to other units called iteeighbors);. The al- required.

gorithm starts with two units linked together, then, as new. It is incremental: the model is updated by processing in-
input vectors are processed, units and links may be added orput in a one by one basis.

Recapitulating, the GNG algorithm has the following prop-
es:

deleted to the network. 3. Itis adaptive: units and / or links may be added or deleted
The algorithm implicitly partitions the whole space into  to reflect changes in the underlying phenomenon.
N Voronoi regions Mwhich are defined by: 4. It minimizes the distortion or quantization error: uhits

weights are placed in order to minimize their distance to
input vectors.

Vi={XxeRP: [|x—uj| < |[x—uj||,Vj #i} (4) 5. Links are a subset of the Delaunay triangulation: they
connect neighbor Voronoi cells.

We illustrate this in 2-dimensional space (fi. Each
unit occupies its own Voronoi region, given an input vector
the winning unit is the one having its weight vector in th
same Voronoi region.

But the main interest of GNGs lies in how this features
teract, in other words, its ability to determine the num-
er of discrete elements in which the space is partitioned
as well as their respective weights and, at the same time,
learning the related topology, all of it in an incrementalfa
ion. Moreover, the memory footprint of the structure and the
complexity the update algorithm are both linear with re$pec
to the number of states.

On the other hand, these advantages come at a cost of
using an approximate algorithm which does not have strict
convergence properties. Nevertheless, we consider tigat th
is an acceptable compromise in the context of our applica-
tion.

) ) P
Unit weights |

Input Vectors— |

Voronoi Region—|

Fig. 4 Implicit partition: there are some 2-dimensional input tees
(crosses). The units’ weights are represented by pointsvanchoi 4 Proposed Approach
regions are separated by boundary lines.

The approach we propose consists of an algorithm which is
able to continuously predict future motion based on a model
During learning, the units’ weights are modified in orwhich is constantly improved on the basis of observed mo-
der to minimize thedistortion which is the mean distancetion. Thislearn and predictapability constitutes an advan-
between the winners and their corresponding input vectorage over existing techniques, making it unnecessary te hav
The algorithms also builds incrementally a topology of inka learning dataset containing at least one example of every
which is a subset of the Delaunay triangulation of the unitebservable motion pattern.
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Receive Observation

start o o=(x, y) Update State Lyl Update Observation
/ and termination Flag Structure Probability

End of trajectory?

n

Update Goal Update Transition
Structure Probability

Fig. 6 Learning Overview

The input of our algorithm consists of position observa— The initial goal distributiorP(yp). Is considered to be a
tionso; = (X, yt) and a trajectory termination flag which uniform distributionP([sp = i]) = é,Vi € [1,N].
is set to one when the observation corresponds to the end ofaThe initial state distributiofP(sp). Is considered to be a
trajectory (e when the object has stopped moving for along yniform distributionP([so = i]) = ﬁ,Vi € [1,N].
time or exited the environment) and is set to zero otherwise.

At every time step, this input is used to compute a proba- The set ofpattern modelshown in fig.2 consists of
bilistic estimate of the state with a lookaheadofimesteps structure and parameters. The structure is defined by the
(P(st4x | ) as well as to update the model (i). number of goalss, the number of statel, and the struc-

ture graphe which is the same for all thag matrices.

The parameters consists of the transition taylend the

4.1 Representation observation paramete& Given that bothP(sy) and P(y)

are considered to be uniform, they do not require any extra
Our approach is based on the hypothesis that objects movpanameter.
order to reach specific places in the environmangfals).
The idea is to identify all the possible goals. Then, for each
of these goals, we construct a Hidden Markov Mogehfo- 4 » Learning
tion model) representing how an object should move in order
to reach it.

It is assumed that transition probabilities depend on t
goal to be reached (denoted plereafter) and that structure
and observation probabilities are independent of the goals
hence, they are the same for all motion models. 4.2.1 Updating State Structure

These assumptions lead to the following JPD:

earning is composed of several subprocesses, an overview
presented in figs.

The input observatiom; is passed as an input vector to a
GNG network®iate Nodes of this network represent states,

P(s-1,%0,Y) =P(s-1)P(Y)P(s [s-1,Y)P(a |&)  (5) and links represent allowed transitiorie €¢ach link repre-
So our model is defined by the following: sents two transitions, corresponding to the two possible di

) rections). This network is used to upd#t@as follows:
— The number of goals in the modal

— The number of states in the mod 1. If a new unit has been inserted or deletedfigate @
— The transition probability functiofP(s; | y,-1). This corresponding row and column are inserted to or deleted
probability is represented with an unnormalizge N x from all Ay matrices.

N transition matriX A where every elemeray; j repre- 2. If a new link has been added or deleted frégaze tWo

sents the number of times that a transition from stéde  corresponding transitions are added to or deleted from
statej has been observed, given that the object is going g|| Ag.

to goalg.

_ _ 4.2.2 Updating Observation Probabilities
agij =P(s=]][lvy=dl[s-1=1]) (6)
The observation probabilities are directly computed from

— The observation probability functio®(o; | ). Is repre- : ; i
sented by Gaussian distributions. The set of all the Ga%%t;‘; éJenr:';eV\r/Se.lghts are used as mean values for the Gaus

sians’ parameters is denoted®y= {(p1,01), -, (U, ON) J-

2 This is considered equivalent to haviGgN x N matricesAg: 1 <
g<G M = Wi, VWi € Ggtate (7)

Machine Vision & Applications Journal, Editorial Office, 10668 Dabney Drive #126, San Diego, CA 92126
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And o; is estimated from the average distance to unit's Instead of normalizing, normalization is performed when

neighbors: computing the transition probability.
C - - agiij
0= — W — Wi 8 P(ls = =0|S-1=I|])=—"" 12
i |gﬁh€ i” i ]H () q J]‘W QH 1 ]) ZKGWiaJk ( )

have setitto 0.5. servation sequence may be cleared.

4.2.3 Updating Goal Structure 4.3 Prediction

Goals are discovered by clustering together observatiats t L . . .
correspond to trajectories endpoints, which is indicatgd rediction is performed in two steps. First, the beliefesgt

N = 1. Given that the number of goals is ignored, we wiff'€ J0int probability of the present state and goal) is updat
use another GNG structutyes to perform the clustering. USnd the input observation:

The number of clusterS corresponds to the number of units

in Bgoal. This means that, when a new unit is inserted or

deleted in®goa a corresponding sliceg matrix) is inserted = _ }p = P
10 or deleted frorm, (vslo)=5 (Otlst)sg1 (s 1V, 5-2)P(Y, 51 0-1)

(13)

4.2.4 Updating Transition Probabilities

WhereP(y,s-1 | 0i—1) is the belief state calculated in
In this step, the entire observation sequefme- - -, o7} for the previous time step.
a trajectory is used, this means that it is necessary to storeThen, motion state is predicted with a look-aheadof
all past observations in an internal data structure. time steps using:

In order to choose the transition probability table to up-

date, the attained gogishould be identified, this is done by

choosing the goal which is closest to the Iastobservann.F,(y,S{+K o) = z P(Stk | Vs Sik—1)P(Y,Sak—1 | 0)

S+K-1
: (14)
y=arg n?mHoT —Wi||, YW € Bgoal (9)

Finally, the state is obtained by marginalizing over the

Transition probabilities are then updated by applying mgaal:

imum likelihood: we use the Viterbi algorithm to find the
most likely sequence of statés,---,sr} and then, we in-
crement the corresponding countersAnThis is just an p(s. . |o) =S P(V, 5.k | o 15
approximation of the Baum-Welch estimation — which per-( wlo) Z WS [ o) (13)
forms weighted counting according to the likelihood of ev-
erypossiblestate sequence — nevertheless, it has been shownan alternative to state prediction is to predict the goal by
[34] that the results obtained with this approximation afgarginalizing the state from the belief state:
comparable to those obtained Baum-Welch.

P =S P 1
R SE PO S (10) (vlor) g (V;s | o) (16)

A problem with this approach is that the transition coun-

ters of new links in the topology will have a much smalles Analysis

value than those that correspond to older links, hence, old

links will dominate. This is solved by multiplying transiti  This section we analyse the aspects of our approach which

weights by afading factor f In general this is similar to are different from conventional HMM techniques, explain-

having a bounded counter with a maximum valuefbf. ing the rationale behind them as well as discussing their
complexity. The subsection on structure learning with GNG
is of particular interest, because it is central to our agpino

aygi=aysix [V 1<t<T-1ieMNg (11) and constitutes our main contribution.

Machine Vision & Applications Journal, Editorial Office, 10668 Dabney Drive #126, San Diego, CA 92126
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5.1 Learning HMM structure with GNG asymptotically, instead, its likelihood increases qujckihd

then it tends to oscillate around a local maxima. On the other
As explained in 8.2, state learning uses a Growing Neuhand, it is precisely this behavior which is at the heart of
ral Gas network to learn both the total number of st&ddesthe algorithm’s adaptivity, and that permits it to estimite
and thea priori state transition structure. The use of the ahumber of discrete states in an incremental manner. Indeed,
gorithm is straightforward: Each observation receivednfroit is difficult to device an algorithm which converges and at
the sensor system is processed as an input vector by the tie-same time is able to learn newly observed motion pat-
work. Network units correspond to states in the HMM antrns because both goals are somewhat contradictory. Since
links between units correspond to allowed transitions be latter ability is the main motivation behind our work, we
tween states. have chosen to privilege adaptivity over convergence.

The use of the GNG algorithm to discretize the space and

find the network structure is justified by two rationale:

— Due to the fact that GNG minimizes the distortion, tha-3 Prediction

weights of the network units are good representations of . . ,
observations in the same cell. Equations {3) and (L4) are obtained by applying Bayes

_ In order to move from one cell to another. an objeét"e and the conditional independence hypotheses that were

should cross one of the cell’s borders, which is equivtSed to define the JPD of the mods).(
alent to following a Delaunay link. Equation (3) is derived as follows:

It should be noted, however, that this arguments only
hold in cases where the HMM is being used as a discrqjgy 5 | ow)
approximation of a phenomenon having a continuous state’ '
space, as is the case of motion. 1

The primary advantage of defining the structure this way: — z P(o | 014-1,Y,S,S-1)P(Y, &, S-1,011-1) (18b)
is the reduction of the number of elements in the transition 20 <=1
matrix. The Delaunay triangulation of the points represént 1
by the unit's weights is a planar graph. This means that the ZP(OI |st) > P(V.,5-1,011-1) (18c)
number of links in it iSO(N) [14]. As we have mentioned 1 s-1
in 83.2, GNG links are a subset of edges in the Delaunay +
triangulation, hence, they also define a planar graph. So weZ, P St)&ZlP(O“*l)P(V’Stfl oL 1)P(& [V 8-1)
have effectively reduced the number of allowed transitions (18d)
in the HMM structure fromO(N?), for an ergodic model 1
to O(N). This is reflected in the cost of inference, since now- —p(q, | 5) Z P(Y,s 1] 011-1)P(s | Y, S-1) (18e)
only O(N) operations are necessary to update the belief stateZ1 s—1
and to perform one prediction step.

There is, however, a condition under which the use of In this derivation, passing fronil8d) to (18¢) is possi-
GNG links may be too restrictive: if an object is movindole becausé(01:_1) is a constant, hence, it may be inte-
too fast, it will pass through more than one cell in a singgrated into the denominator. As shown, the complexity of
time step. In order to deal with this situation, the minimurhelief state update i©(GN?), but it is possible to reduce
length of a linklmin should be restricted with respect to théhe complexity taO(GN) by exploiting HMM structure and
maximum speelmax of observed objects and the samplingumming only over valid transitioAs
period of the sensdr:

1
=7 S(le(y,st,stfl,on) (18a)

1 .
Imin > VimaxT a7 P(Y,s | 011) = z_lp(ol |s) i'&g‘n-P(y’ [s-1=1][011-1)%

. : . P(s |V, [s-1=1])
5.2 Using GNG to estimate Observation Probabilities (19)

A major difference between our algorithm and Baum-Welch  giate predictioni(5) is derived in an analogous way:
lies in the procedure used to compute the variance of obser-

vation probabilities. The procedure we propose is an heurigy 5.« |o11) = S P(V, S4K,S1k_1| O 20a
tic method and does not find the best approximation to tﬁ(ay + | o) S(Zl (¥, S, -1 | On) (202)

variance, however, it allows to capture, at least quabiedyj
the related uncertainties. Further work will focus on firgdin — Stzlp(y’S”K* | 010)P (S [V, Seoc-1) (20)
a more precise estimate of the variance.

~ Finally, it is important to mention that, since our algo- 2 |n reality, the complexity i©9(GND), whereD is the degree of the
rithm is based on the GNG algorithm, it does not convergeucture graph, but in planar grapbss constant.
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Here the HMM structure may be again exploited to re-
duce complexity fromO(GN?K) to O(GNK):

P(y.ssk [01) = > P(V.[sek-1=1] | 011)x
ik €M (22)

P(stik |V [Sek-1=1])

Fig. 7 Inria’s main lobby: video view (left) and 2D map (right).

6 Implementation

We have implemented our approach using@Hé language environment is the heart of the institute, all the personnel
on a Linux platform, this section explains our implement&2sses through it at some point during the day for a reason

tion decisions as well as the operational features of the-al@" 2n°ther (going in or out, coffee break, attending a le;tur
rithm. tc). This environment is interesting because the motion pa

terns of the people is rich and the flow of people sufficient to
ensure that it will be possible to gather a significant number
6.1 GNG Parameters and Initialization of observations. _
The testing of our approach has been done in two stages.
The GNG algorithm has six parameters, instead of calibrérst, we have used observation data coming from a software
ing them, we have used the same values that Fritzke has usigeHlating the trajectories of people in the main lobby. The
in [19] for the state GNG. In the case of the goal GNG, weWe have used live observations coming from a visual track-
have kept the same parameters, excepting\farhich has ng system.
been set to 100 in order to accelerate goal learning. The interest of using simulated data is that it allows to
Both GNGs have been initialized with two units havingvaluate our approach in controlled conditions for which it

random weights constrained to lie within the environment!§ possible for instance to predefine the number of motion
limits. patterns.

In both cases, we have gathered a significant number
of observations. We have presented 1000 trajectories to the
6.2 Data Structures learning algorithms in order to build an initial model, befo
starting to measure the results. Then, prediction perfdrme
In order to exploit the sparse structure of both the GNG ndtas been measured using another 300 trajectories. The test
work and the transition matrice&y;, we have representedresults obtained with simulated data (resp. real data)rare p
them using a list of neighbors for every state/unit. This atented in sectioi.2 (resp.7.3).
lows to effectively perform sums as well as insert/delete op
erations.

7.2 Simulated Observations

6.3 Dealing with multiple objects 7.2.1 Getting the Observations
It is worth noting that, in all our experiments, we have a
sumed that there was only one object moving at the sa
time. On the other hand, our approach may be easily
tended to handle more than one simultaneously moving
jectas long as interactions between objects are not matell

Re simulating system we have developed relies upon a num-
1 of control points representing “places of interesttiud
c%lvironment such as the doors, the front-desk, etc. Based
pon this set of control points, a set of 32 typical motions
patterns has been defined. Each motion pattern consists in
a sequence of control points to be traversed. An observed
trajectory is computed in the following way: first, a mo-
tion pattern is randomly chosen. This motion pattern pro-
vides a set of control points. Thegoal pointscorrespond-

ing to each of these control points are randomly generated

The environment we have chosen to validate our approac using two-dimensional Gaussian distributions whose mean
PP Kwﬁue are the control points. Finally, the motion between tw

the main lobby of our research institute. It features thermaﬂ;oal points in the sequence is simulated using discrete; eve

entrance to the bu|Id|ng_, a self-information directory lpossi e steps in a direction drawn from a Gaussian distribution
the front-desk, a cafeteria area and a number of doors Iewﬁ-

ing to various halls, rooms and auditoriums (FRy. This ose mean value is the direction of the next goal point.
9 ' " Switching from one goal point to the next is done when

4 The parameters werd: = 300, g, = 0.05, &, — 0.0006,a = 0.5, the distance to the current goal point is below a predefined
B = 0.0005 andamax= 88 threshold.

7 Experimental Results

7.1 Test environment
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We have generated the 1300 trajectories that were re-

. . . . . B Mean Prediction Error (Simulated Data)
quired for our experiments. an image of trajectories in the 4

T T T T T
data set are presented in f&. 35 Simul [1000] —<— |
. 3
7.2.2 Learning Results £
= 25
S
i 2
§ 15
¥ g P o b 2 7
; 5 T s
1. 0.5
|~ LY - ) ‘Zifrﬁii\ l" 0
(a) Trajectory data set (b) GNG Structure 10 20 30 40 50 60 70 80 90
R - , ‘ % Observed
== . = )\ b—-‘—ﬁ—qi oF—————H oo E—T
1 ) Fig. 10 Prediction Error (simulated data).
et et 1 I PriSSscSEcE | w
(c) Voronoi Diagram (d) Learned Goals

we measure this distance when 10% of the total trajectory
has been seen, then, we do the same for 20% of the total
Fig. 8 Overview of the learning process (simulated data). trajectory and so on until 90%.
We think that the obtained results are quite good. Even
when only 30% of the total trajectory is used to predict, the
We have run our algorithm against the simulated data $géan error is of about 3 meters which is relatively low with

8(a) The algorithm took about 2 minutes to process the 10@8spect to the size of the environment and the distance be-
initial trajectories, which contained a total of 58,262 @bs tween goals.
vations meaning an average processing frame rate of about
480 observations per second. As a result of the learning pro-
cess, a structure having 196 states has been found&flgs.
and8(c)). Also a total of eight goals were identified, as i7.3 Real Observations
may be seen in fig8(d) the detected goals seem to corre-
spond to many of the interesting points shown in fig. 7.3.1 Getting the observations

7.2.3 Prediction Results To gather observations about the motions performed in the
test environment, we use the visual tracking system pro-
posed in [L0]. This system detects and tracks objects moving
in the images of a video stream. The information collected

; . A s ! S m. i (position and size of the moving object, etc.) is then pro-

i - v . . jected into the 2D map of the environment. The data flow of
' Pt the overall tracking system is depicted in Flid. It features
e w N w the detector-tracker, a module to correct the distortiothef

@) (b) video camera, and a final module to project the information

in the 2D map of the floor. These modules are detailed in the

Fig. 9 Prediction Examples (simulated data). upcoming paragraphs.

Figure 9 illustrates the prediction process. The figureSamera and Trackek single wide-angle camera mounted
show the current position of the object as a small cube aoder one of the lobby’s corners is used. The camera is di-
— for reference — the "real" future trajectory of the objecectly connected to the host computer. The tracker prosesse
as a solid line. The estimated goals are marked by culvass data coming from the camera and outputs data consist-
whose size vary with their estimated probability. Finatfye ing of sets of observationdggframes), that the tracker sends
state probability fot + 3 seconds has been illustrated witlat regular time steps. Every observation consists of artiiden
particles, where a higher concentration of particles iatdis fication number (ID), thex andy coordinates of the moving
a higher probability of being in that area three seconds aftebject’s gravity centre in the image coordinate system, the
the prediction has been made. width and height of the object’'s bounding box and the ori-

In order to test prediction performance, we measure thatation of this bounding box. A trajectory is a sequence of
distance between the predicted goal and the real final destgularly sampled observations consisting of the target’s
nation of the object (figl0). For each of the 300 trajectoriescentre of gravity, width, height and orientation.
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I
i
[[II] Camera T"Detect-Track — Distortion |- Projection —y-___v\®_®\

E\ LULLULLIS It
L

Fig. 11 Architecture of the visual tracking system (top). Examgi@ enotion observed in the image (bottom-left), and its prtga in the 2D
map of the environment (bottom-right).

Distortion correction and homographic projecti@ue to
the use of a wide-angle lens, the image is subject to heavy{
distortion, which must be corrected before projecting the i
age into the world coordinate system. We have used four co-#"" a8l 8= I
efficient distortion correction as described #%]. (a) Trajectory data set

O™
(b) GNG Structure

The corrected target gravity centres are multiplied by a¢ ¢+ —— Y e
precalculated homography matrix in order to project them | "—— 1 — 1
into the world plane. It is worth noting that the target'sten |, =7 70 74 , e g

most often corresponds to a point which is located higher = oo o . _ 5 6. G
than the floor level, thus an error is introduced by projegtin (c) Voronoi Diagram (d) Learned Goals
itinto the floor. However, as the error is consistent for éasg

of similar height, we have decided that it is acceptableiat th \ _
stage of our work. Fig. 12 Overview of the learning process (real data).

Data AssociatiorDue to the fact that we have an environ-

ment where there are multiple objects moving at the sag—i‘iucmre (figs1546) 3ag12(c) consisted of 123 states. The

fme. he ackr does ot aiays keep ayect D, whig T 5 T SO 9008, o DIHO R
is a requirement for our approach. Hence, in order to im- ' 9 P

prove ID keeping, we post-process projected data apply:r%@ points of the environments. This happens because of two

the Joint Probabilistic Data Association (JPDA) algorith akgoésr;t?) gll'q%pg(?tregﬂ?:dat:; g)nméoﬂr;cek?;agcgf:rfgsr%@-
[1] the fact of applying the algorithm on the world coordi- y P ! gsy

nate system helps to calibrate and improve the results of fHBES 0Sses the identifier of an object resulting in single t
algorithm. Jectories being broken down in several smaller trajecsorie

7.3.2 Learning Results 7.3.3 Prediction Results

Figure 12(a)shows the real data set that we have obtaindeigure 13 illustrates prediction based on real data. The ex-

It is important to notice that trajectories in the data set donple in the right is especially interesting because, atjho

not cover the entire environment. This happens becausestste prediction does not seem to correspond to the real tra-

clipping due to the distortion correction algorithm we havgectory, the goal has been correctly predicted.

used. In fig. 14 we present the results of our prediction perfor-
The algorithm took about 70 seconds to process the 36/MédAce measure (seé.8.3. Here, the results are even better

observations of the first 1000 trajectories in the data get than for simulated data, which may be surprising at first. The

an average of about 520 observations per second. The foveason is again clipping, which reduces the effective size
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12
L S A L A In the medium term, a number of lines of work are be-
—— 1 —— 1 . . . . . . . N
1 . ing considered: a) including velocity and object size in the
' e ' R - space representation; b) modelling of semi-dynamic object
= w | e - such as doors which may be either open or closed; c) the
(@) (b) extension of the algorithm to learn hierarchical plan medel

such as Abstract Hidden Markov Modet.[

A longer term research project would be to model inter-
actions between moving objects such as collision avoidance
or pursuit behaviors.

Fig. 13 Prediction Examples (real data).

Mean Prediction Error (Real Data)

4 T T T T T T
3.5 f Real[1000] 7 9 Conclusions
3 ;
€ 25 3 In this document, we have presented a method for learning
S ) motion patterns from observations and, at the same time, use
L . .
= the learned patterns to predict future motion. Our approach
g 15 AN makes the hypothesis that objects move in order to reach
1 ‘ specific placesi¢ goals) in the environment and represents
0.5 : motion using a Hidden Markov Model for every goal.
i The main contribution of this paper is the application
10 20 30 40 50 60 70 80 90 of the Growing Neural Gas algorithm in order to enable
% Observed goal identification as well as on-line structure and param-
eter learning of the Hidden Markov Models’ used to repre-
Fig. 14 Prediction Error (real data). sent patterns. The found HMM structure is a planar graph,

which allows exact inference with a computation cost which

. o is linear with respect to the number of states. Thanks tg this
of the environment, thus bringing goals closer together. have been able to implement a "learn and predict” ap-

the other hand, the noisy nature of real data and is reflectﬁgach, thus allowing the continuous improvement of exis-
by the slower convergence of real data when compared Wifhy knowledge on the basis of new observations. To the best

simulated one. of our knowledge no other technique in the literature is able
to do that.
The technique has been implemented and applied to both
8 Future Work real and simulated data. The experiments show that theddarn

model may be used to efficiently predict the intended goal of

We have started to work on the application of our approagh object. Moreover, this is performed in real time.
to a different setting: the ParkView experimental platform

which is able to track a car moving in a parking lot (). knowledgements This work has been partially supported by a Cona-
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