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Etude mathématique d’un contrdle de gain neuronal

Résumé :Ce rapport présente un mécanisme dynamique de contrble de gain, inspiré par un modele
de membrane de neurone. Des résultats mathématiques sont obtenus dans le cas d’'une stimulation
sinusoidale du sytéme. Nous prouvons ainsi que le systéme est sous-linéaire vis-a-vis de 'amplitude
en entrée, et qu'il subit une avance de phase aux fortes amplitudes; ces deux propriétés sont la
marqgue dwcontrdle de gain au contrasttans les cellules rétiniennes.

Mots-clés : Contrble de gain, neurone, feedbaskunting inhibition rétine
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4 A. Wohrer

1 Introduction

We have proposed in previous work the use of a particular dynamical system, based on feedback, to
provide contrast gain controln a model of retinal processingl[3, 2]. The equations of this system
were the following:

av

E(x’yﬂf) :I(J),y,ﬁ) —G(x,y,t)V(m,y,t) 1)

G(x,yj) =G, zﬂ"y E: i Q(V) (x,ynf), )

Q(v) = Qo + A\, ®3)

whereV (z, y,t) is a spatial map representing the membrane potentials of the cells where the gain
control is taking place, an@(z,y,t) is a variable conductance term driven by the recent values
of V(z,y,t). G(z,y,t) is obtained fromV/ (x, y, t) through two successive steps. First, the point-
by-point application of a functioy) which is takerpositive, convex and symmetric&@econd, the
application of dinear, spatio-temporal averaginghrough temporal convolution by the Exponential
kernel

ET(t) = 7—71 eXp(—t/T)]_.,.>07

and spatial convolution by the Gaussian kernel

Go(,y) = exp(—(2* +y*)/(20%))/(2m0®)

(which is bound to disappear soon from our equations, as we will make our system purely temporal).

System[(1){(B) has been heuristically found efficient in reproducing the change of shape in tem-
poral kernels typical of contrast gain control in the reting |3, 2]. However, because it is nonlinear,
the exact response of such a system is not trivial, and a rigorous mathematical analysis appears dif-
ficultin the general case. Missing this mathematical analysis is problematic. Indeed, if the system is
bound to be implemented in a bio-inspired model, one would like guarantees that it does not induce
spurious effects (resonances, etc.) for certain sets of system parameters or input signals.

In fact, the gain control loog [1)3) appears to be very stable experimentally. Heuristically, the
system is stable because it is a simple extension of a linear ‘RC’ circuit (a stable system if ever),
only with a resistance R which varies dynamically. In this report, we try to provide a more rigorous
explanation of the system’s stability, through a mathematical analysis of the system’s response to a
simple type of input: Sinusoidal stimulation.

Here is the plan of this report. Our gain control loop is the nonlinear extension of an ‘RC’
circuit. We thus start by studying this low-pass, linear filter, as a benchmark for comparison with our
nonlinear system (Sectign 1). A necessary reduction of dimensionality leads us to the object of our
study in this chapter, a 2-dimensional nonlinear control loop. We study its behavior through general
properties and numerical simulation (Secfi¢pn 2).

INRIA



Neural gain control 5

Unfortunately, precise mathematical proofs are still out of reach in the general case of this 2D
system. However, studying the phase portraits of the system for different sets of parameters reveals
the existence of two asymptotic behaviors, at both extrema of one particular parameter’s definition
domain, for which the dimensionality of the system is reduced to 1D. In Se€fions|3 and 4, we derive
precise mathematical results for the two respective 1D asymptotic systems.

Finally, in Sectiorj b, we give first hints of how perturbation analysis may allow to increase the
range of parameters in which the system is mathematically tractable.

1.1 The underlying low-pass linear system

We start by making explicit the links of the gain control lopp (I)-(3) with a simple ‘RC’ circuit. This
analysis will help us to define a characterization of ‘good behavior’ for our nonlinear system.
The gain control lood {1)-{3) has been designed as an extension of a tetopeEdsssystem.
Indeed, when the strength of the feedback n (3) is takek as0, (J) becomes the trivial relation
G(z,y,t) = Qo (because filter&:, (z, y) andE, (t) both have a gain of 1), and in tufn] (1) writes:

av

E(xyyat) :I(l‘,y,t) _QOV(-r7y?t)a (4)
which is a simple ‘RC’ low-pass temporal filter. Because sysem (4) is linear, it is completely
described by its Fourier transform:

H(w) =1/(Qo +jw). (5)

1.1.1 Characterizing the linear response to sinusoidal stimulation

A linear system is totally characterized by its response to a sinusoidal input:
dv
dt

When a solutior¥/ (¢) follows (6), its initial response depends on its initial conditions. But the initial

conditions are forgotten asymptotically fast, and all solutions finally converge to a single trajectory
which is also sinusoidal at pulsatian and hence fully described by two numbers:

(t) = Acos(wt) — QoV (t). (6)

1. Its maximum valué/,, ., corresponding to the amplitude Bf(¢), given by
Vinax = | H(w)| 4. (7)

2. Thetimet,,.. whenV,,., is reached (in each sinus cycle), which provides the phase difference
of V(¢) with its input current:

Pmax = Whnax = arg(H(w)) (mod2m). (8)
Both formulas|(}) and {8) rely on the Fourier transfofth (5).

Interestingly, Vinax andtmax provide a good characterization of the dependence of sy§tem (6)
w.r.t. parameters! andw of the input current:

RR n° 6327



6 A. Wohrer

Dependence w.r.t. input frequencyw. The dependence df,,.. andt,,., wW.r.t w is typical of a
low-passsystem:

0w Vimax <0, and hr_{_l Vinax = 0, (9)
O ®max > 0, and 1ir_{_1 Gmax = 7/2 (mMod2r). (20)

In words, [9) states that the response magnitude decreases with frequency towards 0 for large val-
ues, while[(ID) states that the phase delay of the response increases with frequency, towards phase
quadrature.

Dependence w.r.t. input amplitudeA. The dependence 0f,., andg,a.x W.r.t. Ais trivial, since
the system is linear:

OaVimax = |H(w)| >0, and 94 (Vinax/A) = 0 (11)
aA(bmax =0 (12)

In words, [11) states that the magnitude of response is simply proportional to the input amplitude,
and [12) states that the phase (and thus, time of peak) of the response is independent of amplitude.

1.2 Gain control through the nonlinear system
1.2.1 Characterizing the nonlinear response to sinusoidal stimulation

In this chapter, we wish to study mathematically thenlinear case, when feedback](Z)}(3) has
an effective strengthh > 0. For such a nonlinear system, Fourier analysis cannot be used simply
anymore, so we cannot hope to fully characterize the system’s resparsgype of stimulus based
only on the response to a sinus.

However, sinusoidal stimulation still has some descriptive power: It allows to test the system’s
response to stimuli of different amplitudds and different ‘speeds of variation’, as measured by the
sinus’ frequencw. For this reason, our study of the nonlinear system also focuses on input currents
of the formI(¢t) = Acos(wt), and still uses/;,.x and é.x @s good indicators of the system’s
behavior.

More precisely, our ultimate goal is to find equivalents to formulas[(9)-(12) in the nonlinear
case, proving the good behavior of our system. Concerning the behavior w.r.t. to input frequency
w, we want to prove that formulas](9)-(10) still hold, meaning that our system is still ‘low-pass’, as
measured by the amplitudg, ., of its response.

By opposition, concerning the behavior w.r.t. input amplitutiewe would like to prove a
different behavior tharf (31)-(12) for our nonlinear system. Indeed, the system intends taive a
control mechanism. Instead df ({1 1), we would thus like to show that

94Vimax > 0, and 04 (Vimax/A) < 0. (13)

INRIA



Neural gain control 7

The first relation means that the system still responds with increasing amplitude to increasing con-
trasts (an important behavior to be verified!). However, the growth wWithould be nowinder-
linear (second relation), thus proving the presence of gain control.

Also, we would like to prove the phase advance at high amplitudes, which is a typical expression
of contrast gain control in the retina [3, 2]. Instead[of{(12), we would thus like to show that

aAgbmax < 0.

1.2.2 Reducing the system’s dimensionality

In general, nonlinear systems get exponentially hard to study as the dimension of the space they
live in increases. Systems of dimensidnand2 are fairly understood, but chaotic behaviors and
increased mathematical difficulty appear from dimensiam.

Unfortunately, the dimensionality of the original systgm (1)-(3) is particularly high, making
mathematical analysis very difficult. As a consequence, we will proceed to successive simplifications
of our system.

1. The spatial structurer, y) of the equations, which is coupled with time l[)} (2), provides an
infinite dimensionality to systemi|(1)](3). To derive mathematical results, we must ignore this
spatial structure, and study only the temporal evolution of two coupled vari&klgsand
G(t), driven by an input current(z).

2. After the preceding simplification, we are left with a dynamic systeéndj of dimension 2,
but which is notautonomousbecause the input currefift) varies in time. The equivalent
autonomous system (by addidgor ¢, to the system) is of dimensid) and this is already a
difficult dimensionality. We will see in the sequel how in particular limit cases, sy$ter|(1)-(3)
can further be simplified to a 1- (2- if autonomous) dimensional system.

For the moment, let us start by introducing our general 2D systé@)and its first properties.

2 General study of the gain control system

2.1 System definition and first properties
2.1.1 System definition

The system under study is that of a cell or population of cells with membrane potgfitialthat
integrates an input currefi{t) = A cos(wt) under dynamic gain control from conductanc¢és) in
its membrane(V (t), G(t)) is driven by

{ V(t) = Acos(wt) — G(t)V (t), (a) (14)

G(t) = b(Q(V (1) - G(1)), (b)

RR n° 6327



8 A. Wohrer

where the dot denotes temporal derivatibiis a strictly positive parameter, arfgv) is a strictly
positive, even and com@iunction with sufficient regularity (see Fig 1). We n@lg = Q(0) >
0.

Leak function Q. We refer tov — Q(v) as theleak functionof the system, because it defines
the leaksG(t) in the cellular membranes modeled (14-a). More precigelgan always be
decomposed as B

Q(v) = Q(v) + Qo,
with @(0) = 0andQy > 0. Since equatio4—b) is linear with a gain of 1, this decomposition of
Q translates to a decomposition@ft): G(t) = G(t) + Qo, whereG(t) is the part ofG(t) linearly
driven byQ(V'(¢)). Note that

G(t) > Qo > 0,

because&>(t) is a low-passed version @§(V (¢)). Note that mathematically, we must alsopose
this ‘physical’ property of7(¢) on our initial condition:G(0) > Qo.
In turn, the leak current irf (14-a) can be written

GV (t) = -GV (L) — QoV (1),

so that®), corresponds to th&tatic leaksn the cellular membrane, artféi(t) to the ‘purely dynamic’
leaks.

Cut-off frequency for the adaptation b. As compared to[]lﬂ3), we have notéd= 7—!. Pa-
rameterb, expressed in Hertz, measures the rapidity with wigk) ‘sticks’ to its driving input
Q(V(t)). This parameter will have a strong influence on the qualitative behavior of the system

(Sectiof 2.2).

2.1.2 Notations

Various differentiations in the system. Throughout this chapter, we will encounter different types
of differentiations and derivatives. Here are the general notations we will be using:

« Notation f (t) (or directly Z—Jtc) represents the derivative w.r.t. time of functift).

* NotationF’(v) represents the derivative w.nt.of function F'(v), wherev has the dimension
of our variableV/ (¢) (originally, a membrane potential).

* Notationd, X represents the partial derivative &f (any scalar or vector) w.r.t. a parameger
of the system (typicallyp = A).

1For many results in this chapter, it is sufficient to consi@estrictly positive, even, and such thet, vQ’(v) > 0.
However, the supplementary requirement tabe convex appears in some results. For simplicity, we prefer to assume it
from the start.

INRIA



Neural gain control 9

A L'v)=Q(V)+R(V) B A L)
A

QW) g !

Q, fy %
\ / g

Figure 1: Schematic representations of functigis), R(v) = vQ’(v) (panel A),L(v) = vQ(v)
(panel B), and./(v) = Q(v) + R(v) (panel A).

« Gateaux derivatived.et a scalar/vectoX depend on a particular functian (amongst other
parameters):
X(F,...),

and letF; be a function of the same nature&slf it exists, we will noteo”'l(,F2)X the Gateaux
derivativeof X when F' is modified alongFs:

X(F+eFs,...)—X(F,...
8}F2)X:;1_r% ( +e 25 E) ( ’ )

Note that, for two well-defined Gateaux derivativi§") X and@}Fz)X, one ha@}FﬁFZ)X =
M x 1+ x.

* Function derivativeslf X : t € R — X(¢) is a function of time, the®, X (t) represents the
partial derivative along of X (t), t being held constant.

Remark: In all cases considered here, the functior- 9, X (¢) so defined also corresponds to the
partial derivative offunction ¢ — X (¢) w.r.t. p for norm|| || overR. This is because all partial
derivatives considered will BE-periodic by construction, as stated in Point (iii) of Proposifipn 11

Functions derived from Q(v). Due to the intrinsic nature of systefn [14), we will repeatedly
come across a number of algebraical expressions derived from functio® (v). For the sake of
concision, we find it convenient to name these secondary functions.

We will first consider function

R(v) = vQ'(v) >0, (15)

which is always positive becauggv) is convex and even.
We will also consider the diffeomorphism froknto itself:

L(v) = vQ(v), (16)

RR n° 6327



10 A. Wohrer

which is indeed bijective since
L'(v) = Q) + R(v) > Q(v) > Qy > 0. €y

FunctionsQ(v), R(v), L(v) andL’(v) are schematically represented in Figufe 1.

2.1.3 Periodic asymptotic solution of the system

We have seen in Sectipn 1.]1.1 that in the ‘linearized’ version of our systét) tends asymptoti-
cally fast to a sinusoidal response, possibly after some initial transient due to its initial conditions.
The following proposition generalizes this behavior to nonlinear systepn (14).

Proposition 1 Let A, w andb € R**. Letv — Q(v) be an even, convex, strictly positive function
with sufficient regularity, and@)(0) = Qo > 0. LetT = 27 /w.

(i) The following equation o& (t) = (X (t),Y (¢)):

. X(t) Acos(wt) — X (t)Y (1)
Zw:(' >:<wmxw>¥ﬁn ) -

admits a unique T-periodic solution that we ndt&t) = (V (), G(t)). All other solutions
Z(t) with initial conditionY (0) > Qo converge exponentially fast i (¢).

(i) V(t)isT/2-antiperiodic, andG(t) is T'/2-periodic:

V(t)=—V(t+T/2)
G(t) = G(t+T/2).

(iii) FunctionW : ¢t — W(t) admits C differentiation w. r. t. parameterd andb and Gateaux
derivatives w.r.t. functioi, in the space of/2-antiperiodic,T'/2-periodic) functions with
norm|| ||o-

Remark: Differentiation w.r.t. parameter.
Concerning Point (i), remark that parametehas not been included in the parameters with respect to which
differentiation is possible. Indeed, even a small change of frequeney w + ¢ leads to a strong divergence
between the asymptotic trajectoriédg, (¢) andW.,,,.(¢), since they have different periods!

However, thescalar quantitiesVmax and ¢max (defined on the asymptotic periodic solutidf(t)) are
differentiable w.r.tw. To study their dependence, a good solution is to introduce the change of parametrization
¢ =wt, Y =Y/w, through Which) becomes

@ ( 45X ) . ( & cos(6) = X(9)V (0) )
5V (@) HQX(1) =Y (1)

(=

INRIA
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In this new system, differentiation w.ri: is possible (see the sequel). |

The proof of Propositiof]1 relies on the fact that systen) (1&pistracting as defined in[1].
In the following paragraph, we remind the main properties of a contracting system. In a second
paragraph, we present a general proposition on periodic contracting systems, which will apply to the
system considered here. In a third paragraph, we show that system (18) is indeed contracting, and
thus prove Propositidn 1.

Contracting system

A dynamic systen¥(t) = F(Z(t),t) defined in an open s&l of a Banachk, is said to becon-
tractingif F(Z,t) admits a differentiadl F'(Z, t) w.r.t. its first variable, and a strictly negative upper
bound—Xy < 0 can be found for the real parts of the eigenvaluegBfZ, t), independently of

t € RandZ € Q [1]. Or equivalently:

VteRVZ € QVX € E, XTdF(Z,t)X < —Xo| X (19)

Such a system is characterized by an exponential convergence of all its solutions to a unique
trajectory, independently of their initial condition! [1]. Contraction is thus the warrant of a strong
stability for the system.

We remind the main result when a system is contracting. If we consider two sold@j¢tisand
Z5(t), starting at time = 0 with different initial conditions, then

d
@(Hzl — Z|?) =2(Z1 — Z2) (F(Zy,t) — F(Z2,t)) < =Xol|Z1 — Z2|%,

where the last inequality is a consequencd of (19), whe(Z, ¢) is integrated betwee#, (¢) and
Z5(t) alongZs(t) — Z1(t). From Gronwall's Lemma, the last inequality can be integrated, yielding

1Z1.(t) = Za(@)|* < 121(0) — Z2(0)]|* exp(=Aot). (20)

So, after some initial transient that depends on their initial condition, all solufigtisconverge to
a ‘unique’ asymptotic trajectory.

Unique periodic solution of a contracting system

To prove Propositiop]1, we must use the contracting properties of systém (18), in the particular case
of a periodic inputA cos(wt). The following general proposition describes the asymptotic behavior

of a periodic contracting system: The system’s asymptotic response is also periodic, and depends
continuously on the parameters of the system.

Proposition 2 (Periodic contracting system)Consider aT-periodic contracting dynamic system

defined on an open sét € Q:
%Z:F(Z(t),t,p), (21)

where:

RR n° 6327



12 A. Wohrer

« pis any parameter of the system such tRatas a C dependence op.
» FunctionF' is T-periodic for a certairil” > 0, in the sense that

Vt, Vp, VZ € Q, F(Z,t+T,p)=F(Z,t,p).

« Contraction propertyf” is C! w.r.t. Z, and its differentiadl F'(Z, t, p) admits a strictly nega-
tive upper bound-Xy < 0 on the real part of its eigenvalues, independently ahd Z < Q
(possibly,\g can depend op).

Then, the asymptotic behavior of the system is characterized by the two following points:

() For any value of parametes, system(21]) admits a uniqué’-periodic solution that we note
W (t,p) (or simplyW (t)). Since the system is contracting, all other solutiondj converge
exponentially fast téV (¢).

(i) Structural stability of the asymptotic solutiofunctionW : (t,p) — W (t,p) is C.

Heuristically, Point (i) of this proposition states that any soluti) of a 7-periodic contract-
ing system rapidly becomés-periodic itself, once that its initial conditions are forgotten and it is
entirely driven by the nature of its input. Naturally, amongst the bundle of all solufigtiswhich
are ‘asymptotically periodic’ (and converging to a ‘unique’ trajectory), there must exist a ‘central’
solution™ (t) that isexactlyT-periodic.

As for Point (ii) of this proposition, it is strongly reminiscent of the locdl @pendence of the
solutions of an ODE w.r.t. to system parameters, as stated by the Cauchy-Lipschitz Theorem on the
existence of local solutions to an ODE. The whole point here is to exterid¢heC' dependence,
for any solutionZ(t), to aglobal C! dependence for the asymptotic trajectory, as ‘materialized’ by
the unique periodic solutioi (¢).

Proof

An easy proof of Propositidr] 2 can be given, relying on the parametric version of Piised'point
theorem Considerg the ensemble of functions froR* to Q which are both € andT-periodic.
Then considepr : G — G the application sending each functigre F to its image ‘one period’
later’ following ODE [21):

vt e RY, ¢r(g)(t) = ®(t+T,t,9(t),p),

where®(t, to, Zo, p) is theflow associated td (21), i.e., the unique solution[of| (21) at timeth
initial condition Z; at timetg.

The fact thatF” in ) is T-periodic insures thadr(g) is alsoT-periodic, and the fact that
the flow is C (Picard-Lindelof theorem) insures thai-(g) is also C, so thatgr is indeed an
endomorphism of our spacgk

The fact that systenfi (1) is ‘contracting’, in the sensg of (20), impliesftination¢ is ‘con-
tracting’, in the sense needed by Picard’s theorem:

Va1, 22 € F, [[¢r(21) — d1(22)|le0 < [[21 — 22[J0c exp(=A0T/2).

INRIA



Neural gain control 13

As aresult, Picard’s theorem insures that functignadmits a uniquéixed pointin G, i.e., a unique
C! and periodic functio®V : R* — € such that

Vt e RY, W(t) =@t +T,t, W(t),p). (22)

UsingW (t +T) = W (t), it is easy to check fronj (22) thék'(¢) is indeed a solution of ODE (P1),
and thus the unique periodic one.

Finally, Picard’s theorem exists in@arametricform: If the contracting function considered
(here, functionp7) has a € dependance on some parameteso does its unique fixed point. This
insures the €dependance dfi’ (¢, p) on system parameteps O

Proof of Proposition([]]

Let us prove the contracting properties of syst@ (18). In our cfase,{Z = (X, V)Y > QO}
(by hypothesis for the initial conditiok (0), and then becausg(X (t)) > Qo). The system can be
rewritten

2(t) = ( ?COS(”” ) —J(Z(t)), (23)
with o Yy y
@ = v - oy ) )

and the differential off w.r.t. Z verifies the following property:
det (dJ(Z) — Ald) = A2 — (Y + b)A + b[Y + R(X)],

with R(v) = vQ’(v) > 0 (from (15)). Then, if we denot&; and\, the two eigenvalues afJ(Z),
straightforward calculus proves that:

VZ €Q, max (R(A1),R(A2)) > min(Qp, b) 2 Ao > 0, (25)

so that)\,, defined by[(2p), is a strictly positive lower bound for the real parts of the eigenvalues
of dJ(Z(t)), independently of and the solutiorZ(¢) considered. This proves that the system is
contracting, following the definition given above.

Because systerfi ([L8) is contracting and periodic, Proposition 2 directly provides Points (i) and
(iii) of Proposition[].

To prove Point (i), note that the input sinus itselffig2-antiperiodic: A cos(w(t + T/2)) =
—Acos(wt), so that(—V (¢t + T/2), G(t + T'/2)) is also al-periodic solution of[(18). By unicity
of the periodic solutionW (t) = (-V (¢ + T/2),G(t + T/2)). O
Remark: Note that Point (iii) of Proposition] 2 also implies that the system JDE (18) can be differentiated w.r.t.
any system parameter yielding a new ODE which drive8, W (¢). We will often apply this technique in the
sequel. |
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14 A. Wohrer

2.2 Numerical simulation

When it comes to quantitative analysis, such as characterizing the maxifqupof V(¢) over a

cycle (the ultimate goal of the chapter, see Sedtioh 1.2), syStgm (14) is particularly hard to study: Its

complexity is equivalent to that of a 3-dimensional autonomous system (Sgcfjon 1.2). As a resullt,

we could not provide any quantitative mathematical results for the general case of $ystem (14).
Instead, we simulatedf (JL4) for different sets of parameters, to gain a ‘heuristic’ understanding

of the system. We thus found that, whatever set of parameters used, the under-linear dependence

(I3) of Vinax W.r.t. input amplituded appears to hold. We also found that the shape of the phase

portrait of W (¢) = (V(¢), G(t)) is strongly influenced by the value of the cut-off paramétéar

the adaptation conductance. We now present these results.

2.2.1 General behavior of the system

Because syste4) is contracting, it reaches its asymptotic periodic trajéctoyyexponentially
fast, with a typical time constan; !, with \y = min(b, Q). When the phase portrait &F (¢) =
(V(t), G(t)) is plotted, it displays a symmetric shape, because of the system’s typical symmetry
(Propositiorﬂ., Point (ii)). The resulting curve, displa@dmi Figure@, can evoke different objects
according to the viewer’s frame of mind. In the scope of this thesis, we refer to it as a ‘butterfly’
curve. ..

Along with the evolution oV (¢), Figure@ represents the evolution of some other ‘relevant’ 2D
points (see legend).

For example, at each timig, we define pointV..(to) = (Voo (to), Goo(to)) as the (unique)
equilibrium point if the system was let to evolve for> ¢, with an input current held constant
at I(t) = Acos(wtg) (Since the system is contracting, all other solutions would also converge
exponentially fast tdV, (¢9)). This ‘instantaneous’ equilibrium point is computed by solvﬁﬁi’g:
0,G = 0), which has a unique solution:

{ Voo (1)Q(Vio (1)) = A cos(wt)

(26)
Goo(t) = Q(Vio(t))

Graphically, (V. (t), G (t)) is obtained as the intersection of the convex, symmetric cGrve
Q(V) with the branch of hyperbol@V = I(t) = A cos(wt) (Figure3).

In linear systems, the ‘instantaneous equilibrium point’ plays the roledsiving forceon the
system (see next remark). Although there is no such well-defined rolfpft) in the nonlinear
system presented herd,(¢) still appears to act pretty much like a driving force df(¢), as can
be seen in Figure] 2 (see legend).

Remark: Driving potential in stable linear systems
When a stable linear dynami€(t) = A(t)Z(t)+ B(t) is considered (such thst, the two eigenvalues & (t)

2The corresponding animated movie can be found at
www-sop.inria.fr/odyssee/team/Adrien.Wohrer/retina/other_files/CGC_movie.mpg.
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Figure 2: Evolution of systenj (14) over a half-period, for a typical set of parameters. The thick red
curve is the phase portrait &F (¢t) = (V(¢), G(t)): It typically revolves around the ‘driving curve’
defined byG = Q(V) (thin blue curve). The current value & (¢) is indicated by the large red

dot, while the instantaneous equilibrium polfit, (¢) (see text) is indicated by the large blue dot.
Although there is no trivial link betweeW (¢) andW . (t), the latter appears to ‘drive’ the former,
since it is always ‘in advance’ in the phase portrait. Two other points are indicated in each figure:
Point (V (¢), Q(V (t)) (small black dot) is coupled to the sign 6f(t), whether it is over or under
point V' (t) (vertical black line). See e.g. Panel 3 whg(t) = 0. Point(Vx(t), Gx(t)) (small green

dot) is the point on curvé&’ = Q(V) such thatV (¢)G(t) = Vi (¢t)G.(t). Its position relative to

W (t) is coupled to the sign df (¢). See e.g. Panel 4 whén(t) = 0.

RR n° 6327



16 A. Wohrer

have strictly negative real parts), the instantaneous equilibrium point is definddth.. (t) + B(t) = 0.
The system’s driving equation can thus be re-writtn) = A(t) (Z(t) — Z(t)).

As a result, functiorZ (t) depends linearly on functiof(¢). In particular, there exists a kerrn€lt, u)
(with the dimension of a matrix), depending only on the nature of funatiem A(¢) (generally without any
analytic expression), such that, Z(t) = K (t,£)Z(0)+ [_ K (t,u) Zeo (t —u)du and [ "% K (t,u)du = 1,
meaning that once initial conditions are forgott&iit) is obtained as a line@verageover the recent values of
Zoo(t). ]

2.2.2 Gain control on input amplitude

Now that we have described the typical behaviorlft), we can question more precisely the
influence of the different parameters in the system. The dependeri¢gfon amplitudeA is
particularly interesting to us, since we wish to prove the under-lineariiy,@f w.r.t. A (equation
@).

And indeed, whatever set of parameters used in our simulatigns énd quadratic function
Q(v) = Qo + \v?), we always found/,.. to be a growing function ofl, and this growth to happen
under-linearly.

A typical example of the system’s dependence on input amplitide provided in Figur¢ 4.
Both V(t) and phase portra(t’ (), G(t)) are represented, for different values of parameteThe
under-linearity w.r.tA can be observed, as well as the time advancl @] as A increasest{(,ax
decreases withl). Note however that,,., is not easily defined, aig (¢) can possibly display two
maxima per cycle.

G=0(V)

(Voo, Go)

VG =1, =100

VG =1y =-50 V
0.0)

Figure 3: The instantaneous equilibrium poifit, (¢) of the system is graphically obtained at the
intersection of curve& = Q(V) andGV = I(t) = A cos(wt).
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B A=50
0 ‘ ' ' ‘ ‘ —A=60
—A=70
—A=80
—A=90
—A=100

80r

701

60

50

40+

301

201

101

-1.5 -1 -0.5 0 0.5 1 1.5

Figure 4: Response to an input sinusoidal curtEm} = A cos(wt) of increasing amplituded.

Panel A represent®(¢) over one period, and Panel B represents the phase pdittéif, G(t)).

Vinax appears to be a growing function df but this growth is under-linear (inset curve pldfg.
againstA). Also note the apparent phase advance fQr. with increasing contrasts. At low input
amplitudes (curved = 1), the system behaves linearly, as the phase portrait remains in the zone
‘G ~ @Qq'. Other simulation parameters: = 27 Hz, b =20 Hz,Q(V) = Qo + A\V2 with Qg =5

Hz and\ =50 Hz.
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18 A. Wohrer

2.2.3 Parameter defines the shape of the phase portrait

Parameteb defines the cut-off frequency for the integration of ingf/(¢)) by G(t), through
G(t) =b(Q(V(t) = G(1)). 27)

As a first remark, note that the value iobnly has a ‘secondary’ effect on the typigahge of
valuestaken byV (¢) andG(t). Indeed, the linear filter described Hy [27) has a gain of 1, so that

G = Q/(‘7) independently ob, where the hat denotes averaging over one period of the system. As

a result, the ‘typical’ orders of magnitudé and G of the system (a blurry notion if ever) can be
defined by

independently of the value of parameber

A typical example of the system’s dependence on pararhérovided in Figurg]s, where both
V (t) and phase portraitV(t), G(t)) are represented for different valuestofll other parameters
being held constant. It can be seen that, even if pararhetees not have a strong influence on the
typical range of values taken by the system, it has a strong influence on the garagrabf the
phase portrait.

In particular, two asymptotic behaviors for the system can be observed, ivhefi and when
b — +oo (more precisely, the determinant factobis, comparing to the intrinsic frequency of the
system). Both asymptotic behaviors are characterized by a reduction of dimensionality, as the limit
systems appear to live in a 1-dimensional space only:

‘Flat’ limitwhen b=0. Whenb gets close t0, the filtering ofQ (V' (¢)) to produce5(t) becomes

more and more low-pass, implying th@(¢) becomes close to eonstantfunction. In Figure[}SB,

this translates in a progressive flattening of the phase diagram. In Sgjction 3, we propose a suitable
characterization of the asymptotic limit = 0’, in which G(t) = G, is imposed to be constant.

‘Convex’ limit when b = +oo. Whenb gets close totoo, the filtering of Q(V(t)) to produce

G(t) becomes more and more high-pass, implying i@ becomes close tQ(V (¢)). In Figure[$

B, this translates in a phase diagram which ‘sticks’ to the driving cGrve Q (V') (represented by a
dotted line in the phase plane). In Secfin 4, we propose a suitable characterization of the asymptotic
limit ‘b = +o0’, in which relationG(t) = Q(V(t)) is imposed.

Remark: Issues of continuity
In Section§ B anfl]4, we propose characterizations and formulas for two respective regimes, which we term
‘b= 0"and ‘b = +oo’. However, it should be noted that the original 2D systgnj {(@4jotdefined properly at
these bounds (fdr = 0 it is degenerated, and fér= +oo it is naturally undefined).

The 1-dimensional systems proposed in the sequel result from simple heuristics on the behavior of the 2D
system[(I}) when parametegets close to the bounds of its domain. At the moment, we have no rigorous proof
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A s ' ' ' 3
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100t response :
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Figure 5: Response to an input sinusoidal curtgny = A cos(wt), for different values of pa-
rameter (typical frequency of the adaptation feedback). Panel A repre3é&jsover one period,
and Panel B represents the phase portfait), G(¢)). As b approaches the bounds of its definition
domain, the system is constrained to 1D systems: ‘Flat’ system@i{th =cst. whenh — 0, and
‘Convex’ system withG(t) = Q(V (t)) whenb — +oc0. Other simulation parameters: = 27 Hz,
A=75Hz,Q(V) = Qo + \V? with Qy =5 Hz and\ =50 Hz.
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20 A. Wohrer

of continuity between the asymptotic 2D systems (é.¢- ¢ — 0 andb = 1/ — +o0) and the proposed 1D
systems ¢ = 0’ and ‘b = +o0’).

The mathematical proof of continuity may be especially problematic in the particulabcase — 0,
since a9 gets close to zero, the system takes infinite time to reach its periodic asymptote (the typical time
constant being < Ao < b).

Possible keys for a further grounding of our 1D solutions as actual limits can be found in $¢ction 5, where
we sketch some results of perturbation analysis, hea andb = +oo.

|

3 Asymptotic behaviorb = 0

3.1 System definition
A heuristic definition of the asymptotic system

If the asymptotic behavior fdr = 0 is directly considered by injecting relatioh = 0’ into system

(I4), it yields:

{ V(t) = Acos(wt) — G(t)V (t), (a) (28)

G(t) = 0. (b)

This happens to be a degenerate system, din¢e (28-b) only indicaté§that G, is a constant. In
turn, (28-a) admits a valid solution for any possible valu&gf

A supplementary constraint must thus be found to fully define the system. And indeed, we
have seen in Secti.3 that once initial conditions are for@atwre always ha&' = Q/U?)
independently ob, where the hat denotes averaging over one period.

Itis natural to assume that in the ‘real’ asymptotic limit o« 0, this relation still holds, so that
the only ‘real’ value forG is the one which satisfies

—

Go =Q(V). (29)
Inturn, if G(t) = G is constant, equatiof (P8-a) that driiést) becomes linear:
V(t) = Acos(wt) — GV (t).

This is a simple low-pass linear filter, whose solution we have already descriddd in (5} (7)-(8).
We are thus able to fully express the most plausible candidate for the ‘real’ asymptotic value when
b=0.

3Which takes an infinite time d@s— 0! See remark at the end of the preceding section.
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System definition, and proof of existence

In our asymptotic systert = 0, the state variabl&/ (t) = (V (t), Gy) is totally determined by a
single numbers, > 0, through the following hybrid system:

V(t) = GA cos (wt — arctan(w/Gy)), (a)
2+ w?
(30)
to+T
Go=7 [ @, o)

wheret, can be any time, sinc®(t) is T-periodic. The system is well defined, thanks to the
following proposition.

Proposition 3 Systen(30) forces a single possible value f6k, and thus forlV (t) = (V(t), Go).
Furthermore G is C! w.r.t. system parameters.

Proof: Functionl(K) = % fuT:O Q(K cos(wu))du is a continuous, growing function fro**
t0]Qo, +oo[. Indeed, its derivative writes

I I
I'(K) = 7 /=0 cos(wt)Q' (K cos(wu))du = 7% /., R(K cos(wu))du,

with R(v) = vQ’(v) > 0 (equation|(1p)).
As a result,|(3D-b) can rewrite, = I o K(Go) whereK (G) = A/v/G? + w2 is a decreasing
function fromR** to ]0, A/w?|. I o K is thus a positive decreasing function, whose graph
I o K () intersects once and only once the identity line: x, defining a unique solutio&.
Furthermore, since functions (G) and I(K) depend continuously on system parameters, so
doesG. More precisely, foiG, to have a € dependence on input parameters, it is sufficient that
v — Q(v) be C. O

Remark: Note that, even although equatign(30-a) is obtained as the solution of a linear ODE, the whole
system([(3D) isotlinear with its input, since itself depends on parametetsandw of the input current.ll

3.2 Dependence oV,,., and ¢,,., W.r.t. system parameters

Because it has a reduced dimensionality, we are able to state precise results for[system (30), con-
cerning the dependence bf,.. andt,,, W.r.t. parametersi andw of the input current. These
results are summed up in the following theorem.

Theorem 1 Systen{30) behaves as a low-pass filter with gain control on the input amplitude. First,
here is howV,,.x and ¢.,,.x depend on input frequency.

RR n° 6327



22 A. Wohrer

(i) Low-pass setting
0w Vmax < 0 and liIJIrl Vinax = 0.
(i) Phase delay
O ®max > 0 and lirf Pmax = g (mod2).

Second, here is hoW,,,, and ¢, depend on input amplitudé:

(iii)y Growth ofViax
aA‘/max >0 and lim Vmax = +00.
A——+o0
(iv) Phase advance
Oadmax < 0 and AhIE Pmax = 0 (Mod2r).

(v) Under-linearity

Oa Vinax <0 and lim Vinax

A pam o =0

Proof:

To simplify further calculations, we expregk in a reduced time scale:

1 2
GO = 27/ Q(Vmax COS(¢))d¢7
v $=0
as obtained from[ (30-b) with the change of variable= wt — arctan(w/Go), and the choice
of ¢ty = arctan(w/Gy)/w. Differentiating this expression w.r.t. parameter= A or w (a valid
operation thanks to Propositiph 3), we get

ap Vmax

Vo R(V), (31)

9,Go =

where, againR(v) = vQ’(v) and the hat denotes average over one period.
We also remind the two expressions directly obtained fijor (30-a):

Vinax = A(G2 +w?)71/2, (32)
Dmax = arctan(w/Gy). (33)

INRIA



Neural gain control 23

Dependence w.r.t.A (Points (iii)-(v)). Differentiation of [32) w.r.t.A yields
9aVimax = (G + w?) 7*2(GE + w? — AG04Gy), (34)

which forms a coupled system withy G (31)). Solving this system provides
-1

aA Vmax = (35)

— G
YO+t RV s
0

As aresultg s Vimax > 0 (growth of system response with input amplitude) &nd-, > 0 (with
@1)). Then, because Gy grows  with A, (32) implies that
94 (Vimax/A) < 0 (under-linearity of system response with input amplitude), anfi (33) implies that
Oadmax < 0 (phase advance with increasing amplitude).

To conclude the proof of Points (iii)-(v), we must find the respective limitd/Qf, dmax
and Vi,.x/A when A — +4o00. These three limits are determined B, = lima o Gy €
R* [J{+o0}, a number that must exist sin¢& grows with A.

SupposeG, € R. Through [(3R)V,,.x Would also have a finite limit iR, and necessarily
lim 4400 O4Vimax = 0. This would be in contradiction withj (B5). As a result,, = +o0, and
(39)-(33) provide the limits stated by Points (jii)-(v).

Dependence w.r.tw (Points (i) and (ii)). In this case, equatiof (B4) is replaced by
O Vinax = —A(GE + w?) ™2 (G0,Go + w). (36)

The rest of the demonstration follows in a fashion similar to Points (jii)-(v). O

4  Asymptotic behaviorb = +oo
4.1 System definition
We define our asymptotic systedm= +oo as the following 1-dimensional ODE:
V(t) = Acos(wt) — V()Q(V (). (37)

This system is the straightforward extension of the 2D sydtein (14), when eq{iajion (14-b) is replaced
by the asymptotic relatio'(t) = Q(V (¢)).

We will also consider the alternative formulation:
V(1) = L(E(t)) — LV (1)), (38)
whereL(v) = vQ(v) is a diffeomorphism fronR to itself (as in[(1F)), and’(¢) defined as
B(t) = L™ (Acos(wt)) (39)
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acts as a driving potential di(t).

Remark: LettersL and E are chosen in link with their signification in a neuron membrane model. The term
L(V (t)) in (3) is the instantaneolakcurrent in the membrane, whilg(t) in (38) has the dimension of an
attracting electrical potential, often notétlin neurophysiology. |

The following Proposition insures that systejm|(14) reaches exponentially fast a well-defined
periodic solutionV/(¢) (as Propositiofi|1 in the 2D case). Furthermore, it states the existence of a
single local maximum over each cycle.

Proposition 4

® Equation) admits a uniquel-periodic solution that we not& (¢). All other solutions
W (t) to ) converge asymptotically fast 16(¢).

(i) V(t)is T/2-antiperiodic: V(t) = =V (¢t + T'/2). Over one period} (¢) has a single local
maximumV/,.. reached at time,,, .., and a single local minimuit,,;,, = — V.« reached at
timetmin = tmax — 1'/2. Furthermore ¢ ,ax € [0,7/4] (modT).

(i) FunctionV : t — V(t) admits C differentiation w. r. t. parameter and Gateaux deriva-
tives w.r.t. functior®, in the space of'/2-antiperiodic functions with normj || .

Proof:

The proof of all three Points relies on the same argument as Propgdition 1 in the 2D case: System
) is contracting. The whole demonstration is made in the sam@ araywe will not repeat it
here.

The only specific point left to prove here is the existence of a single local maximum in each
cycle (Point (ii)). Note that this result does not hold in the general 2D case (see Figure 4). But in
the present 1D system, equati(38) implies that local extrerivg©Qfcorrespond to points where
V (t) crossesE(t).

More precisely, let us rewrit¢ (B8) and its derivative:

V(s) = L(E(s)) — L(V (s))

V(s) = E(s)L'(E(s)) = V(s)L'(V (5))

Let s be a local maximum of’. One has/(s) = 0 andV(s) < 0, soV (s) = E(s) andE(s) =
V(s)/L'(E(s)) < 0. This last inequality can be made strict: Suppbge) = 0, then one must also

“Note that rigorously, results for the 2D system cannot be directly applied here, because the 2D system is not defined for
b= +oo.
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Figure 6: Driving potentiaF'(t) = L~!(A cos(wt)), and periodic solutio’ (¢), represented for a
particular set of parameters, and a quadratic leak fun@ign = Qo + \v?.

h‘avei/"(s) = 0 becauss is a local extremum. So one must have at the same Fif3¢ = 0 and
E(s) = 0, which never happens.
In the end, for any tima:

s is a local maximum oV <= (V(s) = E(s) andE(s) < 0)
sis alocal minimum of <«<— (V(s) = E(s) andE(s) > O)

As any continuous functiﬁl V (t) necessarily displays aiternationof local maxima and local
minima. As a result, the sign oj%E(s) necessarily changes between two successive extrema, and
V (¢t) can only have one local maximuin.x and one local minimumy,;, = tmax — 7/2 per cycle.

The maximum is reached in the positive descending phag#f with ¢,,., comprised betweef
and7'/4 (moduloT). The minimum is reached anti-symmetrically, in the negative ascending phase
of E(t). This is illustrated in Figurg]6. O

Before introducing our main result (Theorgin 2, Sedfion 4.3), we state two useful propositions in the
next section, which provide integral expressions for the partial derivaiy$t) in the system.

Ssave one which is locally constant. . .
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4.2 Integral formulations for partial derivatives in the system

Proposition 5 (Integral formulation for partial derivatives)
ConsiderV/(t) the unique periodic solution ¢87):

V(t) = Acos(wt) — L(V (%)),

andp a parameter of the system (e.g), for whicht — 9,V (¢) is well-defined. Then, for at

1 t t
o,V (t) = v o L0V (5))ds ) du
e 1+exp(_/t L’(V(s))ds) /u_tT/2 p(w)e p( /S:u (V(s)) 8> u
s=t—T/2 (40)
with
Yp(t) = 0y (Acos(wt)) = V(£)(2pQ) V(1)
and in particular:
OpVimas: = triux /tmax Yy (u) exp ( - /tmax L/(V(S))ds) du.
1+ exp ( — /Stmm L’(V(s))ds) u=tmin s=u
(41)

A similar relation can be obtained 8, is replaced bydi, or by a well-defined Gateaux derivative
for function@ along a symmetric functio@s.

Proof:

Differentiation of [37) leads to the following ODE @i V' (¢) :
%%V(t) = 0p (Acos(wt)) = V(£)(9,Q) (V (1)) — L' (V (1)) 5,V (t)
=Y, (t) = L' (V1)) 9,V (1),

with the definition forY}, (¢) given in Propositioh]5. This is a linear equation on functier 9,V (t),
so it can be integrated, starting from any initial conditign

L’(V(s))ds) du. (42)

t
s=u

B,V (£) = 8,V (o) exp (— / t_t L’(V(s))ds)—i— /u t_t Yp(u)exp(— /

But system([(3]7) ig"/2-antiperiodic, and so i¥'(t). S0,9,V (t) is alsoT'/2-antiperiodic:d,V (¢t —
T/2) = =9,V (t). Takingty = t —T'/2 in (42) leads to expressioh (40).

Then, SinC8/ax = V (tmax ), We have:

a;n‘/;rna)c = (apv) (tmax) + V(tmax)aptmax = (apv)(tmax)a (43)
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sinceV(tmaX) = 0. This provesl). All the steps of this proof are similadjfis replaced bycii,
or by a Gateaux derivative fa@p. ﬁ

As a first application of Propositidr) 5, we present a proposition concerning the influence of the leak
function@ on system[(37). This proposition can be considered as a result by itself. Furthermore, we
will use the calculations made here to prove Thedrem 2 (S€ctipn 4.3).

Proposition 6 (Gateaux derivative for leak function Q)
ConsiderV (t) the unique periodic solution §87):

V(t) = Acos(wt) — L(V(t)).

Letv — Q2(v) be an even function with sufficient regularity, and such ti&t) admits a Gateaux
derivativec‘)é?Qg)V(t) when the leak functio® is modified alondy),. Then:

(i) The variation ofi,,., (maximum o#/(¢)) is given by:

Vmax/QQ(Vmax)_’_,/uztmin dv :
e (o[~ 1)

tmin

(Q2) _
aQ2vaax—_

tmax g [UQ2(U)} (V(u))V(u) exp(— /utma" L’(V))du
) .

(i) The variation oft,,. (time for the maximum df (¢)) is given by:

=tmin

 Aw sin(wtmax) (1 + exp ( — /tmax L'( )

tmin

8(Q2)t

Q max —

v L A i (- [ s
1) )

(45)

(iii) Generally, one has a time advance for increased leak: To %@@tmax < 0, a sufficient
condition is that), (v) verifies:

In (i)-(iii) , notationd%[] denotes derivation of the function inside with respeat.tdhe expression
J L'(V) stands for[ L'(V (s))ds.
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Proof:

Let us start by expressir@;”?z)v in the integral formulation of Propositi@ 5. When relatiofy) =
Acos(wt) — L(V(t)) is differentiated alongd)s, it yields:

%aéf”ww = —V(H)Qa(V (1)) — L'(V(1))052V (1). (46)

The first term of the right-hand side is the Gateaux derivative wjst.of functionv — L(v) =

vQ(v), while the second term is the variation bfV (¢)) due toaé?QQ)V(t). Applying formula )
from Proposition b yields:

(1+e (- / o L))o Vi
tmin

= [ vweaveen (- [0

=tmin u

=— /u:mx ‘WL/(V(U))GXP ( - /u o L'(V))du

=tmin

=t e ([l

+ Ai:n (% VI??‘(/‘)/) ) (u) exp ( - /tmx L’(V))du

u

— (14 exp (- / Lm))w

* /ut_:x [U?/Q(S;) } / (V(u)> V(u) exp ( - /tmx L’(V))du,

u

using an integration by parts from line 3 to 4. From line 4 to last, we use the fact'that,) =

—Vinax, and@Q and L’ are even functions. Dividing the last line ¥ + exp ( — tt‘“‘ L'(V)))
yields Point (i) of the Proposition.

Now from another point of view, remark th&t(¢t) and driving potentialE (¢) coincide at time
tmax, SO We have:

Vinax = E(tmax)
é)((;)QZ)VmaX = (a(QQ2)E) (tmax) + a((QQZ)tmaxE(tmax)~ (47)
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To calculate the right-hand side term, we differentiate relafiof(¢)) = A cos(wt) in two different
ways: First along, second along)-. It yields

B(t)L'(E(t)) = —wAsin(wt),
(052 B) (1)L (E(1)) + E(t)Qa(E(t)) = 0.

The corresponding values f(ﬁ?(tmax) and(@égQZ)E)(tmax) can be deduced and injected i(47),

yielding:

_ VmaxQQ(Vmax)
L' (Vinax)

wA sin(wWtmax)

8(Q2)Vmax —
@ L' (Vinax)

- aé?Qz ) tmax (48)

Equations) an8) provide two different expression@fﬁf)vmax. By subtracting them, one
gets the expression f@éf"’)tmax proposed in Point (ii) of the Proposition.

To prove Point (iii), simply remark that iﬂvLQ,?S)))}' > 0 for all v, then the integral in Point (ii)

becomes trivially positive (SINCE (1) > 0 OVer [tmin tmax]), iMplying aé?Qz)tmaX < 0. |

To illustrate this result, we give below two examples of application of Propogition 6, for different
expressions of the leak functions
Example 1: Constant leak function

If Q(v) = Qo andQ2(v) = 1 are taken as constant functions, systen (37) becomes the simple linear
exponential filter), with time constaty Q. In this case, Point (iii) can simply be reinterpreted
asdg,tmax < 0, coherently with well-known results for the linear exponential filter. [ |

Example 2: Quadratic leak function

To get more insight on the conditic{sz(v)/L/(v)]' > 0, required by Point (iii) of the Proposition,
let us consider a functio® of the form

Q(v) = a+ M>.

First, if we takeQ2(v) = v?, the Gateaux derivative alor@, amounts to a partial derivative
when parametek is modified. And one has
/

[0Q2(v) /L' (v)]" = [v/(a+3M?)]" = (3av? + 3Mv?)/(a + 3M?)? > 0,

meaning thabtm.x < 0.

By opposition, if we takels(v) = 1, the Gateaux derivative along, amounts to a partial
derivative when parameteris modified. But there:

[0Qa(v)/L' (v)]" = [v/(a +3M?)]" = (a — 3\?)/(a + 3M0?)?,
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so Point (iif)does no@apply. And indeed, numerical simulations (under Matlab) often reveal that as
a augmentst ., undergoes important fluctuations, and is highly non-monotonic avith

The non-monotony of ..« With a can be explained by the following heuristic argument: When
the static leaks augments, it tends to maké,... smaller, and thus the mean value df? gets
smaller, which somehow compensates for the augmentatiarirothe total leakQ(V (t)) = a +
AV (t)2. [ |

4.3 Dependence oV, and ¢,,.« W.I.t. system parameters

Because it has a reduced dimensionality, we are able to state precise results for[sylstem (37), con-
cerning the dependence b}, andt.x W.r.t. parametersl andw of the input current. These
results are summed up in the following theorem.

Theorem 2 Systen{37) behaves as a low-pass filter with gain control on the input amplitude. First,
here is howl,,.« and ¢,,.x depend on input frequency.

(i) Low-pass setting
0w Vmax < 0 and liIJIrl Vinax = 0.

(i) Phase delay
Ou(Gmax) > 0 and_lim o = g (mod27).

Second, here is hoW,,., and ¢.,.x depend on the amplitudé:

(iii)y Growth ofVi,ax
aA‘/;nax >0 and lim V;nax = +00.

A—+oo

(iv) Phase advance
OaPmax <0 and Ahrf Gmax = 0 (Mod27).

(v) Under-linearity
¥ (,Q), if Ais high enough,d, Ve < 0.

. 74
Also, N lim —/

=0.

(vi) Asymptotic equivalents

1
Vmax ~ Lil A ; and 0 ‘/max ~ Tt N\
A—+4oc0 ( ) A A—4o00 L/(Vmax)
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This theorem has the same form as Thedrém 1 in theicas®, except for two details. First,
there is an additional Point (vi) concerning equivalentsifgr, whenA — +oco. Its results are
more powerful than the simple asymptotic limits given in Points (iii) and (v).

Second, the under-linearity f,.. w.r.t. A, stated in Point (v), also differs from Theor¢in 1
because we prove thaf (Vinax/A) < 0 only asymptotically (ifA is big enough). We were not able
to fully prove thatd 4 (Vinax /A) < 0 for any set of parameters.

Experimentally, we always found the relatifn (Vi,ax/A) < 0 to be true. Propositi(ﬁ 7 in Sec-
tion|4.4 gives a non-differential equivalent to asseréiorVi,.x/A) < 0, and provides a sufficient
condition to have this inequality verified.

Proof:

We first demonstrate relations related4¢Points (iii)-(vi), Sectioff 4.3]1), and then relations related
tow (Points (i)-(ii), Sectiof 4.3]2), which are simpler and based on similar ideas. In both cases, it is
convenient to first demonstrate all signs of variation of the fOp0¥ , and afterward to compute all

the corresponding limitim,,_, ; o X.

4.3.1 Dependence w.r.tA (Points (iii)-(vi)).

Signs of variation

To proved Vimax > 0, we use the integral formulation from Proposit[dn 5. In this case, one has
Y4(t) = cos(wt), so [4]) provides the formula:

1 tmax tmax
94 Vinax = — / cos(wu) exp ( - / L’(V))du. (49)
1+exp ( — / L’(V)) U=tmin “

tmin

One can easily get convinced that this integral is always positive (see [Figure 7). Indeed, interval
[tmin, —1'/4], on whichcos(wu) is negative, is smaller than interal T'/4, t,,.x] 0N whichcos(wu)

is positive. Furthermore, functiom — exp(— fi“‘“ L'(V(s))ds) is a positive growing function
(schematically represented in green in Fidure 7), that enhances even more the positive contribution
of the cosinus as compared to the negative contribution. As a result, one hasdindéed > 0.

To provedspmax < 0, first note that

aA¢maux = 8A (thax) = WaAtmaJQ

S0 we can rather focus on provigg t,,.x < 0. Let us introduce the reduced variable

v =", (50)
which is governed by the following ODE :
U(t) = cos(wt) — U(t)Q(AU(1)). (51)
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Figure 7:  Zoom onE(t) and V (t) from ¢,y tO tmax. The blue zone is a schematic view of
the integral ofcos(wu) over this interval. The green curve is a schematic view of function
exp(— fima" L'(V(s))ds), a growing function reaching valuein v = t,ax.

U (t) is driven by an equation of the same nature a$ (37), except that its leak funafjon:is, —
Q(Au), having A as an internal parameter. Naturally, timyg,x also corresponds to the maximum
of U(t). Now, remark that for an infinitesimal> 0:

Q((A+e)u) = Q(Au) + cu@’(Au) + o(e)

= (Q +¢2Q2)(Au) + o(e),
wih QW) R
Qo) === =

So, from the point of view of systeth {51) 6R(t), a perturbationd + ¢ has the same effect as
replacing functior) by function@ + Q5. This implies:

1
aAtmax = a((ng)tmax = Za(QR) tmax- (52)
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We can then directly apply the results of Proposifipn 6, concerning Gateaux derivatives. Indeed,

functionv — 72}?((:)) is a growing function ob. Its derivative writes (we only provide the result):

d {vR(v)} _ 2R(v)Q(v) +0%Q" (v)

dv | L'(v) L'(v)? ’ (33)

which is positive becaus® is convex ("' (v) > 0). As a result, Point (iii) of Propositi(ﬂ 6 allows
to directly concludedt,.x < 0, as stated by Point (iv) of the Theorem.

Remark: Naturally, this result could also be obtained without using Gateaux derivatives, by direct differentia-
tion of (57)) along4, and calculations similar to the proof of Propositign 6.
|

Limits
We can now find the associated limits in Points (iii)-(v). Let us nitgx = wimax Modulo2r (so
that prax €]0,7/2[ ), and denote, > 0 the limit of ¢, When A — +oo. We know this limit

exists because we have just proved .. < 0.
First, note that.(Vi,ax) = A cos(dmax)- Sincecos(¢oo) > 0, this implies

-1 .
Vinax A;\loo L (A COb((ZSOO)) . (54)

S0,lim A4 o0 Vinax = 0o and Point (iii) is proved. Also, sincé~!(v) is under-linear, one has
lima— 4+ oo (Vinax/A) = 0, as stated by Point (iv). Equatidn {54) will also provide the first asymptotic
result in Point (v), once we show that, = 0.

To prove that,, = 0, integrate the driving equatiori(t) = A cos(wt) — L(V) between—t,,ax
andtax:

tmax

Vi — V(i) = / (Acos(wt) — L(V(1)))dt. (55)

tmax
The integral on the right-hand side §f[55) is schematically represented in Figure 8, irgrear
Since functiont — cos(wt) is concave oVef—tmax, tmax), the integral term ir{@S) is bigger than
the triangular area depicted in blad in Figure[§. Which writes:

/ " (Aeos(t) = LV(0))dt > fwe (A~ L(Var).

tmax

And since, trivially,Vinax — V(—tmax) < 2Vinax, equation) implies the inequality:
2‘/max > tmax (A - L(Vrna,x)) . (56)

Now suppose that,, > 0. In that case[(56) would imply that

2 liminf Viax > A¢4°O
A——+oco w

(1 —cos(doo)), (57)
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—— Acos({ot)
— LV{Y)

: .
max . 0 \omax
: :

-

Figure 8: Functions A cos(wt) and L(V(t)), on interval [—tmax, tmax]-  The integral
fmax (Acos(wt) — L(V(t)))dt, in green, can be minored by the area of the dark red triangle.

—tmax

because of (34), and the facts thiat > 0 andcos(¢,) < 1. But this is in contradiction with the
fact thatlim 4 4 o (Vimax/A4) = 0, as resulting from (54). S@., = 0, which concludes the proof
of Point (iv).

Equivalence relations

We finish by proving the equivalence relations in Point (vi). First, singe= 0, equation|[(54) gives
us the stated equivalent 19,... Then, proceed to an integration by parts starting frforh (49):

(1 + exp ( - /tmax LI(V)))aAVmaX

tmin

[ %L'(vw»exp( [ )

=tmin u

e (- [ r)) St [ (e e (- [ )

min =tmin u

using the fact thatos(wt,in) = — cos(wtmax) for the first term of the sum. And so
tmax d COS(wt) tmax
— — L'(V))d
cottm) o, Gz @ (= [ B 0)
OV = e - — . (58)
e 1+ exp ( - / L'(V))
tmin
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We wish to prove that whed — +o00, 04 Viax iS €quivalent to the first term of the right-hand side
in (59), itself equivalent td /L’ (Vimax) SinCe¢s = 0. First, let us admit the simple convergence
relation:

€ tuins s P =esp(= [ V), = 0. (59)

which is intuitive sincel’ (Viyax) — +o0o when A — +oo. Proving rigorously this relation is te-
dious.

Then, prove that the second term on the right-hand side ¢f (58)(i5/d.’ (Vinax)):

=tmin u

1+ exp ( - /:max L'(V))

min

bmax d cos(wt)
o /u L (Vi) (i), = (t)))(u)F(u)du 0

L/(Vrnax)

=tmin

whereF(t) is defined in[(5P). The limit comes from the fact tHatt) converges simply t0, and
the integral term is dominated by

[ 0 (G iy ) 00 = 2005t < 2

=tmin

We thus found:
8Aimax / (Lmax)a

which finishes to prove Point (vi). But then,

Vmax _ AaAVmax - Vmax L(Vmax)/L,(Vmax) - Vmax _ _VnzlaxQ/(Vmax)

A A? A—too A? L' (Vipax) A%

usingL(v) = vQ(v) andL’(v) = Q(v) + vQ’(v). This last result, which can also be found directly

from (64), proves tha‘ﬁA% becomes negative fot big enough. This concludes point (v) of the
theorem.

0a

4.3.2 Dependence w.r.tw (Points (i)-(ii))

The following results concern the dependence with respect tdhey use similar arguments as
Points (iii)-(v), with the supplementary problem that derivatives ww.tfor V (¢) are ill-defined,
because changing changes the period of the whole system. To solve this problem, we express our
system in coordinates that make the period independent St

¢ = wt,
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and the system becomes ruled by:

(60)

Remark: This modification, although benign, makes notations and differentiations a bit more confusing (at
least to us...). However, the underlying calculations are rather simpler here than for the amplitude-related
differentiations of Points (iii)-(v). This simplicity reflects the fact that our gain control sysfefn (37) is the
straightforward extension of a linear low-pass system. |

Signs of variation

Differentiating [60) w.r.tv leads to the following ODE:

d LV
2 0.1)0) = 2 costo) + L - Lpweno.vie)
w w
1d 1,
= _;@V(@ -=L (V(¢))0.V (¢),
with L(v) = vQ(v). We can again use Propositioh 5 to obtain:
1 fmax 1d mex I/(V)
au}‘/max = - *7V(f)) exXp | — )d(b
Pmax [/ w w
1 + eXp ( _ / L ((UV) d¢) ‘/(b:¢min ( d¢ ( /¢

min

- : /MXV<) —/%MUW)d7
“ 1+ exp ( — /tmax L'(V)) U=t min ) exp ( “ ) u

tmin

where we have switched back to regular coordinates in the last line. Biigpositive on the inter-
val [tmin, tmax], this formula proves$),, Vi,.x < 0.

Relationd, ¢omax > 0 can be proved without extra calculations, by using previous results. Con-
sider a perturbation on the frequenay— w + e. After first-order approximation of /(w + ), we
find that [60) is modified as follows:

2v0) = AL cosfy - LHDOZ) o, (61)

As aresult, the first-order perturbation ¢n.. induced byw — w + ¢ is the same as the first order
perturbation induced by the simultaneous changes:

A-A-—S24
w

and  Q(v) = Q(v) = =Q(v).
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This writes:

A 1
aw(bmax - _EaAqsmax - Eac(gQ)Qﬁmax

= _AaAtmax - aégQ)tmax
= 95

maxs

because we know fr02) thal tmax = 88%)%3,(/14. Sointhe end, sincé’ = Q + R:

8¢u¢max = _aC(QL,)tmax~ (62)
We then use Propositigr) 6 on Gateaux derivatives, @ittw) = L’(v). Trivially,

% [vQ2(v)/L (v)] = C%[v] =1>0,

so that Point (iii) of Proposition|6 applies, aAd¢max > 0.
Limits

Finally, we find the associated limits fdf,,,x and ¢mnm.x whenw — +oco. Let us integratef (60)
betweenbmin = (bmax -7 and(bmax:

1 Pmax
W = 28] _ [ L)
w min w
24 7A
S - -
w w
v < AlET/2)
w

where the integral term was majored usifig V)| < A. Solim,_ 100 Vinax = 0, and since
L(Vinax) = A co8(Pmax ), iy 400 Pmax = 7/2. This concludes the proof of the theorem. O

4.4 Local under-linearity of V., w.rt. A

To conclude this presentation of the asymptotic sysiem +oo, we present our tentative to show
that the system is always locally under-linear with input amplitude:

04(Vimax/A) < 0.

This result would complete Theorgr 2, by making the local variation property in Point (v) true for
all A, and not only forA high enough.

Although we did not manage to prove that this relation is always true, we could find a simpler,
and more intuitive equivalence to the relation. Using this equivalence, we could state a sufficient
condition ford (Vimax/A) < 0 to be true.
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Proposition 7 (Local under-linearity of Vi,.x W.r.t. A)
ConsiderV/(t) the unique periodic solution ¢87):

V(t) = Acos(wt) — L(V(t)).
Then:

iz [ (Vo) Vwesp (= g 07 o

< g0 (1.4 exp (- i 1)

(i) 9aVmpx <0 &

(i) A sufficient condition to ha@A%ﬂ < 0 is that the following, even function:

H(w) = exp ( - / e L/(V(s))ds ) +exp (- / o L/(V(5))ds) (63)

T (v) T(—v)
have its maximum ovéd, V.| reached inv = V..
We have note (v) : [—Viaxs Vinax] — [tmin, tmax] the reciprocal function oV (¢) over|tmin, tmax)-

Point (i) allowed us to test under Matlab, in a simple fashion, whether o@,mgt% < 0was
true for the given set of parameters. We always found the inequality in Point (i) to be true.

Point (ii) states a sufficient condition for which the inequality in Point (i) can be easily proved
true. We tried to prove this sufficient condition, but did not manage. Under simulation with Matlab,
the sufficient condition was found true in all simulations, except whemas taken very close to
zero (with value around0 —3w). But in these case$] (v) ~ 2 for all v, and at the same time Matlab
calculated a whole period 6f(¢) with less than ten sample points. So the exceptions found in these
particular cases could very possibly be due to numerical imprecision.

Remark that the condition enunciated in Point (ii) appears plausible. The function

tmax
v — exp ( - / L’(V(s))ds)
T(v)
decreases exponentially agets away froni ... So, from the moment that’' (V' (s)) takes rela-
tively large values, both terms i (v) become very small, unlessis close toV;, ..

We proved that, whatever set of parametdrs,. is alocal maximum for H(v), because
H'(v) > 0 nearVy,.x. More precisely, one has

2

A (Vinax) = H (Viax =€) = [ 70—

L/(Vmax)(lfeXp(f /t L/(V))) et/2po(e/?),

tmin

so thatlim,,_,yv,

max

H'(v) = +o00. This asymptotic relation is not proved here.
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Proof of Proposition[7
Point (i) comes from the fact that

Vmax _ 1
A A2

6A aé)R) Vma)u (64)

with R(v) = vQ’(v), a result proved exactly 52). The expressioﬁéﬁf Vimax IS given by equa-
tion ) of PropositioﬂG. SolvinQAL‘jglM < 0 then yields the inequality in Point (i).

To prove Point (ii), we re-express the integral term in Point (i) in terms of varidhigther than
t, by using the reciprocal functidfi(v). We get:

[ R e (- [ )

u

Vinax d ,U2 Q/('U) tmax
- el Vyexp ( — / L')av
[/_leax dU L/(U) :| ( ) p ( T(V) )
)

Vinax 020" (v tmax , tmax ,
o I o (TG G B R O )
_ /V V_mo (Z}[“QLC?(/S’)}(V)H(V)W (65)

2y
by symmetry of functionc% [ULC}Q(S))}. If the hypothesis/v, H(v) < H(Viax) is verified, and

2
- ad [V2Q () iyl : g
since 7~ { 7 } > 0 as proved before |3), relat| 65) can be continued into:

Vo d [02Q/(v)
F < H(Viax) /v:o %[ T

|v)av

min

which is precisely the equivalence condition stated in Point (i). a

5 Atrack for the future: Perturbation analysis

To conclude this chapter, we report some preliminary results when perturbation analysis is applied
near the boundaries 6% domain of definitiond — 0 andb — +co.

The base assumption (verified experimentally) is that the 1D systems0 andb = +oo
presented in the preceding sections constitute natarainuouslimits of the 2D system[ (14), so
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that the following expansion can be written:
{ VE(t) = Vo(t) +eVa(t) + -+ + ¥ Vi(t) + o(eh),

(66)
GO(t) = Go(t) + Gy (t) + - + £ Cr(t) + o(¥),

where:
. (Vo(t), Gy (t)) is the asymptotic 1D-systein= 0 (resp.b = +o0).

« (V©)(t),G(t)) is the solution of 2D systerf (|L4) for parameier: b(c), wheres > 0 and
b(e) is a well-chosen decreasing (resp. increasing) function suchithat -+ b(¢) = 0 (resp.
+00).

« The coefficients(Vi(t), Gx(t)) of the expansion exist if and only if function — V() ()
admits a ¢ extension ire = 0.

In this section, we limit ourselves to'@xpansions. We assume that & €pansion is well
defined inb = 0 for functionb(e) = ¢, and inb = +oo for functionb(e) = £, and derive results
from this assumptidi

We start by presenting the expansion neaf +oo (Sectior{ 5.]L), which provides simpler cal-
culations and higher hopes of generalization tokké order. We then present the expansion near

b = 0 (Sectior{ 5.R).

5.1 Perturbation analysis nearb — +o0

The simplest functiorb(e) tending to+oc is obviouslyb(s) = 71, and the consistency of the
following results suggests that this is indeed the right choice, although we have not proved it.
As a result, the perturbed systgivi*) (t), G()(t)) is ruled by the following ODE:

{ V() = Acos(wt) — GO BV (1), (@) (67)
GO () = QVO (1)) — GO (). (0)
When developmenf (§6) is used up to order 1:

(68)

Vo(t) 4+ eVi(t) = Acos(wt) — GoViy — e(GoVi + G1Vy) + o(e),  (a)

{ eGo(t) = Q(Vo) — Go +2(Q'(Vo)Vi — G1) + o(e), (b)

the zeroth-order terms annihilate each other, and the remaining first-order terms are ruled by
Vi(t) = —GoVi — G1iVh, (a)

{ Go(t) = Q' (Vo)Vi — G (b)

8Forb = 0, these expansions can be obtained rigorously froraralytic version of Picard’s fixed point theorem. We
have not searched yet the rigorous proof for the expansionbnea-oo.

(69)
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We have omitted to note the time dependence of all variables on the right-hand side, for the sake of
readability.

Fast-slow dynamics. Note that, since parametemultiplies the left-hand side of (§7-b), it anni-
hilates the possible contribution 6f, (¢) to the terms of first order in. As a consequencé!; (t) is
absent from[(69-b), meaning that [69-b) is not a differential equation, but a simple equation which
directly provides a formula fof7, (¢)! This property is typical of systems witlast-slowdynamics
(¢! being obviously thdasttime constant), and it allows a considerable simplification of calcula-
tions.

Actually, we have already used thiast-slowproperty in Sectiof |4, to define our 1D system
b = +oc. Indeed, the annihilation of zeroth-order terms]in| (68-b) implies hatt), Go(t)) must
verify Go(t) = Q(Vy(t)), which is precisely the heuristic condition we used to derive our 1D system
equation.

In other words, the 1D systerh = +oc’ defined heuristically in Sectidn 4 can be defined rigor-
ously as the zeroth-order term of the perturbation expan@n (66)dpr= 1, provided there is
some guarantee of existence for the perturbation expansion.

When systen{ (§9) is solved, it yields the following ODE ¥ar(t):
Vi + L'(Vo)Vi = VoR(V), (70)

where L(v) = vQ(v) and R(v) = vQ’(v). As for G1(t), it is not an autonomous variable, its
formula being imposed by tHast-slowdynamics:

G1 = Q' (Vo)Vi — Go. (71)

Interestingly, Vi (t) is ruled by a linear equatioO), so it can be derived frigytx) through a
close-form equation. Moreover, due to the symmetries of the syste() is necessarilyl’/2-
antiperiodic. We can thus apply the same type of integration (over a half-period) as we used to prove
equation[(4D) in Propositigr] 5. This yields the formula:

Vi(t) = - / ViR e (- / L)) (72)

1+exp(—/ / L/(Vo)> =t-T/2 “
t—T/2

where V4’ should be readV;(u)’, etc.

We could thus explicitly calculat®; (¢) from our numerical approximation fdr,(¢). This al-
lowed us to compare the real soluti¢¥ (=) (¢), G(*)(¢)) and its first order approximatiofi (t) +
eVi(t), Go(t) + eG1(t)). An example is provided in Figu@ 9. For the given set of parameters, the
first and second order approximations provided a relatively good fit ept@®.01 (corresponding to
b ~ 100). For highere, the approximations (especially second-order) quickly diverged (not shown).
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Figure 9: Perturbation analysis néa# -+oo. PanelA compares the real solutigiv () (t), G*)(t))
to its zeroth, first and second order approximations using perturbation analysis.BRamepares
more specifically the first-order expansifir, G1) to its approximation by (V' () — V) /e, (G() —
Go)/e). Perturbation parametér= ¢~ =100 Hz. Other simulation parameters: = 27 Hz,
A =50Hz,Q(V) = Qo + A\V? with Qy =5 Hz and\ =100 Hz.
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Higher-order expansions. To conclude, we remark that the type of analysis produced here to
derive the first-order expansi((nfl, Gl) applies similarly to all higher order expansions. Indeed,
the multiplication bye in the left-hand side of (§7)#st-slowdynamics) insures that, at any order
k, functionGy(t) is directly constrained by a formula involving oni§.(¢) (not its derivative!), and
functions of previous orders. And in turli (¢) is always driven by a linear ODE of the form

Vi+L'(Vo)Ve=...,

where the dots denote a combination of functions of previous orders.

This implies that all successive orders can be recursively calculated from the single solution
Vo(t) through close-form, linear equations. As a result, the 1D-soldtigh) may possibly have a
high descriptive power over the whole 2D system.

Because of the relative simplicity of the successive expansions, one could even investigate if
some, or all, solution§V'(t), G(t)) of the 2D problem can be described by an infinite power series
of extensiong Vi (t), Gk (t)).

Another question would be to investigate further characterization§,@f and¢,,., in the 2D
case, and their dependence w.Af.using perturbation analysis. However, even with a good theory
for the successive expansions, such results still appear far away.

5.2 Perturbation analysis nearb — 0

Perturbation analysis is also possible near the bountlary 0. The resulting equations for the
successive expansions require a different treatment than in thé easeco. Generally speaking,
the equations are harder to solve nkar 0, especially for higher-order expansions.

For this reason, we spend less time on the ¢ase0. We sketch the main principle to derive
the successive expansions (based on what we term a ‘binding condition’), a then provide a result ob-
tained thanks to this ‘binding condition’, in the particular case widgre) = Qo + \v? is quadratic.

Note that, although they are harder to manipulate, the expansion$ nead are also worth
studying. Indeed, they can be rigorously justified thanks to an analytic version of Picard’s fixed
point theorem (withh(e) = €). Experimentally, the approximations ndar= 0 also appear more
stable than the approximations néat +oc.

The perturbed systeifi’<)(¢), G (t)) (for b(c) = ¢) is ruled by the following ODE:

{ VE (1) = Acos(wt) — GO (H)VE) (1), (a)
. (73)
GOt =(QVE (1) — G (1)) (0)
When developmenf (66) is used up to order 1:
{ Vo(t) + eVi(t) = Acos(wt) — GoVy — e(GoVi + G1Vo) + oe), () 4
Go(t) + G1(t) = £(Q(Vo) — Go) + oe), (b)
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the zeroth-order terms annihilate each other, and the remaining first-order terms are ruled by
{%@z—%%—&%, (a)

. (75)

G1(t) = Q(Vo) — Go. (0)
We have omitted to note the time dependence of all variables on the right-hand side, for the sake
of readability. They all depend on time, except &(t) = G whichis really a constant function

(Sectior{ B) !

Binding condition.  The particularity of systenfi (T5) is that considered as such, it admits an infinity
of solutions: Indeed, we have a choice in the integration congfathiat will yield G (t) from (75-
b), and systenj (75-a) does not restrict our choiceor
However, if we refer to thesymptotigeriodic equilibrium of theeal solution(V () (¢), G (t)),
then [73-b) implies that .
GE =Q(VE), (76)

where the hat denotes averaging over one period. We denote this relation the ‘binding condition’
because it allows to bind the choice of constanto the evolution ofi; (), and thus to determine
(Vi(t), G1(t)) unambiguously. Again, note that the binding condition itself is problematic because
it is based on the asymptotic state of the system, which is reached with time canstant+oo.

When applied to zeroth and first order, the binding condition yields:

—

Go = Q(Vo), (77)
G = Q Vo). (78)

Note that we have already used thinding condition in Sectior 3, to define our 1D system
b = 0. Indeed, zeroth-order approximation fr(74—b) only yigljs= 0, and we thus needed the
binding condition[(7[7) to fully describe our system.

Then, (V4 (t), G1(t)) can be calculated according to the following procedure:

1. Integrate[(7j5-b), yielding a functiofi; (¢t) where the integration constaft is left undeter-
mined.

2. Insert the resulting expression f6¥ (¢) into (75-a) and solve it formally (it is linear) with
constantk still undetermined.

3. Use the binding conditiof (¥8) to finally determike

4. re-inject the value oK’ into the calculated expressions 185 () andV; ().

We applied this procedure to the particular case where

Q(v) = Qo + \>.
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Figure 10: Perturbation analysis néa# 0. PanelA compares the real soluticiV (<) (t), G (¢))

to its zeroth-, first- and second-order approximations using perturbation analysisBRanepares

more specifically the first-order expansifir, G1) to its approximation by (V=) — Vp) /e, (G() —
GO)/E). The two dots mark the respective positions of the two variables at a given time. Perturbation
parameteb = ¢ =1 Hz. Other simulation parametets:= 2w Hz, A =50 Hz,Q(V) = Qo + AV2

with Q¢ =5 Hz and\ =100 Hz.
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First, the zeroth-order binding conditiqn {77) yields
AA?
(Go = Qo) (G +w?) = =~

which can be solved explicitly thanks to Cardan formulas, and from there

2 —
Vol(t) = M cos (wt — arctan(w/Gy)).
Second, the procedure described in the previous paragraph yields the following first order ex-

pansions:

K _ (Go — Qu)°
© 4Go(Go — Qo)* + AA%
G1(t) :% sin (2(wt — arctan(w/Gy)),
2 2
Vi(t) :% (—i sin (wt — 2arctan(w/Gy)) + — J(FC’;OG_O(CC?;;) o) cos (wt — 2 arctan(w/Go))>

_ AMGo — Qo)
10\ /(G3 +w?)(GE + 9u2)

(sin (3wt — 3arctan(w/Gp) — arctan(3w/Gy))) .

These zeroth and first order expansions are compared to the real trajectory irf Fjgure 10.

Conclusion

As a conclusion, let us remind the practical reason for which we started to lead this study: We wanted
to understand better the behavior of the amplituide, and phase,,.. of V (¢), output of our gain
control loop, with respect to its input parameters.

The results presented herein prove, through theoretical results and simulations, that the following
behavior can be considered true under virtually any sinusoidal stimulation:

1. The system acts as a temporal low-pass filter.

2. The system produces contrast gain control:

04Vmax > 0 (growth with contrast),

OAPmax < 0 (phase advance with contrast),
‘/Hl X . . .

8ATa <0 (under-linearity with contrast).
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From a mathematical point of view, interesting asymptotic behaviors exist for the 2-dimensional
system, which live on 1-dimensional spaces and are thus easier to study. Precise mathematical
results are available for these 1D asymptotic systems. In the future, perturbation analysis might
increase the extent of some results further into the realm of the general 2D system.
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