
HAL Id: inria-00180730
https://inria.hal.science/inria-00180730v2
Submitted on 2 Nov 2007 (v2), last revised 19 May 2008 (v4)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Mathematical study of a neural gain control mechanism
Adrien Wohrer

To cite this version:
Adrien Wohrer. Mathematical study of a neural gain control mechanism. [Research Report] RR-6327,
2007, pp.31. �inria-00180730v2�

https://inria.hal.science/inria-00180730v2
https://hal.archives-ouvertes.fr


IS
S

N
 0

24
9-

63
99

appor t  


de  r ech er ch e 


Thème BIO

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Mathematical study of a neural gain control
mechanism

Adrien Wohrer

N° 6327

October 2007





Unité de recherche INRIA Sophia Antipolis
2004, route des Lucioles, BP 93, 06902 Sophia Antipolis Cedex (France)

Téléphone : +33 4 92 38 77 77 — Télécopie : +33 4 92 38 77 65

Mathematical study of a neural gain control mechanism

Adrien Wohrer∗

Thème BIO — Systèmes biologiques
Projet Odyssée

Rapport de recherche n° 6327 — October 2007 — 28 pages

Abstract: This report presents a dynamical mechanism of gain control, inspired by a simple mem-
branar model for neurons. Mathematical results are enounced for the system under sinusoidal stimu-
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Étude mathématique d’un contrôle de gain neuronal

Résumé :Ce rapport présente un mécanisme dynamique de contrôle de gain, inspiré par un modèle
de membrane de neurone. Des résultats mathématiques sont obtenus dans le cas d’une stimulation
sinusoïdale du sytème. Nous prouvons ainsi que le système est sous-linéaire vis-à-vis de l’amplitude
en entrée, et qu’il subit une avance de phase aux fortes amplitudes; ces deux propriétés sont la
marque ducontrôle de gain au contrastedans les cellules rétiniennes.

Mots-clés : Contrôle de gain, neurone, feedback,shunting inhibition, rétine
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4 A. Wohrer

1 General framework : a two-dimensional gain control system

1.1 Definition of the two-dimensional gain control system

The system under study is that of a cell or population of cells with membrane potentialV (t), that in-
tegrates an input currentI(t) under dynamical gain control from conductancesG(t) in its membrane.
(V (t), G(t)) is driven by {

V̇ (t) = I(t)−G(t)V (t) (a)
Ġ(t) = b (Q(V (t))−G(t)) , (b)

(1)

where the dot denotes temporal derivation,b is a strictly positive parameter, and functionQ: V →
Q(V ) is taken to be strictly positive, convex and symmetrical (see Figure 1).

These equations are inspired by a model proposed in [3] to produce contrast gain control in the
retina. In equation (1b), conductanceG(t) is driven by the activity of the main signalV (t), through
a linear low-pass filtering of the inputQ(V (t)), with time constant1/b and gain 1. In turn,G(t) sets
the instantaneous gain of integration ofI(t) byV (t), through equation (1a). We refer tov → Q(v) as
the leak functionof the system, because it defines the leaksG(t) in the cellular membranes modeled
by (1a).

We work with reduced dimensionality:V (t) is dimensionless, whileI(t), G(t), Q() andb have
the dimension of inverse time. In the scope of our retinal model, the symmetrical shape ofQ() sup-
posed by the model is an approximation arising from the simultaneous modelling of the ON pathway
that codes for the positive part ofV (t), and the OFF pathway that codes for the negative part ofV (t)
(see [3] for more details).

The model implicitly allows for the presence of a static leak conductance in the charging equation
(1a), linked to the value ofQ(0). Indeed, functionQ() can be decomposed as

Q(v) = Q̃(v) + Q0,

with Q̃(0) = 0 andQ0 > 0. Since equation (1b) is linear, and with a gain of 1, this decomposition
on Q() translates to a decomposition onG(t): G(t) = G̃(t) + Q0 , whereG̃(t) is the part ofG(t)
linearly driven byQ̃(V (t)). The leak current in (1a) can be written−G(t)V (t) = −G̃(t)V (t) −
Q0V (t), so thatQ0 corresponds to thestatic leaksin the cellular membrane, and̃G(t) to the ’purely
dynamical’ leaks.

1.2 A simplified problem

In this article, we wish to make sure that the defined system (1) behaves in a reasonable fashion for
a ’biologically-inspired’ model of the retina. First, we designed equation (1a) as the extension of a
RC-circuit (low-pass), but with a dynamical leak term̃G(t) added to the simple static leakQ0. We
wish to prove that, similarly to the classical low-pass RC setting, this system displays no resonances
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Neural gain control 5

in frequency. A suitable and yet simple type of input to make a resonance analysis is sinusoidal
stimulation.

Second, we would like to show that adding a dynamical leakG(t) provides gain control prop-
erties. Thus, we would like to prove mathematically that the amplitude of the output signalV (t) is
under-linearwith respect to the amplitude of the inputI(t).

Unfortunately, such mathematical proofs appeared difficult for the general 2-dimensional system
presented in (1). However, (1) can be approximated by a 1-dimensional system in the particular case
where time constantb in (1b) is small, meaning thatG(t) responds quasi-instantaneously to its input
Q(V (t)). In the asymptotic case,G(t) = Q(V (t)), and the system becomes described by a single
equation on variableV (t).

Happily enough, this ’smallb’ approximation is rather justified given the time constants used in
our biological retina system. In the rest of this article, we will thus concentrate on the properties of
the 1-dimensional system:

V̇ (t) = A cos(ωt)− V (t)Q(V (t)), (2)

whereω is the frequency of the input stimulation, andA the amplitude of the input current on the
system.

2 Properties of the one-dimensional gain control system

2.1 System definition and first properties

Let us define the one-dimensional system under study, and its first general properties :

Definition - Proposition 1 Let A andω ∈ R+∗. Let v → Q(v) be a symmetrical, convex, strictly
positive function with sufficient regularity, andQ(0) = Q0 > 0. LetT = 2π/ω.
Define the one-dimensional ODE onW (t) :

Ẇ (t) = A cos(ωt)−W (t)Q(W (t)).

Then:

(i) Equation (2) admits a uniqueT -periodic solution that we noteV (t). All other solutionsW (t) to
(2) converge asymptotically fast toV (t).

(ii) V (t) is T/2-antiperiodic: V (t) = −V (t + T/2). Over one period,V (t) has a single maxi-
mumVmax reached at timetmax, and a single minimumVmin = −Vmax reached at timetmin =
tmax − T/2. Furthermore,tmax ∈ [0, T/4] (modT ).

(iii) FunctionV : t → V (t) admitsC1 differentiation w. r. t. parameterA and Gâteaux derivatives
w.r.t. functionQ(), in the space ofT/2-antiperiodic functions with norm‖ ‖∞.

RR n° 6327



6 A. Wohrer

Before proving these propositions, let us introduce some notations that we will keep throughout
the rest of the text.

Notation 1 (Driving potential) Define the diffeomorphism fromR to itself:

L(v) = vQ(v). (3)

Then, the periodic signal defined by

E(t) = L−1(A cos(ωt)), (4)

acts as a driving potential onV (t), through the non-linear equation

V̇ (t) = L(E(t))− L(V (t)). (5)

Proof:
The derivative ofL(v) verifies:

∀v, L′(v) = Q(v) + vQ′(v) ≥ Q(v) ≥ Q0 > 0, (6)

becausevQ′(v) is always positive,Q() being even and convex. As a result, functionL() is growing
and odd, and defines a diffeomorphism fromR to itself. FunctionsQ(v), L(v) andL′(v) are repre-
sented in Figure 1. Equation (5) is just a re-writing of the system ODE (2).

NOTA: LettersL andE are chosen in link with their signification in a neuron membrane model. The term
L(V (t)) in (5) is the instantaneousLeakcurrent in the membrane, whileE(t) in (5) has the dimension of an
attracting electrical potential, often notedE in neurophysiology.

Figure 1: Schematic representations of functionsQ(v) (panel A),L(v) = vQ(v) (panel B), and
L′(v) = Q(v) + vQ′(v) (panel A).

INRIA



Neural gain control 7

Notation 2 (Various differentiations in the system)

• Notationḟ(t) represents the derivative along time of functionf(t).

• NotationF ′(v) represents the derivative of functionv → F (v), wherev has the dimension of
a potential in our system (homogenous toV (t)).

• Notation ∂pX concerns the partial derivative of a numberX along a parameterp of the
system (typically,p = ω or p = A).

• Gâteaux derivative:Let a numberX depend on a particular functionF () (amongst other
parameters):

X
(
F (), . . .

)
,

andf1() be a function of the same nature asF (). If it exists, we will note∂(F )
f1

X theGâteaux
derivativeof X whenF () is modified alongf1():

∂
(F )
f1

X = lim
ε→0

X
(
F () + εf1(), . . .

)
−X

(
F (), . . .

)
ε

.

• Differential functions: If X : t ∈ R → X(t) is a function of time, then∂pX(t) represents
the partial derivative alongp of numberX(t), t being held constant.

NOTA: In all cases considered in this report, the functiont → ∂pX(t) so defined also corresponds to the
partial derivative offunctionX() alongp for the norm‖ ‖∞ overR. This is because all partial deriva-
tives considered will beT -periodic by construction, as stated in point (iii) of Definition-Proposition 1.

Proof of Definition-Proposition 1 :

Point (i) can be proved by remarking that system (2) iscontracting, as defined in Lohmiller-Slotine
98 [1]. The argument, in this particular case, is very simple: Take two solutions of (2),W1(t) and
W2(t), starting at timet = 0 with different initial conditions. Then

d

dt

(
(W1 −W2)2

)
= 2

(
W1 −W2

)(
L(W2)− L(W1)

)
≤ −2Q0(W1 −W2)2,

where the first equality comes from (2), and the second inequality comes from (6). After integration
and square-root, one obtains:

|W1(t)−W2(t)| ≤ |W1(0)−W2(0)| exp(−Q0t). (7)

So, after some initial transient that depends on their initial condition, all solutionsW (t) converge to
a ’unique’ asymptotic trajectory.

RR n° 6327



8 A. Wohrer

Intuitively, this ’unique asymptotic trajectory’ must beT -periodic, like the underlying system
(2). And more precisely, there must exist a ’central’ solutionV (t) that isexactlyT -periodic. This
intuition can be formalized, as in point 3.7-(vi) of Lohmiller-Slotine 98 [1]:

For anyt > 0, defineV (t) as the limit of the Cauchy sequence{W (t + nT )}n∈N, whereW is
any solution to (2). This sequence is indeed Cauchy, as proved from (7) and the periodicity of system
(2). The resulting functionV (t) is periodic by construction. Because of (7),V (t) is independent
of the choice ofW . By continuity arguments,t → V (t) is a solution of (2), just like the functions
t → W (t + nT ). Finally, if V2(t) is taken as another periodic solution of (2), takingW = V2 to
constructV (t) proves thatV = V2.

Point (ii) is best understood if one considers the driving equation under its form (5). Figure 2
represents the evolutions ofV (t) (periodic solution) andE(t) (attractor potential).

First,V (t) is T/2-antiperiodic. Indeed,E(t) is T/2-antiperiodic andL() is an odd function, so
one can check that−V (t+T/2) is also a solution of (5). By unicity of the solution,−V (t+T/2) =
V (t).

Figure 2: Driving potentialE(t) = L−1(A cos(ωt)), and periodic solutionV (t), represented for a
particular set of parameters, and a quadratic leak functionQ(v) = Q0 + λv2.

INRIA



Neural gain control 9

Second, eq. (5) implies that local extrema ofV (t) correspond to points whereV (t) crossesE(t).
More precisely:

s is a local maximum ofV ⇐⇒
(
V (s) = E(s) andĖ(s) < 0

)
s is a local minimum ofV ⇐⇒

(
V (s) = E(s) andĖ(s) > 0

)
Indeed, let us rewrite (5) and its derivative:

V̇ (s) = L(E(s))− L(V (s))

V̈ (s) = Ė(s)L′(E(s))− V̇ (s)L′(V (s))

Let s be a local maximum ofV . One hasV̇ (s) = 0 andV̈ (s) ≤ 0, soV (s) = E(s) andĖ(s) =
V̈ (s)/L′(E(s)) ≤ 0. This inequality can be made strict: supposeV̈ (s) = 0, then one must also
have

...
V (s) = 0 becauses is a local extremum. So one must have at the same timeĖ(s) = 0 and

Ë(s) = 0, which never happens.
SinceV (t) necessarily displays analternanceof local maxima and local minima, the sign of

Ė(s) changes between two succesive extrema. So,V (t) can only have one local maximumtmax

and one local minimumtmin = tmax − T/2 per cycle. The maximum is reached in the positive
descending phase ofE(t), with tmax comprised between0 andT/4 (moduloT ). The minimum is
reached anti-symmetrically, in the negative ascending phase ofE(t). This is illustrated in Figure 2.

Point (iii) It is an intuitive result that, in a stable system such as that studied here, derivatives∂pV (t)
are well-defined,T -periodic functions, as long as the differentiation alongp does not break the
periodicity of the system (as is the case when differentiating alongω). For readability, we do not
develop the proof here. A rigorous proof is given in Appendix. �

RR n° 6327



10 A. Wohrer

2.2 Variational results

2.2.1 Problematic, and the variational theorem.

We now wish to study the dependance of our system with its input parameters:ω the frequency and
A the amplitude of the input current. The numberVmax, defined in Definition 1, is a good measure
of the ’strength’ of the system’s response to an input sinus. Furthermore, the corresponding time
tmax, also defined in Definition 1, is a good measure of the ’phase’ of the system’s response, with
respect to the input sinus.

The system described in (2) was conceived as a non-linear extension of alow-passsystem: If the
leak function is taken as a constant:∀v,Q(v) = Q0, then (2) becomes a linear filtering equation:

V̇ (t) = A cos(ωt)−Q0V (t). (8)

This is a simple exponential filter (RC circuit), whose dependance with input parameters is well
known:

1. System (8) is a frequency low-pass:

∂ωVmax < 0 and ∂ω(ωtmax) > 0.

2. System (8) is linear with respect to input amplitude, meaning thatVmax = H(ω)A, where
H(ω) is the Fourier amplitude, at frequencyω, of the transfer function associated to (8). The
phase of the responseV (t) does not depend onA, because the system is linear. So:

∂AVmax > 0, ∂A(Vmax/A) = 0 and ∂A(ωtmax) = 0.

The following theorem demonstrates that the non-linear system proposed in (2) preserves the
same type of low-pass properties with respect toω (item 1), but induces under-linearity and phase
advance with respect to the input amplitudeA (by opposition with item 2). The under-linearity and
phase advance are the dual mark of thecontrast gain controlmechanism observed in the retina [2, 3].

INRIA



Neural gain control 11

Theorem 1
Consider the systeṁV (t) = A cos(ωt) − V (t)Q(V (t)) described in Definition-Proposition 1. The
following variational properties are verified:

I - Dependance with input frequency

(i) Low-pass setting: ∂ωVmax < 0, and lim
ω→+∞

Vmax = 0.

(ii) Phase delay: ∂ω(ωtmax) > 0, and lim
ω→+∞

ωtmax = π/2 (mod2π).

II - Dependance with input amplitude

(i) Growth ofVmax: ∂AVmax > 0, and lim
A→+∞

Vmax = +∞.

(ii) Phase advance:∂Atmax < 0, and lim
A→+∞

ωtmax = 0 (mod2π).

(iii) Under-linearity:

∀ (ω, Q()), if A is big enough,∂A
Vmax

A < 0. Also, lim
A→+∞

Vmax

A
= 0.

(iv) Asymptotic equivalents:Vmax ∼
A→+∞

L−1(A), and ∂AVmax ∼
A→+∞

1
L′(Vmax)

.

Most points in this theorem have the same form, describing the variations of magnitudeX under
parameterp through two numbers: sign of∂pX, and limit of X whenp → +∞. With a different
formulation, point II-(iv) concerns equivalents forVmax whenA → +∞. Its results are more pow-
erful than the simpe asymptotic limits given in points II- (i) and (iii).

The under-linearity ofVmax w.r.t. A, stated in point II-(iii), also differs from the other points
because we prove that∂A(Vmax/A) < 0 only asymptotically (ifA is big enough). We were not able
to fully prove that∂A(Vmax/A) < 0 for any set of parameters.

Experimentally, we always found the relation∂A(Vmax/A) < 0 to be true. Proposition 2 at the
end of this report gives a non-differential equivalent to assertion∂A(Vmax/A) < 0, and provides a
sufficient condition to have this inequality verified.

RR n° 6327



12 A. Wohrer

2.2.2 Integral formulations for partial derivatives in the system

Before starting the demonstration of Theorem 1, we state a useful lemma, and a technical proposi-
tion about Gâteaux derivatives. They provide integral expressions for the partial derivatives∂pV (t)
in the system.

Lemma 1 (Integral formulation for partial derivatives)
Consider the system described in Definition-Proposition 1. Suppose that for a given parameterp of
the system,t → ∂pV (t) is a well-defined function. Then, for allt:

∂pV (t) =
1

1 + exp
(
−

∫ t

s=t−T/2

L′(V (s))ds
) ∫ t

u=t−T/2

Yp(u) exp
(
−

∫ t

s=u

L′(V (s))ds
)
du,

(9)
with

Yp(t) = ∂p (A cos(ωt))− V (t)(∂pQ) (V (t)) .

In particular:

∂pVmax =
1

1 + exp
(
−

∫ tmax

s=tmin

L′(V (s))ds
) ∫ tmax

u=tmin

Yp(u) exp
(
−

∫ tmax

s=u

L′(V (s))ds
)
du.

(10)
A similar relation can be obtained if∂p is replaced by derivation along timet, or by a well-defined
Gâteaux derivative for functionQ() along a symmetrical functionq1().

Proof:

Differentiation of (2) leads to the following ODE on∂pV (t) :

d

dt
∂pV (t) = ∂p (A cos(ωt))− V (t)(∂pQ) (V (t))− L′ (V (t)) ∂pV (t)

= Y (t)− L′ (V (t)) ∂pV (t),

with the definition forY (t) given in Lemma 1. This is a linear equation on functiont → ∂pV (t), so
it can be integrated, starting from any initial conditiont0:

∂pV (t) = ∂pV (t0) exp
(
−

∫ t

s=t0

L′(V (s))ds
)

+
∫ t

u=t0

Y (u) exp
(
−

∫ t

s=u

L′(V (s))ds
)
du. (11)

But the system (2) isT/2-antiperiodic, and so isV (t). By consequent,∂pV (t) is alsoT/2-antiperiodic:
∂pV (t− T/2) = −∂pV (t). Takingt0 = t− T/2 in (11) leads to formula (9).

INRIA



Neural gain control 13

Then, sinceVmax = V (tmax), we find that:

∂pVmax = (∂pV )(tmax) + V̇ (tmax)∂ptmax = (∂pV )(tmax) (12)

sinceV̇ (tmax) = 0. This proves (10). All the steps of this proof are similar if∂p is replaced by
derivation along timet, or by a Gâteaux derivative forQ(). �

As a first application of Lemma 1, we present a proposition concerning the influence of the leak
functionQ() on the system. This proposition can be considered a result by itself. Furthermore, we
will use the calculations made here to prove Theorem 1.

Proposition 1 (Gâteaux derivative for leak function Q())
Consider the system described in Definition-Proposition 1. Letv → q1(v) be a symmetrical function

with sufficient regularity, and such thatV (t) admits a Gâteaux derivative∂(Q)
q1 V (t) when the leak

functionQ() is modified alongq1(). Then:

(i) The variation ofVmax (maximum ofV (t)) is given by:

∂(Q)
q1

Vmax = −Vmaxq1(Vmax)
L′(Vmax)

+

∫ tmax

u=tmin

[vq1(v)
L′(v)

]′(
V (u)

)
V̇ (u) exp

(
−

∫ tmax

u

L′(V )
)
du(

1 + exp
(
−

∫ tmax

tmin

L′(V )
)) .

(13)

(ii) The variation oftmax (time for the maximum ofV (t)) is given by:

∂(Q)
q1

tmax = − L′(Vmax)
Aω sin(ωtmax)

.

∫ tmax

u=tmin

[vq1(v)
L′(v)

]′(
V (u)

)
V̇ (u) exp

(
−

∫ tmax

u

L′(V )
)
du(

1 + exp
(
−

∫ tmax

tmin

L′(V )
)) . (14)

(iii) Time advance with increased leak: To have∂
(Q)
q1 tmax < 0, a sufficent condition is thatq1(v)

verifies:

∀v,
[vq1(v)

L′(v)

]′
> 0.

In (i)-(iii), notation [ ]′ denotes derivation of the inside function with respect tov. The expression∫
L′(V ) is a short for

∫
L′(V (s))ds.

RR n° 6327



14 A. Wohrer

Proof:

Let us start by expressing∂(Q)
q1 V in the integral formulation of Lemma 1. When relationV̇ (t) =

A cos(ωt)− L(V (t)) is differentiated alongq1, it yields:

d

dt
∂(Q)

q1
V (t) = −V (t)q1(V (t))− L′(V (t))∂(Q)

q1
V (t). (15)

The first term of the right-hand side is the Gâteaux derivative w.r.t.q1 of function v → L(v) =
vQ(v), while the second term is the variation ofL(V (t)) due to∂

(Q)
q1 V (t). Applying formula (10)

from Lemma 1 yields:

(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))

∂(Q)
q1

Vmax

=−
∫ tmax

u=tmin

V (u)q1(V (u)) exp
(
−

∫ tmax

u

L′(V )
)
du

=−
∫ tmax

u=tmin

V (u)q1(V (u))
L′(V (u))

L′(V (u)) exp
(
−

∫ tmax

u

L′(V )
)
du

=−
[V (u)q1(V (u))

L′(V (u))
exp

(
−

∫ tmax

u

L′(V )
)]tmax

tmin

+
∫ tmax

u=tmin

( d

dt

V q1(V )
L′(V )

)
(u) exp

(
−

∫ tmax

u

L′(V )
)
du

=−
(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))Vmaxq1(Vmax)

L′(Vmax)
+

∫ tmax

u=tmin

[vq1(v)
L′(v)

]′(
V (u)

)
V̇ (u) exp

(
−

∫ tmax

u

L′(V )
)
du,

using an integration by parts from line 3 to 4. From line 4 to last, we use the fact thatV (tmin) =
−Vmax, andq1 andL′ are even functions. Dividing the last line by

(
1 + exp

(
−

∫ tmax

tmin
L′(V )

))
yields point (i) of the Proposition.

Now from another point of view, remark thatV (t) and driving potentialE(t) coincide at time
tmax:

Vmax = E(tmax)

∂(Q)
q1

Vmax = (∂(Q)
q1

E)(tmax) + ∂(Q)
q1

tmaxĖ(tmax)

= −Vmaxq1(Vmax)
L′(Vmax)

− ∂(Q)
q1

tmax
ωA sin(ωtmax)

L′(Vmax)
. (16)

INRIA



Neural gain control 15

To obtain the last line in equation (16), we differentiate relationL(E(t)) = A cos(ωt) in two differ-
ent ways: first alongt, second alongq1. It yields

Ė(t)L′(E(t)) = −ωA sin(ωtmax),

(∂(Q)
q1

E)(t)L′(E(t)) + E(t)q1(E(t)) = 0.

The corresponding values foṙE(tmax) and(∂(Q)
q1 E)(tmax) are deduced, and provide the last line to

equation (16).
Equations (13) and (16) provide two different expressions for∂

(Q)
q1 Vmax. By substracting them,

one gets the expression for∂
(Q)
q1 tmax proposed in point (ii) of the Proposition.

To prove point (iii), simply remark that if
[vq1(v)

L′(v)
]′

> 0 for all v, then the integral in point (ii)

becomes trivially positive (sincėV (u) ≥ 0 over [tmin,tmax]), implying ∂Atmax < 0. �

Examples:

Constant leak function:If Q(v) = Q0 andq1(v) = 1 are taken as constant functions, system (2)
becomes the simple linear exponential filter (8), with time constant1/Q0. In this case, point (iii) can
simply be reinterpreted as∂Q0tmax < 0, coherently with well-known results for the linear exponen-
tial filter.

Quadratic leak function:To get a bit more insight on the condition
[
vq1(v)/L′(v)

]′
> 0, required

by point (iii) of the Proposition, let us consider a functionQ() of the formQ(v) = a + λv2.

First, if we takeq1(v) = v2, the Gâteaux derivative alongq1() amounts to a partial derivative
when parameterλ is modified. And one has[

vq1(v)/L′(v)
]′ =

[
v3/(a + 3λv2)

]′ = (3av2 + 3λv4)/(a + 3 ∗ λv2)2 > 0,

meaning that∂λVmax < 0.

By opposition, if we takeq1(v) = 1, the Gâteaux derivative alongq1() amounts to a partial
derivative when parametera is modified. But there:[

vq1(v)/L′(v)
]′ =

[
v/(a + 3λv2)

]′ = (a− 3λv2)/(a + 3λv2)2,

so point (iii) does notapply. And indeed, numerical simulations (Matlab) often reveal that asa
augments,tmax undergoes important fluctuations, and is highly non-monotonic witha.

The non-monotony oftmax with a can be explained by the following intuitive argument: When
the static leaka augments, it tends to makeVmax smaller, and thus the mean value ofλV 2 gets
smaller, which somehow compensates for the augmentation ofa in the total leakQ(V (t)) = a +
λV (t)2.
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16 A. Wohrer

2.2.3 Proof of the theorem

We now come to the demonstration of Theorem 1 itself. We first demonstrate the amplitude-related
relations (point II), then the frequency-related relations (point I), which are simpler and based on
similar ideas. In both cases, we find it convenient to first demonstrate all variational results of the
form ∂pX, and afterward to compute all the corresponding limitslimp→+∞X.

Point II: Dependance with input amplitude

We start by proving the variational relations in points II- (i) and (ii). To prove∂AVmax > 0, we
use the integral formulation from Lemma 1. In this case, one hasYA(t) = cos(ωt), so (10) provides
the formula:

∂AVmax =
1

1 + exp
(
−

∫ tmax

tmin

L′(V )
) ∫ tmax

u=tmin

cos(ωu) exp
(
−

∫ tmax

u

L′(V )
)
du. (17)

One can easily get convinced that this integral is always positive, by taking a look at Figure 3. In-
deed, segment[tmin,−T/4], on whichcos(ωu) is negative, is smaller than segment[−T/4, tmax] on
whichcos(ωu) is positive. Furthermore, functionu → exp(−

∫ tmax

u
L′(V (s))ds) is a positive grow-

ing function (schematically represented in green), that enhances even more the positive contribution
of the cosinus as compared to the negative contribution. As a result, one has indeed∂AVmax > 0.

Figure 3: Zoom onE(t) and V (t) from tmin to tmax. The blue zone is a schematic view
of the integral ofcos(ωu) over this interval. The green curve is a schematic view of function
u → exp(−

∫ tmax

u
L′(V (s))ds), a growing function reaching value1 in u = tmax.

INRIA



Neural gain control 17

To prove∂Atmax < 0, let us introduce the reduced variable

U(t) =
V (t)
A

, (18)

which is governed by the following ODE :

U̇(t) = cos(ωt)− U(t)Q(AU(t)). (19)

U(t) is driven by an equation of the same nature as (2), except its leak function isQA : u → Q(Au),
havingA as an internal parameter. Naturally, timetmax also corresponds to the maximum ofU(t).
Now, remark that for an infinitesimalε > 0:

Q((A + ε)u) = Q(Au) + εuQ′(Au) + o(ε)

=
(
Q + εq1

)
(Au) + o(ε),

with

q1(v) =
vQ′(v)

A
.

So,from the point of view of system (19) onU(t), a perturbationA+ε has the same effect as replacing
functionQ() by functionQ() + εq1(). This implies:

∂Atmax = ∂(Q)
q1

tmax =
1
A

∂
(Q)
vQ′(v)tmax. (20)

We can then directly apply the results of Proposition 1, concerning Gâteaux derivatives. Indeed,

functionv → v2Q′(v)
L′(v)

is a growing function ofv. Its derivative writes (we only provide the result):

[
v2Q′(v)
L′(v)

]′
=

2vQ(v)Q′(v) + v2Q′′(v)
L′(v)2

, (21)

which is positive due to the symmetry ofQ(), and its being convex (Q′′(v) ≥ 0). As a result,
point (iii) of Proposition 1 allows to directly conclude:∂Atmax < 0, as stated by point II-(ii) of the
Theorem.
NOTA: Naturally, this result could also be obtained without using Gâteaux derivatives, by direct differentiation
of (19) alongA, and calculations similar to the proof of Proposition 1.

We can now find the associated limits in points II- (i),(ii) and (iii). Let us notetmax moduloT
( tmax ∈]0, T/4[ ), and denotet∞ ≥ 0 the limit of tmax whenA → +∞. We know this limit exists
because we have just proved∂Atmax < 0.

First, note thatL(Vmax) = A cos(ωtmax). Sincecos(ωt∞) > 0, this implies

Vmax ∼
A→+∞

L−1
(
A cos(ωt∞)

)
. (22)
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18 A. Wohrer

So, limA→+∞ Vmax = +∞ and point (i) is proved. Also, sinceL−1(v) is under-linear, one has
limA→+∞(Vmax/A) = 0, as stated by point (iii). Equation (22) will also provide the first asymp-
totic result in point (iv), once we show thatt∞ = 0.

To prove thatt∞ = 0, integrate the driving equatioṅV (t) = A cos(ωt)− L(V ) between−tmax

andtmax:

Vmax − V (−tmax) =
∫ tmax

−tmax

(
A cos(ωt)− L(V (t))

)
dt. (23)

The integral on the right-hand side of (23) is schematically represented in Figure 4, in colorgreen.
Since functiont → cos(ωt) is concave over[−tmax, tmax], the integral term in (23) is bigger than
the triangular area depicted in blackred in Figure 4. Which writes:∫ tmax

−tmax

(
A cos(ωt)− L(V (t))

)
dt ≥ tmax

(
A− L(Vmax)

)
.

And since, trivially,Vmax − V (−tmax) ≤ 2Vmax, equation (23) implies the inequality:

2Vmax ≥ tmax

(
A− L(Vmax)

)
. (24)

Now suppose thatt∞ > 0. In that case, (24) would imply that

2 lim inf
A→+∞

Vmax ≥ t∞A
(
1− cos(ωt∞)

)
, (25)

because of (22), and the facts thatt∞ > 0 andcos(ωt∞) < 1. But this is in contradiction with the
fact thatlimA→+∞(Vmax/A) = 0, as resulting from (22). Sot∞ = 0, which concludes the proof of
point (ii).

Figure 4: FunctionsA cos(ωt) and L(V (t)), on interval [−tmax, tmax]. The integral∫ tmax

−tmax

(
A cos(ωt)− L(V (t))

)
dt, in green, can be minored by the area of the dark red triangle.
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Neural gain control 19

We finish by proving the equivalence relations in point (iv). First, sincet∞ = 0, equation (22)
gives us the stated equivalent toVmax. Then, proceed to an integration by parts starting from (17):

(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))

∂AVmax

=
∫ tmax

u=tmin

cos(ωu)
L′(V (u))

L′(V (u)) exp
(
−

∫ tmax

u

L′(V )
)
du

=
(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))cos(ωtmax)

L′(Vmax)
−

∫ tmax

u=tmin

( d

dt

cos(ωt)
L′(V (t))

)
(u) exp

(
−

∫ tmax

u

L′(V )
)
du,

using the fact thatcos(ωtmin) = − cos(ωtmax) for the first term of the sum. And so

∂AVmax =
cos(ωtmax)
L′(Vmax)

−

∫ tmax

u=tmin

( d

dt

cos(ωt)
L′(V (t))

)
(u) exp

(
−

∫ tmax

u

L′(V )
)
du

1 + exp
(
−

∫ tmax

tmin

L′(V )
) . (26)

We wish to prove that whenA → +∞, ∂AVmax is equivalent to the first term of the right-hand side
in (26), itself equivalent to1/L′(Vmax) sincet∞ = 0. First, let us admit the simple convergence
relation:

∀t ∈ [tmin, tmax[, F (t) = exp(−
∫ tmax

t

L′(V ))
)

→
A→+∞

0, (27)

which is intuitive sinceL′(Vmax) → +∞ whenA → +∞. Proving rigorously this relation is te-
dious.

Then, prove that the second term on the right-hand side of (26) is ao(1/L′(Vmax)):

L′(Vmax)

∫ tmax

u=tmin

( d

dt

cos(ωt)
L′(V (t))

)
(u) exp

(
−

∫ tmax

u

L′(V )
)
du

1 + exp
(
−

∫ tmax

tmin

L′(V )
)

∼
A→+∞

∫ tmax

u=tmin

L′(Vmax)
( d

dt

cos(ωt)
L′(V (t))

)
(u)F (u)du →

A→+∞
0.

whereF (t) is defined in (27). The limit comes from the fact thatF (t) converges simply to0, and
the integral term is dominated by∫ tmax

u=tmin

L′(Vmax)
( d

dt

cos(ωt)
L′(V (t))

)
(u)du = 2 cos(ωtmax) < 2.
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20 A. Wohrer

We thus found:
∂AVmax ∼

A→+∞
1/L′(Vmax),

which finishes to prove point (iv). But then,

∂A
Vmax

A
=

A∂AVmax − Vmax

A2 ∼
A→+∞

L(Vmax)/L′(Vmax)− Vmax

A2 =
−V 2

maxQ
′(Vmax)

L′(Vmax)A2 ,

usingL(v) = vQ(v) andL′(v) = Q(v) + vQ′(v). This last result, which can also be found directly

from (33), proves that∂A
Vmax

A becomes negative forA big enough. This concludes point II-(iii) of
the theorem.

Point I: Dependance with input frequency

The following results concern the dependancy with respect toω. They use similar arguments
as Point II of the theorem, with the supplementary problem that derivatives w.r.t.ω for V (t) are
ill-defined, because changingω changes the period of the whole system. To solve this problem, we
express our system in coordinates that make the period independent ofω: Set

φ = ωt,

and the system becomes ruled by:

d

dφ
V (φ) =

A

ω
cos(φ)− V (φ)Q(V (φ))

ω
. (28)

NOTA: This change, although benign, makes notations and differentiations a bit more confusing (at least to
us. . . ). For this reason, we placed the proof of Point I of the theoremafter Point II ! The underlying calcula-
tions, though, are rather simpler here than for the amplitude-related differentiations of Point II. This simplicity
reflects the fact that our gain control system (2) is the straightforward extension of a linear low-pass system.

We start by showing the variational relations of I- (i) and (ii). First, differentiating (28) w.r.tω
leads to the following ODE:

d

dφ
(∂ωV )(φ) = − A

ω2 cos(φ) +
L(V (φ))

ω2 − 1
ω

L′(V (φ))∂ωV (φ)

= − 1
ω

d

dφ
V (φ)− 1

ω
L′(V (φ))∂ωV (φ),
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Neural gain control 21

with L(v) = vQ(v). We can again use Lemma 1 to obtain:

∂ωVmax =
1

1 + exp
(
−

∫ φmax

φmin

L′(V )
ω

dφ
) ∫ φmax

φ=φmin

(
− 1

ω

d

dφ
V (f)

)
exp

(
−

∫ φmax

φ

L′(V )
ω

)
dφ

= − 1
ω

1

1 + exp
(
−

∫ tmax

tmin

L′(V )
) ∫ tmax

u=tmin

V̇ (u) exp
(
−

∫ tmax

u

L′(V )
)
du,

where we have switched back to regular coordinates in the last line. SinceV̇ is positive on the inter-
val [tmin, tmax], this formula proves∂ωVmax < 0.

Noteφmax = ωtmax. Relation∂ωφmax < 0 can be proved without extra calculations, by using
previous results. Consider a perturbation on the frequency:ω → ω + ε. After first-order approxima-
tion of 1/(ω + ε), we find that (28) is perturbated as follows:

d

dφ
V (φ) =

A(1− ε/ω)
ω

cos(φ)− V Q(V )(1− ε/ω)
ω

+ o(ε). (29)

As a result, the first-order perturbation onφmax induced byω → ω + ε is the same as the first order
perturbation induced by the simultaneous changes:

A → A− ε

ω
A

and Q(v) → Q(v)− ε

ω
Q(v).

This writes:

∂ωφmax = −A

ω
∂Aφmax −

1
ω

∂
(Q)
Q(v)φmax

= −A∂Atmax − ∂
(Q)
Q(v)tmax

= −∂
(Q)
Q(v)+vQ′(v)tmax,

because we know from (20) that∂Atmax = ∂
(Q)
vQ′(v)tmax/A. So in the end:

∂ωφmax = −∂
(Q)
L′(v)tmax. (30)

We then use Proposition 1 on Gâteaux derivatives, withq1(v) = L′(v). Trivially,[
vq1(v)/L′(v)

]′ = [v]′ = 1 > 0,

so that point (iii) of the Proposition applies, and∂ωφmax > 0.
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22 A. Wohrer

To conclude this proof, we find the associated limits forVmax andφmax whenω → +∞. Let us
integrate (28) betweenφmin = φmax − π andφmax:

2Vmax =
2A sin(φmax)

ω
−

∫ φmax

φmin

L(V (φ))
ω

dφ

≤ 2A

ω
+

πA

ω

Vmax ≤
A(1 + π/2)

ω
,

where the integral term was majored using|L(V )| ≤ A. So limω→+∞ Vmax = 0, and since
L(Vmax) = A cos(φmax), limω→+∞ φmax = π/2. This concludes the proof of the theorem. �

INRIA



Neural gain control 23

2.2.4 An incomplete proposition

To conclude this report, we present our tentative to show that the system is always locally under-
linear with input amplitude:

∂A(Vmax/A) < 0.

This result would complete Theorem 1, by making the local variation property in point II-(iii) true
for all A, and not only forA big enough.

Unfortunately, we did not manage to prove that this relation is true, whatever set of parameters
used for the system. Wedid manage to find a simpler, and more intuitive equivalence to the relation.
Using this equivalence, we could state a sufficient condition for∂A(Vmax/A) < 0 to be true.

Proposition 2 (Local underlinearity of Vmax with A)
Consider the system described in Definition-Proposition 1.

(i) One has

∂A
Vmax

A
< 0 if and only if

∫ tmax

u=tmin

[v2Q′(v)
L′(v)

]′(
V (u)

)
V̇ (u) exp

(
−

∫ tmax

u

L′(V )
)
du

<
V 2

maxQ
′(Vmax)

L′(Vmax)

(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))

. (31)

(ii) A sufficient condition to have∂A
Vmax

A < 0 is that the following, even function:

H(v) = exp
(
−

∫ tmax

T (v)

L′(V (s))ds
)

+ exp
(
−

∫ tmax

T (−v)

L′(V (s))ds
)

(32)

have its maximum over[0, Vmax] reached inv = Vmax.
We have notedT (v) : [−Vmax, Vmax] → [tmin, tmax] the reciprocal function ofV (t) over[tmin, tmax].

Point (i) allowed us to test under Matlab, in a simple fashion, whether or not∂A
Vmax

A < 0 was
true for the given set of parameters. We always found relation (31) to be true.

Point (ii) states a sufficient condition for which relation (31) can be trivially proved true. We
tried to prove this sufficient condition, but did not manage either. Under simulation with Matlab, the
sufficient condition was found true in all simulations, except whenA was taken very close to zero
(with value around10−3ω). But in these cases,H(v) ' 2 for all v, and at he same time Matlab
calculated a whole period ofV (t) with less than ten sample points. So the exceptions found in these
particular cases could very possibly be due to numerical imprecision.
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Remark that the condition enounced in point (ii) appears plausible. The function

v → exp
(
−

∫ tmax

T (v)

L′(V (s))ds
)

decreases exponentially asv gets away fromVmax. So, from the moment thatL′(V (s)) takes rela-
tively large values, both terms inH(v) become very small, unlessv is close toVmax.

We proved that, whatever set of parameters,Vmax is a local maximum for H(v), because
H ′(v) > 0 nearVmax. More precisely, one has

H(Vmax)−H(Vmax−ε) =

√
2

Aω sin(ωtmax)
L′(Vmax)

(
1−exp(−

∫ tmax

tmin

L′(V ))
)

ε1/2+o(ε1/2),

so thatlimv→Vmax H ′(v) = +∞. This asymptotic relation is not proved in this report.

Proof of the Proposition:

Point (i) comes from the fact that

∂A
Vmax

A
=

1
A2

∂
(Q)
vQ′(v)Vmax (33)

a result proved exactly as (20). The expression of∂
(Q)
vQ′(v)Vmax is given by equation (13) of Proposi-

tion 1. Solving∂A
Vmax

A < 0 yields (31).

To prove point (ii), we re-express the integral term in (31) in terms of variableV rather thant,
by using the reciprocal functionT (v). We get:∫ tmax

u=tmin

[v2Q′(v)
L′(v)

]′(
V (u)

)
V̇ (u) exp

(
−

∫ tmax

u

L′
)
du

=
∫ Vmax

V =−Vmax

[v2Q′(v)
L′(v)

]′
(V ) exp

(
−

∫ tmax

T (V )

L′
)
dV

=
∫ Vmax

V =0

[v2Q′(v)
L′(v)

]′
(V )

(
exp

(
−

∫ tmax

T (V )

L′
)

+ exp
(
−

∫ tmax

T (−V )

L′
))

dV

=
∫ Vmax

V =0

[v2Q′(v)
L′(v)

]′
(V )H(V )dV (34)
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by symmetry of function
[
v2Q′(v)
L′(v)

]′
. If the hypothesis∀v, H(v) ≤ H(Vmax) is verified, and since[

v2Q′(v)
L′(v)

]′
> 0 as proved before in (21), relation (34) can be continued into:

< H(Vmax)
∫ Vmax

V =0

[v2Q′(v)
L′(v)

]′
(V )dV

<
(
1 + exp

(
−

∫ tmax

tmin

L′(V )
))V 2

maxQ
′(Vmax)

L′(Vmax)
,

which is precisely the equivalence condition stated in point (i). �

Appendix: T-periodic partial derivatives

We now show that, for the system defined in Definition-Proposition 1, the partial derivative
∂AV (t) is a well-defined,T -periodic function. The demonstration for Gâteaux derivatives is similar
with heavier notations.

Functionv → L(v) is locally Lipschitz, and a global majoring Lipschitz exponent can be found
when working in the neighborhood of a particular solutiont → V (t), becauseV (t) is bounded.
So, the Cauchy-Lipschitz (a.k.a. Picard-Lindelöf) theorem on the solutions of ODEs (unicity, and
regularity with system parameters) applies.

We noteWA(t, W0) the value at timet of the only solution of (2) for current parameterA and
initial conditionW0 at time0. From the parametric version of the Cauchy-Lipschitz theorem, we
have the structural stability of the flow:

W : (A, t, W0) → WA(t, W0) is C1. (35)

As before, we noteVA(t) the unique periodic solution to (2) for current parameterA. So that,
for anyn ∈ N:

VA(t) = WA(t + nT, VA(0)). (36)
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Continuity

Let us first prove thatA → VA(t) is C0 for norm‖ ‖∞ over [0, T ] (or equivalentlyR, sinceV (t)
is periodic). We fixA0 > 0, ε > 0, and consider the ’intermediate’ solutionWA0+ε(t, VA0(0)),
that shares the same ODE asVA0+ε, but the same initial condition asVA0 . The three functions are
illustrated in Figure 5.

Suppose thatVA0+ε(0) − VA0(0) > 0 (the following argument holds if the sign is reversed).
BecauseWA0+ε(t, VA0(0)) andVA0+ε(t) are solutions of the same ODE, they never cross. Hence:

∀t ∈ [0, T ], VA0+ε(t)−WA0+ε(t, VA0(0)) > 0. (37)

Also, VA0+ε(t) andVA0(t) areT/2-antisymmetrical. So,‖VA0+ε − VA0‖∞ can be calculated
only from the setS+ of lengthT/2 over whichVA0 − VA0+ε > 0. And then:

‖VA0+ε − VA0‖∞ = max
t∈S+

(
VA0(t)− VA0+ε(t)

)
≤ max

t∈S+

(
VA0(t)−WA0+ε(t, VA0(0))

)
from (37)

≤ max
t∈[0,T ]

|VA0(t)−WA0+ε(t, VA0(0))|. (38)

But maxt∈[0,T ] |WA0+ε(t, VA0(0))− VA0(t)| → 0 whenε → 0, thanks to the Cauchy-Lipschitz
theorem. So, (38) proves thecontinuityof V (t) with respect to parameterA.

Figure 5: FunctionsVA(t) (thin blue), VA+ε(t) (thick red) andWA+ε(t, VA(0)) (dashed red)
represented over[0, T ], first period of the system. In blue, the setS+ = [t−, t+] over which
VA(t) > VA+ε(t), is sufficient to calculate‖VA+ε − VA‖∞.
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Derivability

To show thatA → VA(t) is C1 for norm ‖ ‖∞ over [0, T ], we only need to prove that the initial
condition ofVA: A → VA(0), is C1. Then, by composition with the flow in (35), theC1 property
will extend to allt.

Fix A0 > 0 andε̄ > 0. Considern ∈ N, ε ∈]0, ε̄], and study the properties of

D(n, ε) ∆=
WA0+ε(nT, VA0(0))− VA0(0)

ε
. (39)

First, note that
D(n, ε) →

ε→0
∂AW

(
A0, nT, VA0(0)

)
, (40)

a number well-defined thanks to (35) (Cauchy-Lipschitz theorem).

Second, we can prove that

D(n, ε) →
n→+∞

VA0+ε(0)− VA0(0)
ε

, (41)

uniformly for ε over]0, ε̄]. Theuniformconvergence comes from the fact that the system iscontract-
ing, in the sense of equation (7). Indeed:∣∣∣∣D(n, ε)− VA0+ε(0)− VA0(0)

ε

∣∣∣∣ =
|WA0+ε(nT, VA0(0))− VA0+ε(0)|

ε

=
|WA0+ε(nT, VA0(0))−WA0+ε(nT, VA0+ε(0))|

ε
from (36)

≤ |VA0(0)− VA0+ε(0)|
ε

exp(−nTQ0) from (7)

≤ max
t∈[0,T ]

|VA0(t)−WA0+ε(t, VA0(0))|
ε

exp(−nTQ0) from (38)

≤
(

max
t∈[0,T ]

max
η∈]0,ε̄]

|∂AW
(
A0 + η, t, VA0(0)

)
|
)

exp(−nTQ0),

the last majoration coming from the uniform continuity of functionη → ∂AW
(
A0 + η, t, VA0(0)

)
over [0, ε̄] as a consequence of the Cauchy-Lipschitz theorem. This last line provides the expected
uniform convergence relation, since the majoring term is independent ofε.

Thanks to the uniform convergence of (41), we are allowed to swap limits inn andε for D(n, ε).
This gives

lim
ε→0

(
lim

n→+∞
D(n, ε)

)
= lim

n→+∞

(
lim
ε→0

D(n, ε)
)

lim
ε→0

VA0+ε(0)− VA0(0)
ε

= lim
n→+∞

∂AW
(
A0, nT, VA0(0)

)
,
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where these two limits are ensured to exist by the virtues of uniform convegence. So,A → VA(0) is
a derivable function, and

∂A(VA(0)) = lim
n→+∞

∂AW
(
A,nT, VA(0)

)
.

By composition with the flow (35), we get derivability w.r.t.A for all t, so thatt → ∂AV (A, t)
is a well defined function, derivable int thanks to the Cauchy-Lipschitz theorem (the derivative of
the flow with respect to parameters is still derivable in time).

Better, the temporal derivative oft → ∂AV (A, t) can be calculated and integrated as in Lemma 1
eq. (9), to provide

∂AV (A, t) =
1

1 + exp
(
−

∫ t

s=t−T/2

L′(VA(s))ds
) ∫ t

u=t−T/2

cos(ωu) exp
(
−

∫ t

s=u

L′(VA(s))ds
)
du.

The expression on the right-hand side isC0 w.r.t. parameterA, because it depends continuously on
t → VA(t), which depends continuously onA as we have already proved. So,∂AV (A, t) depends
continuously onA. In other words,A → VA(t) is C1.
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