
HAL Id: inria-00180458
https://inria.hal.science/inria-00180458v1

Preprint submitted on 19 Oct 2007 (v1), last revised 23 Apr 2013 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Gaussian Regularized Sliced Inverse Regression
Caroline Bernard-Michel, Laurent Gardes, Stéphane Girard

To cite this version:
Caroline Bernard-Michel, Laurent Gardes, Stéphane Girard. Gaussian Regularized Sliced Inverse
Regression. 2007. �inria-00180458v1�

https://inria.hal.science/inria-00180458v1
https://hal.archives-ouvertes.fr


Gaussian Regularized Sliced Inverse Regression

Caroline Bernard-Michel, Laurent Gardes, Stéphane Girard?
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Abstract

Sliced Inverse Regression (SIR) is an effective method for dimension reduction in

high-dimensional regression problems. The original method, however, requires the

inversion of the predictors covariance matrix. In case of collinearity between these

predictors or small sample sizes compared to the dimension, the inversion is not possi-

ble and a regularization technique has to be used. Our approach is based on a Fisher

Lecture given by R.D. Cook where it is shown that SIR axes can be interpreted as

solutions of an inverse regression problem. In this paper, a Gaussian prior distribution

is introduced on the unknown parameters of the inverse regression problem in order to

regularize their estimation. We show that some existing SIR regularizations can enter

our framework, which permits a global understanding of these methods. Three new

priors are proposed leading to new regularizations of the SIR method. A comparison

on simulated data is provided.

Keywords: Inverse regression, regularization, sufficient dimension reduction.

1 Introduction

Many methods have been developed for inferring the conditional distribution of an univari-

ate response Y given a predictor X in R
p, ranging from linear regression [11] to support

vector regression [10]. When p is large, sufficient dimension reduction aims at replacing

the predictor X by its projection onto a subspace of smaller dimension without loss of

information on the conditional distribution of Y given X. In this context, the central sub-

space, denoted by SY |X plays an important role. It is defined as the smallest subspace such

that, conditionally on the projection of X on SY |X , Y and X are independent. In other

words, the projection of X on SY |X contains all the information on Y that is available in

the predictor X.

The estimation of the central subspace has received considerable attention since the

past twenty years. Without intending to be exhaustive, we refer to Sliced Inverse Re-

gression (SIR) [17], sliced average variance estimation [5], and graphical regression [6]

methods. Among them, SIR seems to be the most popular one. The original method
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has been adapted to various frameworks and the relative asymptotic properties have been

derived, see for instance [16, 26, 20, 15, 21]. We also refer to [3] for a study of the SIR

finite sample properties, to [12, 22] for the estimation of K = dim(SY |X), the dimension

of the central subspace, and to [1, 13] for extension to functional covariates.

Assuming that K is known and introducing Σ = Cov(X), in the SIR methodology,

a basis of the central subspace is obtained by computing the eigenvectors associated to

the largest K eigenvalues of Σ−1Cov(E(X|Y )). Unfortunately, the classical n− sample

estimate Σ̂ of Σ can be singular, or at least ill-conditioned, in several situations. Indeed,

since rank(Σ̂) ≤ min(n − 1, p), if n ≤ p then Σ̂ is singular. Even when n and p are of the

same order, Σ̂ is ill-conditioned, and its inversion introduces numerical instabilities in the

estimation of the central subspace. Similar phenomena occur when the coordinates of X

are highly correlated.

Some regularizations of the SIR method have been proposed to overcome this limita-

tion. In [4] and [18], a Principal Component Analysis (PCA) is used as a preprocessing

step in order to eliminate the directions in which the random vector X is degenerated.

Thus, for a properly chosen dimension d of the projection subspace, the covariance matrix

of the projected observations is regular. In the sequel, this technique will be referred to as

PCA+SIR. Another method consists in adopting a ridge regression technique (see for in-

stance [11], Chapter 17) i.e. replaces the sample estimate Σ̂ by a perturbed version Σ̂+τIp

where Ip is the p × p identity matrix and τ is a positive real number [25]. Here, the idea

is that, for τ large enough, Σ̂ + τIp is regular and its condition number increases with τ .

Similarly, in [23], regularized discriminant analysis [14] is adapted to the SIR framework.

More recently, it is proposed in [19] to interpret SIR as an optimization problem and to

introduce L1− and L2− penalty terms in the optimized criterion.

Our approach is based on a Fisher Lecture given by R.D. Cook [8] where it is shown

that the axes spanning the central subspace can be interpreted as the solutions of an

inverse regression problem. In this paper, a Gaussian prior is introduced on the unknown

parameters of the inverse regression problem in order to regularize their estimation. We

show that the previously mentioned techniques [4, 18, 25] can enter our framework, which

permits a global understanding of these methods. Three new priors are proposed leading

to new regularizations of the SIR method. A comparison with the L2− regularization

introduced in [19] is also provided. It is shown that, from the theoretical point of view,

the proposed L2− regularization cannot be justified.

This paper is organized as follows. In Section 2, an adaptation of the inverse regres-

sion model to our framework is presented. Section 3 is dedicated to the regularization

aspects. Theoretical comparisons with existing approaches as well as new methods are

provided. Finite sample properties are illustrated in Section 4. Proofs are postponed to

the Appendix.
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2 Inverse regression without regularization

Consider X a R
p− random vector, Y the real response variable and let us denote by SY |X

the central subspace. In the following, for the sake of simplicity, we assume that K =

dim(SY |X) = 1. We thus introduce β ∈ R
p such that SY |X = span(β). In Subsection 2.1,

the considered inverse regression model [8] is presented. The estimation of the unknown

parameters is discussed in Subsection 2.2 and the links with the SIR method are established

in Subsection 2.3.

2.1 Inverse regression model

The following inverse regression model is considered:

X = µ + c(Y )V b + ε, (1)

where µ and b are non-random R
p− vectors, ε is a centered R

p− Gaussian random vector,

independent of Y , with covariance matrix Cov(ε) = V and c : R → R is a nonrandom

function. Under this model,

E(X|Y = y) = µ + c(y)V b,

and thus, after translation by µ, the conditional expectation of X given Y is a degenerate

random vector located on the axis V b. In the sequel, it will appear that, under appropriate

conditions, the maximum likelihood estimator of b is (up to a scale parameter) the SIR

estimator of β. Moreover, note that, under (1), one has

c(y) =
E(bt(X − µ)|Y = y)

btV b
. (2)

Now, neglecting the noise term and restricting ourselves to the single-index case, the

forward model of SIR asserts that there exists a univariate link function g such that

Y = g(btX) or equivalently, btX = g−1(Y ). Thus, replacing in (2) yields

c(y) =
g−1(y) − btµ

btV b
,

i.e. the coordinate function is, up to an affine function, the inverse of the link function in

the single-index forward model of SIR.

2.2 Maximum likelihood estimation

We now address the estimation of the coordinate function c(.), the axis b, the covariance

matrix V and the location parameter µ in model (1). To this end, we focus on a projec-

tion estimator of the unknown function c(.). More precisely, it is expanded as a linear

combination of h basis functions sj(.), j = 1, . . . , h:

c(.) =
h
∑

j=1

cjsj(.),
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where the coefficients cj , j = 1, . . . , h are unknown whereas h is supposed to be known.

Introducing c = (c1, . . . , ch)t and s(.) = (s1(.), . . . , sh(.))t, model (1) can be rewritten as

X = µ + st(Y )cV b + ε. (3)

Let (Xi, Yi), i = 1, . . . , n be a sample of independent random variables distributed as

(X,Y ). Clearly, estimating (µ, V, b, c) by maximization of the likelihood in model (3)

consists in minimizing

G(µ, V, b, c) = log detV +
1

n

n
∑

i=1

(µ + st(Yi)cV b − Xi)
tV −1(µ + st(Yi)cV b − Xi), (4)

with respect to (µ, V, b, c). Note that G(µ, V, b, c) can also be interpreted as a discrepancy

functional, see equation (5) in [9]. Up to our knowledge, the introduction of such functional

in the inverse regression framework is due to [7]. The functional G(µ, V, b, c) generalizes

equation (3) in [19] since, here, no assumptions are made on the basis functions sj(.),

j = 1, . . . , h. Let us introduce the h × h empirical covariance matrix W of s(Y ) defined

by

W =
1

n

n
∑

i=1

(s(Yi) − s̄)(s(Yi) − s̄)t,

the h × p matrix M defined by

M =
1

n

n
∑

i=1

(s(Yi) − s̄)(Xi − X̄)t,

and Σ̂ the empirical p × p covariance matrix of X

Σ̂ =
1

n

n
∑

i=1

(Xi − X̄)(Xi − X̄)t,

where

X̄ =
1

n

n
∑

i=1

Xi and s̄ =
1

n

n
∑

i=1

s(Yi).

Using these notations, standard calculations show that G(µ, V, b, c) can be rewritten as

G(µ, V, b, c) = log det V + tr(Σ̂V −1) + (µ − X̄ + s̄tcV b)tV −1(µ − X̄ + s̄tcV b)

+ (ctWc)(btV b) − 2ctMb,

and thus the maximum likelihood estimators of µ, V , b and c are closed-form.

Proposition 1 Under (3), if W and Σ̂ are regular, then the maximum likelihood estimator

of (µ, V, b, c) is defined by:

• b̂ is the eigenvector associated to the largest eigenvalue λ̂ of Σ̂−1M tW−1M ,

• ĉ =
1

b̂tV̂ b̂
W−1Mb̂,
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• µ̂ = X̄ − s̄tĉV̂ b̂,

• V̂ = Σ̂ −
λ̂

b̂tΣ̂b̂
Σ̂b̂b̂tΣ̂.

In the next paragraph, we show that the SIR method corresponds to the particular case

of piecewise constant basis functions sj(.), j = 1, . . . , h.

2.3 Sliced Inverse Regression (SIR)

Suppose the range of Y is partitioned into h+1 non-overlapping slices Sj, j = 1, . . . , h+1

and consider the h basis functions defined by

sj(.) = I{. ∈ Sj}, j = 1, . . . , h (5)

where I is the indicator function. Let us denote by nj the number of Yi on the slice

j = 1, . . . , h +1, define the corresponding proportion by fj = nj/n, the empirical mean of

X given Y ∈ Sj by

X̄j =
1

nj

∑

Yi∈Sj

Xi

and let Γ the p × p empirical ”between slices” covariance matrix defined by

Γ =

h+1
∑

j=1

fj(X̄j − X̄)(X̄j − X̄)t.

In this context, the following consequence of Proposition 1 can be established.

Corollary 1 Under (3) and (5), if Σ̂ is regular, then the maximum likelihood estimator

b̂ of b is the eigenvector associated to the largest eigenvalue of Σ̂−1Γ.

To summarize, the maximum likelihood estimator of b is (up to a scale factor) the classical

SIR estimator of the axis β spanning the central subspace. The next section is dedicated

to the introduction of a regularization in the inverse regression problem in order to avoid

the inversion of Σ̂.

3 Regularized inverse regression

First, we present in Subsection 3.1 how the introduction of a prior information on the

unknown axis b can overcome the SIR limitations due to the ill-conditioning or singularity

of Σ̂. Second, some links with the existing SIR regularizations are highlighted in Subsec-

tion 3.2. Finally, basing on our framework, three new regularizations of the SIR method

are introduced in Subsection 3.3.
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3.1 Our approach

We propose to introduce a prior information on the projection of X on b appearing in

model (3). More precisely, we assume that

(

btV b

btΣb

)1/2

(s(Y ) − s̄)tcb ∼ N (0,Ω), (6)

where N (0,Ω) is the multivariate centered Gaussian distribution with covariance ma-

trix Ω. The role of the matrix Ω is to describe which directions in R
p are the most likely

to contain b. Some examples are provided in the next two paragraphs. As a compari-

son, in [2], a Bayesian estimation method is proposed basing on B-splines approximation

of the link function g in the forward model and a Fisher-von Mises prior on the axis b.

In our approach, working on the inverse regression model allows to obtain explicit solu-

tions, see Proposition 2 below. Maximum A Posteriori (MAP) estimators are obtained by

minimizing

GΩ(µ, V, b, c) = G(µ, V, b, c) +
(btΩ−1b)(btV b)(ctWc)

btΣb
(7)

with respect to (µ, V, b, c). Comparing to (4), the additional term due to the prior in-

formation can be read as a regularization term in Tikhonov theory, see for instance [24],

Chapter 1, penalizing large projections on the axis. The scalar factor (btV b/btΣb)1/2 is

introduced in (6) to normalize the amplitude of the penalization. The following result can

be stated:

Proposition 2 Under (3) and (6), if W and ΩΣ̂+Ip are regular, then the MAP estimator

of (µ, V, b, c) is defined by:

• b̂ is the eigenvector associated to the largest eigenvalue λ̂ of (ΩΣ̂+Ip)
−1ΩM tW−1M ,

• ĉ =
1

(1 + η(b̂))b̂tV̂ b̂
W−1Mb̂, where η(b̂) =

b̂tΩ−1b̂

b̂tΣ̂b̂
,

• µ̂ = X̄ − s̄tĉV̂ b̂,

• V̂ = Σ̂ −
λ̂

b̂tΣ̂b̂
Σ̂b̂b̂tΣ̂.

Compared to Proposition 1, the inversion of Σ̂ is replaced by the inversion of ΩΣ̂ + Ip.

Thus, for a properly chosen prior matrix Ω, the numerical instabilities in the estimation

of b disappear. As previously, this result can be applied to the particular case of the SIR

method.

Corollary 2 Under (3), (5) and (6), if ΩΣ̂ + Ip is regular, then the MAP estimator of b

is the eigenvector associated to the largest eigenvalue of (ΩΣ̂ + Ip)
−1ΩΓ.

In the following, the above estimator of the axis b will be referred to as the Gaussian

Regularized Sliced Inverse Regression (GRSIR) estimator. Some examples of possible

prior covariance matrices Ω are now presented.
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3.2 Links with existing methods

In all the next examples, a non-negative parameter τ is introduced in the prior covariance

matrix in order to tune the importance of the penalty term in (7). Consequently, in the

sequel, τ is called a regularization parameter.

Classical SIR approach. It is easily seen from Corollary 2 that choosing the prior

covariance matrix Ω0 = (τ Σ̂)−1 in GRSIR gives back SIR, and this for all τ > 0. This

prior matrix indicates that directions corresponding to small variances are most likely, i.e

the SIR method favors directions in which Σ̂ is close to singularity. In practice, this choice

yields instabilities in the estimation.

Ridge approach [25]. The simplest choice for the prior covariance matrix is Ω1 =

τ−1Ip. In this case, the identity matrix indicates that no privileged direction for b is

available. Following Corollary 2, the corresponding GRSIR estimator of b is the eigenvector

of (Σ̂+τIp)
−1Γ associated to its largest eigenvalue, which is the ridge estimator introduced

in [25].

PCA+SIR approach [4, 18]. As already seen, a popular technique to overcome the

singularity problems of Σ̂ is to use PCA as a preprocessing step [4, 18]. The principle is the

following. Let d ∈ N be fixed and denote by λ1 ≥ · · · ≥ λd the d largest eigenvalues of Σ̂

(supposed to be positive), q1, . . . , qd the associated eigenvectors and Sd = span(q1, . . . , qd)

the linear subspace spanned by q1, . . . , qd. The first step consists in projecting the predic-

tors on Sd. The second step is to perform SIR in this subspace. The next result shows

that this method corresponds to a particular prior covariance matrix.

Proposition 3 PCA+SIR corresponds to GRSIR with prior covariance matrix

Ω2 =
1

τ

d
∑

j=1

1

λj
qjq

t
j,

where τ > 0 is arbitrary.

Let us note that although Ω2 depends on τ , the GRSIR estimator does not, since there is

no regularization parameter in the PCA+SIR methodology.

Li and Yin’s approach [19]. In this paper, the proposed L2− regularization consists

in estimating (b, c) by minimization of

Hτ (b, c) =

h
∑

j=1

fj(µ + Σ̂cjb − X̄j)
tN(µ + Σ̂cjb − X̄j) + τbtb,

the matrix N being either N = Ip or N = Σ̂−1. In our opinion, this approach suffers from

a lack of invariance since the functional Hτ does not penalize the same way two different

7



axes (b and 2b for instance) defining the same direction. As a consequence, one can show

that the only possible solution b̂ of the minimization problem is b̂ = 0:

Proposition 4 Let τ > 0 and let N be a regular and symmetric matrix.

If (b̂, ĉ) ∈ arg min
b,c

Hτ (b, c) then b̂ = 0.

In view of this result, the proposed alternating least squares algorithm ([19], Section 2)

cannot be justified theoretically. As a comparison, our method does not yield this kind

of problem thanks to the invariance property: GΩ(µ, V, tb, c/t) = GΩ(µ, V, b, c) for all real

number t 6= 0. We now propose some alternative choices of the covariance matrix Ω

yielding new regularizations of the SIR method.

3.3 Three new SIR regularizations

Tikhonov regularization. An alternative choice of the prior covariance matrix is Ω3 =

τ−1Σ̂. Comparing Ω3 to the matrix Ω0 associated to the SIR method, it appears that the

underlying ideas are opposite. Here, directions corresponding to large variances are most

likely. The associated GRSIR estimator of the axis b is the eigenvector of (Σ̂2 + τIp)
−1Σ̂Γ

associated to its largest eigenvalue. In the following, this estimator will be referred to as

the Tikhonov estimator. Indeed, let us recall that the classical SIR estimator is obtained

by a spectral decomposition of Σ̂−1Γ. For all k = 1, . . . , p, denote by xk the k−th column

of this matrix. Computing xk is equivalent to solving with respect to x the linear system

Σ̂x = Γk where Γk is the k−th column of Γ. The associated Tikhonov minimization

problem (see (1.34) in [24]) can be written as

xk = arg min
x

‖Σ̂x − Γk‖
2 + τ‖x‖2 = (Σ̂2 + τIp)

−1Σ̂Γk.

Thus, in this framework, (Σ̂−1Γ)k is estimated by (Σ̂2+τIp)
−1Σ̂Γk and consequently Σ̂−1Γ

is estimated by (Σ̂2 + τIp)
−1Σ̂Γ.

Dimension reduction approaches. It has been seen in Proposition 3, that the PCA+SIR

approach is equivalent to using the prior covariance matrix Ω2 in GRSIR. The following

result is an extension to more general covariance matrices.

Proposition 5 For all real function ϕ let

Ω(ϕ) =

d
∑

j=1

ϕ(λj)qjq
t
j.

Then, the associated GRSIR estimator can be obtained by first projecting the predictors

on Sd = span(q1, . . . , qd) and second performing GRSIR on the projected predictors with

prior covariance matrix

Ω̃(ϕ) =

p
∑

j=1

ϕ(λj)qjq
t
j.
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The dimension d plays the role of a ”cut-off” parameter, since when computing b̂, all

directions qd+1, . . . , qp are discarded. Three illustrations of this result can be given:

• Choosing ϕ(t) = 1/(τt), we obtain Ω(1/(τ Id)) = Ω2 and Ω̃(1/(τ Id)) = (τ Σ̂)−1 = Ω0,

where Id is the identity function. It appears that Proposition 3 is a particular case

of Proposition 5. As already discussed, since the choice of Ω0 as a prior covariance

matrix seems not very natural, we thus propose two new choices.

• First, ϕ(t) = 1/τ yields

Ω4
def
= Ω(1/τ) =

1

τ

d
∑

j=1

qjq
t
j,

and Ω̃(1/τ) = Ip/τ = Ω1. Consequently, this new method consists in applying the

ridge approach [25] on the projected predictors, the interpretation being that, in the

subspace Sd, all directions share the same prior probability. This method will be

referred to as PCA+ridge.

• Second, ϕ(t) = t/τ yields

Ω5
def
= Ω(Id/τ) =

1

τ

d
∑

j=1

λjqjq
t
j,

and Ω̃(Id/τ) = Σ̂/τ = Ω3. This new method consists in applying Tikhonov approach

on the projected predictors. In this context, directions of Sd carrying a large fraction

of the total variance of X are more likely. This method will be referred to as

PCA+Tikhonov.

In the next section, GRSIR methods associated to the prior covariance matrices Ω0 (SIR),

Ω1 (ridge), Ω2 (PCA+SIR), Ω3 (Tikhonov), Ω4 (PCA+ridge) and Ω5 (PCA+Tikhonov)

are compared on simulated data.

4 Numerical experiments

In these experiments, a sample of size n = 100 of the random pair (X,Y ) is considered,

where X ∈ R
p with p = 50 and Y ∈ R. The random vector X is centered with covariance

matrix Σ = Q∆Qt where Q is an orthogonal matrix randomly chosen and ∆ is the diagonal

matrix containing the eigenvalues of Σ defined by ∆ =diag{1θ , 2θ, . . . , pθ}. Several values

of θ will be considered. Note that the condition number of Σ is given by pθ and is thus an

increasing function of θ. The random variable Y is given by

Y = sin
( π

2σ
βtX

)

,

where the true index is β = p−1/2(1, . . . , 1)t and σ is the standard deviation of the pro-

jection of X on β i.e. σ = (βtΣβ)1/2. In all the experiments, the quality of the estimate
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b̂ (supposed to be normed) is evaluated by computing the mean squared cosine (β tb̂)2 on

N = 100 replications of the simulated model.

The first part of the study is dedicated to the illustration of the dependence of the

above methods with respect to the regularization parameter τ . A logarithmic scale was

adopted, 150 values of log10(τ) regularly distributed in [−5, 25] were considered. Here, we

limit ourselves to θ = 2 and d = 20 in the PCA+SIR, PCA+ridge and PCA+Tikhonov

methods. Results are displayed on Figure 1 and Figure 2. It appears that the classical

SIR approach gives very poor results in such a situation where n and p are of the same

order. Ridge and Tikhonov regularizations can bring a significant improvement provided

τ is large enough. One can see that Tikhonov regularization can outperform the ridge re-

gression but the choice of the regularization parameter is more crucial. PCA+SIR obtains

reasonable results compared to SIR, with the advantage of do not requiring the selection

of τ . The selection of d is addressed in our third experiment. Note that PCA+ridge and

PCA+Tikhonov methods both outperform PCA+SIR for all values of the regularization

parameter. Moreover, PCA+ridge and PCA+Tikhonov methods are less sensitive to the

choice of τ than ridge and Tikhonov methods. The pairs (β tXi, Yi), i = 1, . . . , n are rep-

resented on Figure 3 for one of the N = 100 simulated datasets. As a comparison, for

the same dataset, the pairs (b̂tXi, Yi), i = 1, . . . , n are plotted on Figure 4, where b̂ is the

axis estimated by the PCA+ridge method, with the optimal regularization parameter, i.e.

maximizing the squared cosine. It appears that, even in this difficult situation, the shape

of the link function still appears along the estimated axis.

In the second part of the experiment, the robustness with respect to the condition

number is investigated by varying θ in {0, 0.1, 0.2, . . . , 3}. For each value within this

set, the optimal regularization parameter has been selected for each method and the

corresponding squared cosine is displayed on Figure 5 and Figure 6. Clearly, the classical

SIR method is very sensitive to the ill-conditioning of the covariance matrix. For all the

other considered methods, results are getting better while the condition number increases.

Note that ridge and Tikhonov methods as well as PCA+ridge and PCA+Tikhonov yield

very similar results.

The third experiment in dedicated to the illustration of the role of d in PCA+SIR,

PCA+ridge and PCA+Tikhonov methods. Here, the condition number is fixed by choos-

ing θ = 2. For each value of d in {0, 1, . . . , p}, the optimal regularization parameter has

been selected for each method and the corresponding squared cosine is displayed on Fig-

ure 7. One can see that the PCA+SIR method is very sensitive to d. Indeed, if d is large,

then this approach reduces to SIR, whose accuracy is low for large dimensions. At the

opposite, PCA+ridge and PCA+Tikhonov results remain stable as d increases, since these

methods get close to ridge and Tikhonov methods respectively.

10



5 Concluding remarks

A new framework has been presented to regularize the SIR method. It provides new

interpretations of the existing methods as well as the construction of new regularization

techniques. Among them, it appears that the PCA+ridge and PCA+Tikhonov methods

are interesting alternatives to the existing PCA+SIR [4, 18] and ridge [25] methods. The

use of a ”cut-off” dimension d permits to limit the sensibility to the choice of the regular-

ization parameter τ . The choice of this dimension itself seems not crucial since for large

value the above methods are close to the ridge and Tikhonov techniques. In our exper-

iments, the choice d = p/2 appears as a good heuristics in most situations. Of course,

an automatic selection of (τ, d) would be of interest. To this end, the construction of a

generalized cross-validation criterion is under investigation. We also plan to study the

introduction on non-Gaussian priors in order to obtain L1− penalizations and thus sparse

estimates of β.
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[2] Antoniadis, A., Grégoire, G. and McKeague, I.W. (2004) Bayesian estimation in

single-index models. Statistica Sinica, 14, 1147–1164.

[3] Aragon, Y. and Saracco, J. (1997). Sliced Inverse Regression: an appraisal of small

sample alternatives to slicing. Computational Statistics, 12, 109–130.

[4] Chiaromonte, F. and Martinelli, J. (2002). Dimension reduction strategies for ana-

lyzing global gene expression data with a response. Mathematical Bio- sciences, 176,

123–144.

[5] Cook, R.D. and Weisberg, S. (1991). Discussion of ”Sliced inverse regression for di-

mension reduction” by K.C. Li, Journal of the American Statistical Association, 86,

328–332.

[6] Cook, R.D. (1998). Regression graphics. Ideas for studying regressions through graph-

ics. Wiley Series in Probability and Statistics, New York.

[7] Cook, R.D. (2004). Testing predictor contributions in sufficient dimension reduction.

The Annals of Statistics, 32, 1062–1092.

[8] Cook, R.D. (2005). Fisher Lecture: Dimension reduction in regression. Joint Statis-

tical Meetings, Minneapolis.

11



[9] Cook, R.D. and Ni, L. (2005). Sufficient dimension reduction via inverse regression:

A minimum discrepancy approach. Journal of the American Statistical Association,

100, 410–428.

[10] Cristianini, N. and Shawe-Taylor, J. (2000). An Introduction to Support Vector Ma-

chines and Other Kernel-based Learning Methods. Cambridge University Press.

[11] Draper, N.R. and Smith, R. (1998). Applied regression analysis (3rd edition), Wiley.
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Appendix: Proofs

Proof of Proposition 1. Annulling the gradients of G(µ, V, b, c) yields the system of

equations

1

2
∇µG = V̂ −1(µ̂ − X̄ + s̄tĉV̂ b̂) = 0, (8)

1

2
∇bG =

(

(ĉts̄)2 + ĉtWĉ
)

V̂ b̂ − M tĉ + (ĉts̄)(µ̂ − X̄) = 0, (9)

1

2
∇cG = (b̂tV̂ b̂)(s̄s̄t + W )ĉ − Mb̂ + (µ̂ − X̄)tb̂s̄ = 0, (10)

∇V G = V̂ −1 + b̂b̂t
(

(ĉts̄)2 + ĉtWĉ
)

− V̂ −1
(

(µ̂ − X̄)(µ̂ − X̄)t + Σ̂
)

V̂ −1 = 0. (11)

From (8), we have

µ̂ = X̄ − s̄tĉV̂ b̂. (12)

Replacing in (9) and (10) yields the simplified system of equations

(ĉtWĉ)V̂ b̂ = M tĉ, (13)

(b̂tV̂ b̂)Wĉ = Mb̂. (14)

Assuming W is regular, equation (14) entails

ĉ = W−1Mb̂/b̂tV̂ b̂

and replacing in (13) yields

(ĉtWĉ)(b̂tV̂ b̂)V̂ b = M tW−1Mb̂. (15)

Now, multiplying (11) on the left and on the right by V̂ and taking account of (12), the

following equation follows

Σ̂ = V̂ + (ĉtWĉ)V̂ b̂b̂tV̂ . (16)

As a consequence of (16), we have

Σ̂b̂ =
(

1 + (ĉtWĉ)(b̂tV̂ b̂)
)

V̂ b̂, (17)
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which means that Σ̂b̂ is proportional to V̂ b̂. As a consequence, one also has

V̂ b̂ = θ(b̂)Σ̂b̂, (18)

where we have defined

θ(b̂) =
b̂tV̂ b̂

b̂tΣ̂b̂
.

Substituting (18) in (15) yields

(ĉtWĉ)(b̂tV̂ b̂)θ(b̂)Σ̂b = M tW−1Mb̂

and thus b is an eigenvector of Σ̂−1M tW−1M . Let us denote by λ̂ the associated eigenvalue

λ̂ = (ĉtWĉ)(b̂tV̂ b̂)θ(b̂). (19)

Collecting (17) and (18) yields

1

θ(b̂)
= 1 + (ĉtWĉ)(b̂tV̂ b̂),

and thus the eigenvalue can be rewritten as

λ̂ = 1 − θ(b̂).

Moreover, we have, from (13),

ĉtMb̂ = λ̂/θ(b̂),

tr(Σ̂V̂ −1) = p + λ̂/θ(b̂),

log det V̂ = log det Σ̂ − log det
(

Ip + (ĉtWĉ)V̂ b̂b̂t
)

= log det Σ̂ − log
(

1 + λ̂/θ(b̂)
)

,

entailing

G(µ̂, V̂ , b̂, ĉ) = p + log det Σ̂ − log
(

1 + λ̂/θ(b̂)
)

= p + log det Σ̂ + log(1 − λ̂).

As a consequence, to minimize G, λ̂ should be the largest eigenvalue. Finally, let us

consider

V0 = Σ̂ −
λ̂

b̂tΣb̂
Σ̂b̂b̂tΣ̂,

leading to

V0 + (ĉtWĉ)V0b̂b̂
tV0 = Σ̂ +

(

(ĉtWĉ)θ2(b̂) −
λ̂

b̂tΣb̂

)

Σ̂b̂b̂tΣ̂

= Σ̂ +
λ̂θ(b̂)

b̂tV0b̂

(

(ĉtWĉ)(b̂tV0b̂)θ(b̂) − λ̂
)

Σ̂b̂b̂tΣ̂

= Σ̂,

in view of (19) and thus V0 verifies equation (16).
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Proof of Corollary 1. Let us remark that, under (5), the coefficients of Wij of W are

given by Wij = fiI{i = j} − fifj for all (i, j) ∈ {1, . . . , h}2. The inverse matrix of W is

W−1 = diag

(

1

f1
, . . . ,

1

fj

)

+
1

fh+1
U,

where U is the h × h matrix defined by Uij = 1 for all (i, j) ∈ {1, . . . , h} × {1, . . . , h}.

Since the j− line of M is given by fj(X̄j − X̄)t for all j = 1, . . . , h and taking account of

U2 = fh+1U , we have

M tW−1M =
h
∑

j=1

fj(X̄j − X̄)(X̄j − X̄)t +
1

fh+1
M tUM

=
h
∑

j=1

fj(X̄j − X̄)(X̄j − X̄)t +
1

hfh+1
(M tU)(M tU)t. (20)

Now, remarking that all the columns of M tU are equal to

h
∑

j=1

fj(X̄j − X̄) =

h
∑

j=1

fj(X̄j − X̄) − fh+1(X̄h+1 − X̄)

= −fh+1(X̄h+1 − X̄),

if follows that

(M tU)(M tU)t = hf2
h+1(X̄h+1 − X̄)(X̄h+1 − X̄)t

and thus replacing in (20) yields

M tW−1M =

h+1
∑

j=1

fj(X̄j − X̄)(X̄j − X̄)t

= Γ.

The result is then a consequence of Proposition 1.

Proof of Proposition 2. The proof is similar to the one of Proposition 1. First, remark

that equation (8) still holds and thus µ̂ = X̄− s̄tĉV̂ b̂. Let us recall the following definitions

θ(b̂) =
b̂tV̂ b̂

b̂tΣ̂b̂
and η(b̂) =

b̂tΩ−1b̂

b̂tΣ̂b̂
.

Annulling the gradients of GΩ(µ, V, b, c) yields the system of equations

(ĉtWĉ)
(

ΩV̂ b̂ + θ(b̂)b̂ + η(b̂)Ω(V̂ b̂ − θ(b̂)Σ̂b̂)
)

= ΩM tĉ, (21)

(b̂tV̂ b̂)(1 + η(b̂))Wĉ = Mb̂, (22)

V̂ −1 + b̂b̂t(ĉtWĉ)(1 + η(b̂)) = V̂ −1Σ̂V̂ −1. (23)
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Assuming W is regular, equation (22) entails

ĉ = W−1Mb̂/((1 + η(b̂))(b̂tV̂ b̂))

and replacing in (21) yields

(ĉtWĉ)(b̂tV̂ b̂)(1 + η(b̂))
(

ΩV̂ b̂ + θ(b̂)b̂ + η(b̂)Ω(V̂ b̂ − θ(b̂)Σ̂b̂)
)

= ΩM tW−1Mb̂. (24)

Now, multiplying (23) on the left and on the right by V̂ , it follows that

Σ̂ = V̂ + (ĉtWĉ)(1 + η(b̂))V̂ b̂b̂tV̂ , (25)

leading to

Σ̂b̂ =
(

1 + (ĉtWĉ)(b̂tV̂ b̂)(1 + η(b̂))
)

V̂ b̂, (26)

which means that Σ̂b̂ is proportional to V̂ b̂. As a consequence, one also has

V̂ b̂ = θ(b̂)Σ̂b̂, (27)

and replacing in (24) yields

(ĉtWĉ)(b̂tV̂ b̂)(1 + η(b̂))θ(b̂)
(

ΩΣ̂ + Ip

)

b̂ = ΩM tW−1Mb̂,

and thus b is an eigenvector of (ΩΣ̂+ Ip)
−1ΩM tW−1M . Let us denote by λ̂ the associated

eigenvalue

λ̂ = (ĉtWĉ)(b̂tV̂ b̂)(1 + η(b̂))θ(b̂). (28)

Collecting (26) and (27) yields

1

θ(b̂)
= 1 + (ĉtWĉ)(b̂tV̂ b̂)(1 + η(b̂))

and consequently the eigenvalue can be rewritten as

λ̂ = 1 − θ(b̂).

Now, let us remark that

ĉtMb̂ = λ̂/θ(b̂),

tr(Σ̂V̂ −1) = p + λ̂/θ(b̂),

log det V̂ = log det Σ̂ − log
(

1 + λ̂/θ(b̂)
)

,

entailing

GΩ(µ̂, V̂ , b̂, ĉ) = p + log det Σ̂ − log(1 + λ̂/θ(b̂))

= p + log det Σ̂ + log(1 − λ̂)
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As a consequence, to minimize GΩ, λ̂ should be the largest eigenvalue. Finally, let us

consider

V0 = Σ̂ −
λ̂

b̂tΣb̂
Σ̂b̂b̂tΣ̂,

leading to

V0 + (ĉtWĉ)(1 + η(b̂))V0b̂b̂
tV0 = Σ̂ +

(

(ĉtWĉ)(1 + η(b̂))θ2(b̂) −
λ̂

b̂tΣb̂

)

Σ̂b̂b̂tΣ̂

= Σ̂ +
λ̂θ(b̂)

b̂tV0b̂

(

(ĉtWĉ)(b̂tV0b̂)(1 + η(b̂))θ(b̂) − λ̂
)

Σ̂b̂b̂tΣ̂

= Σ̂,

in view of (28) and thus V0 verifies equation (25).

Proof of Proposition 3. Let P be the projection matrix on Sd:

P =
d
∑

j=1

qjq
t
j,

and, for all i = 1, . . . , n consider the projected predictor defined by X̃i = PXi. Introducing

Γ̃ = PΓP the empirical ”between slices” matrix associated to X̃1, . . . , X̃n and Σ̃ = P Σ̂P

the corresponding covariance matrix, the PCA+SIR method finds b̃ such that

Γ̃b̃ = λ̃Σ̃b̃,

where λ̃ ∈ R, or equivalently,

PΓP b̃ = λ̃P Σ̂P b̃.

Remarking that P Σ̂P = Σ̂P , we have, for all τ > 0,

PΓP b̃ =
λ̃

1 + τ
(P Σ̂ + τ Σ̂)P b̃,

and defining b = P b̃ and λ = λ̃/(1 + τ), it follows that

PΓb = λ(P Σ̂ + τ Σ̂)b.

Since P = τ Σ̂Ω2, we thus have

Σ̂Ω2Γb = λ(Σ̂Ω2Σ̂ + Σ̂)b,

which means that b is an eigenvector of (Ω2Σ̂+Ip)
−1Ω2Γ. Corollary 2 concludes the proof,

i.e. b is the GRSIR estimator with prior covariance matrix Ω2.
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Proof of Proposition 4. Let (b̂, ĉ) ∈ arg minHτ . We thus have ∇bHτ (b̂, ĉ) = 0 and
∂Hτ (b̂,ĉ)

∂cj
= 0 for all j = 1, . . . , h. These equations can be rewritten as





h
∑

j=1

fj ĉ
2
j



 Σ̂N Σ̂b̂ − Σ̂N

h
∑

j=1

fj ĉj(X̄j − µ) = −τ b̂, (29)

ĉj b̂
tΣ̂N Σ̂b̂ − b̂tΣ̂N(X̄j − µ) = 0. (30)

Multiplying (29) on the left by b̂t, it yields,





h
∑

j=1

fj ĉ
2
j



 b̂tΣ̂N Σ̂b̂ − b̂tΣ̂N
h
∑

j=1

fj ĉj(X̄j − µ) = −τ‖b̂‖2,

and, from (30), we get τ‖b̂‖2 = 0. Consequently, b̂ = 0.

Proof of Proposition 5. Here, we adopt the notations introduced in the proof of

Proposition 3. The GRSIR estimator b̃ computed on the projected predictors X̃1, . . . , X̃n

verifies

Ω̃(ϕ)Γ̃b̃ = λ̃(Ω̃(ϕ)Σ̃ + Ip)b̃,

or equivalently

Ω̃(ϕ)PΓP b̃ = λ̃(Ω̃(ϕ)P Σ̂P + Ip)b̃.

Multiplying this equation by P on the left, we obtain

P Ω̃(ϕ)PΓP b̃ = λ̃(P Ω̃(ϕ)P Σ̂P + P )b̃.

Since P Ω̃(ϕ)P = Ω(ϕ), and introducing b = P b̃, it follows that

Ω(ϕ)Γb = λ̃(Ω(ϕ)Σ̂ + Ip)b,

which means that b is an eigenvector of (Ω(ϕ)Σ̂ + Ip)
−1Ω(ϕ)Γ. Corollary 2 concludes the

proof, i.e. b is the GRSIR estimator with prior covariance matrix Ω(ϕ).
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Figure 1: Sensibility of GRSIR with respect to the regularization parameter. Horizontally:

log10(τ), vertically: (βtb̂)2. Continuous line: Ω0 (SIR), dotted line: Ω1 (ridge), dashed

line: Ω3 (Tikhonov).
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Figure 2: Sensibility of GRSIR with respect to the regularization parameter. The cut-off

dimension is chosen to d = 20. Horizontally: log10(τ), vertically: (βtb̂)2. Continuous line:

Ω2 (PCA+SIR), dotted line: Ω4 (PCA+ridge), dashed line: Ω5 (PCA+Tikhonov).
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Figure 3: An example of pairs (βtXi, Yi), i = 1, . . . , n obtained after projecting the co-

variates on the true axis β.
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Figure 4: Corresponding pairs (b̂tXi, Yi), i = 1, . . . , n obtained after projecting the covari-

ates on the axis b̂ computed by GRSIR with prior covariance matrix Ω4 (PCA+ridge).
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Figure 5: Sensibility of GRSIR with respect to the condition number of the covariance

matrix. Horizontally: θ, vertically: (β t b̂)2. Continuous line: Ω0 (SIR), dotted line: Ω1

(ridge), dashed line: Ω3 (Tikhonov).
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Figure 6: Sensibility of GRSIR with respect to the condition number of the covari-

ance matrix. The cut-off dimension is chosen to d = 20. Horizontally: θ, vertically:

(βtb̂)2. Continuous line: Ω2 (PCA+SIR), dotted line: Ω4 (PCA+ridge), dashed line: Ω5

(PCA+Tikhonov).
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Figure 7: Sensibility of GRSIR with respect to the cut-off dimension. Horizontally: d,

vertically: (βtb̂)2. Continuous line: Ω2 (PCA+SIR), dotted line: Ω4 (PCA+ridge), dashed

line: Ω5 (PCA+Tikhonov).
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