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Abstract

We exhibit a complete set of syzygies on a generating set of differential invariants.
For that we elaborate on the reinterpretation of Cartan’s moving frame by Fels
and Olver (1999) and provide the constructive tools and software for performing
symmetry reduction on differential systems.
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Introduction

Group actions are ubiquitous in mathematics and arise in diverse fields of
science and engineering. Whether algebraic or differential, one can distinguish
two families of applications for invariants of group actions: equivalence prob-
lems, together with classification and canonical forms, and symmetry reduc-
tion. This paper deals more specifically with differential invariants and attends
more particularly to symmetry reduction. To that end, invariants are used to
take into account the symmetry of a problem, mainly in order to reduce its
size or its analysis. The computational requirements include four main com-
ponents: the explicit computation of a generating set of invariants (1), and
the relations among them (2); procedures for rewriting the problem in terms
of the invariants (3); and finally procedures for computing in the algebra of
invariants (4). In this paper we focus on (2) and (3), in the case of differential
invariants, while (1) and (4) were consistently addressed by Hubert and Ko
kad (R007aH) and Huberf (R005H) respectively. This paper thus completes an
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algorithmic suite. While component (4) has been implemented as a generaliza-
tion of the MAPLE library diffalg (Boulier and Huberf], [998; Huber{], 20054)),
components (1-3) is implemented in our Maple package AIDA (Huberf, P007H)
that works on top of the MAPLE library DifferentialGeometry (Anderson and
[ et al], R007), as well as diffalg. Some non trivial applications of the packages
AIDA and the generalized diffalg were presented by [Hubert and Olver (2007).

With minimal amount of data on the group action, we shall characterize two
generating sets of differential invariants. Though not computing them explic-
itly, we describe inductive processes to rewrite any differential invariants in
terms of them and their invariant derivatives. For one of those generating set
we determine a complete set of differential relationships, which we call syzy-
gies. The other generating set is of bounded cardinality and a complete set of
syzygies can be computed by differential elimination, that is using component
(4) above, addressed in [Huberf] (PO05H). The results in this paper are construc-
tive and our presentation describes very closely their symbolic implementation
in ApA (Huberd, PO07H).
On one hand, the question of the finite generation of differential invariants was
addressed by [[ressq ([894); Kumperd ([974, [9754.H); Muiioz et al] (P003), in
the more general case of pseudo-groups - see also Ovsiannikoy] ([[983); Dlvel
(1997) for Lie groups. On the other hand, [Griffithd’s (1974)) interpretation of
Cartan’s ([[933; [937; [953) moving frame method solved equivalence prob-
lem in many geometries ([Green, [979; Pensed, [[977; [Gardnei, [989; [vey and
[_Landsberg, P003). Recent symbolic implementation (Neuf], P003) lead to ex-
plicit computations (Neut and Petitof], P002; Dridi and Neui, P0064,}). Be-
sides [Fels'and Olveq ([999) offered another interpretation of Cartan’s moving
frame method, the application of which goes beyond geometry (Olvel, R003).
In particular it includes an explicit approach to the generation properties.

The main original contribution in this paper is to formalize the notion of
differential syzygies for a generating set of differential invariants and prove the
completeness of a finite set of those. To this end we redevelop the construction
of normalized invariants and invariant derivations of Fels and Olveq ([[999) in
a spirit we believe closer to the audience of this journal. We offer alternative
proofs, and sometimes more general results. In particular we shall put the
emphasis on derivations, rather than differential forms.

One is interested in the action (effective on subsets) of a group G on a manifold
X xU and its prolongation to the higher order jets J¥(X,U). In other words, X
is the space of independent variables while I/ is the set of dependent variables.
The jet space is parameterized by the derivatives of the dependent variables
with respect to the independent variables. At each order k, a local cross-section
to the orbit defines a finite set of normalized invariants. Those latter form a
generating set for differential invariants of order k. Rewriting those latter in
terms of the normalized invariant is furthermore a trivial substitution. We

review this material in Section 2.3, following the presentation of




Kogan (R0OTH).

As the orbit dimension stabilizes at order s the action becomes locally free and,
to any local cross-section, we can associate a moving frame, i.e. an equivariant
map p : J¥5(X,U) — G (Fels_and Olvel, [999). The moving frame defines in
turn a basis of invariant derivations. The great value of this particular set of
invariant derivations is the fact that we can write explicitly their action on
invariantized functions. This is captured in the so called recurrence formulae.
They are the key to proving generation, rewriting and syzygies. Fels and Olveil
(T999) gave the recurrence formulae for the normalized invariants in the case of
a coordinate cross-section. We propose generalized recurrence formulae in the
case of any cross-section and offer an alternate proof, close in spirit to the one
of Mansfield (R00§). As an immediate corollary of this new formulation we see
that the invariant derivation of a differential invariant is the invariantization
of the total derivative of this invariant (Corollary 3.7), a fact we believe has
not been noticed before.

We can then show that normalized invariants of order s 4+ 1 form a generat-
ing set with respect to those invariant derivations. Rewriting any differential
invariant in terms of those and their derivative is a simple application of the
recurrence formulae (Section 4). By exhibiting a canonical rewriting, we can
prove the completeness of a set of differential syzygies for those differential
invariants in Section 5, after giving this concept a definition.

We formalize the notion of syzygies through the introduction of the algebra of
monotone derivatives. In the line of Huber{ (B005H), this algebra is equipped
with derivations that are defined inductively. The syzygies are the elements
of the kernel of the differential morphism between the algebra of monotone
derivatives and the algebra of differential invariants, equipped with the in-
variant derivations. The type of differential algebra introduced at this stage,
was shown to be a natural generalization of classical differential algebra (Ritd,
[950; [Kolchin, [973)). In the polynomial case, it is indeed endowed with an
effective differential elimination theory that has been implemented (Hubert],
R0054.H).

For cross-section of minimal order we can also prove that the set of edge invari-
ants is generating. This latter set has a cardinality bounded by m r+dy, where
m, r are the dimension of X and G while dj is the codimension of the orbits
on X xU. This is a generalization of the result of (ROO7H) that bears on
coordinate cross-section and where the edge invariants then form a subset of
the normalized invariants of order s. [Fels_and Olvel (1999) first conjectured
syzygies on this set of generating invariants. We feel that constructing directly
a complete and finite set of syzygies for the set of edge invariants is challeng-
ing, the problem bearing a high combinatorial difficulty. To obtain those, we
suggest to apply generalized differential elimination (Huberf], P0054/H) on the
set of syzygies for the normalized invariants. This is illustrated in the examples
of Section 5 and 6.




Similarly, to reduce further the number of generators for the differential in-
variants we can apply the same generalized differential elimination techniques
to the syzygies. This substantially reduces the work of computing explicitly a
generating set for a given action. This is an approach that was applied for sur-
faces in Euclidean, affine, conformal and projective geometry (Olvei, R0074;
Hubert and Olvel, R007). Actually, our final aim has been an algorithmic
suite for differential elimination in symmetric differential systems (M d,
R001; Huberi, P005H; [Hubert_and Koganl, R0074]). Rewriting the symmetric
differential system in terms of a generating set of differential invariants and
determining the syzygies on those latter is a necessary step - see the motiva-

tional example of Hubert] (B005H).

Let us stress here the minimal amount of data indeed needed for the determi-
nation of a generating set, the rewriting in terms of those and the differential
syzygies. All is based on the recurrence formulae that can be written with only
the knowledge of the infinitesimal generators of the action and the equations
of the cross-section. Furthermore the operations needed consist of derivations,
arithmetic operations and test to zero. Provided the coefficients of the in-
finitesimal generators are rational functions, which provides a general enough
class, we are thus in the realm of symbolic computation since we can indeed
always choose linear equations for the cross-section. On the other hand, the
explicit expression of the invariant derivations, or the differential invariants,
requires the knowledge of the moving frame. This latter is obtained by applica-
tion of the implicit function theorem on the group action. This is therefore not
constructive in general, but there are algorithms in the algebraic case (Huberf

and Kogar], P0074.H).

In Section 1 we extract from the books of Dlver (980, [993) the essential
material we need for describing actions and their prolongations. In Section 2
we define invariantization, normalized invariants for the action of a group on
a manifold in the line of Hubert and Kogan (Wﬂ) We then extend those
notions to differential invariants. In Section 3 we define invariant derivations
as the derivations that commute with the infinitesimal generators of the ac-
tion. We introduce the construction of invariant derivations of [Fels and Olvell
(I999) based on the moving frame together with the recurrence formulae. We
write those latter in a more general form (Theorem 3.6): the derivations of
the invariantization of a function is given explicitly in terms of invarianti-
zations. Section 4 discusses then the generation property of the normalized
invariants and effective rewriting. We furthermore show the generalization of
OlIveq (R00T7al), the generation property of the edge invariants in the case of
minimal order cross-section. In Section 5 we emphasize the non uniqueness
of the rewriting in terms of the normalized invariants. We then introduce the
algebra of monotone derivatives, and the inductive derivations acting on it,
in order to formalize the concept of syzygies. We can then write a finite set
of syzygies and prove its completeness. In the last section we present the ex-
amples that many readers are familiar with in order to illustrate our general




approach. Some non trivial applications were developed by [Hubert and Olveil

(2007).

1 Group action and their prolongations

This is a preliminary section introducing the definition and notations for Lie
group actions and their prolongation to derivatives. We essentially follow the

books of Plver] ([[986, [993).

1.1 Local action of a Lie group on a manifold

Pullbacks and push-forwards of maps

Consider M a smooth manifold. F(M) denotes the ring of smooth functions
on M while Der(M) denotes the F(M)-module of derivations on F(M).

If \V is another smooth manifold and ¢ : M — N a smooth map, the pull-back
of ¢ is the map ¢* : F(N) — F(M) defined by ¢*f = fo ¢ ie. (¢*f)(z) =
f(¢(2)) for all z € M. Through ¢*, F(N) can be viewed as a F(M) module.
A derivation V : F(M) — F(M) on M induces a derivationV|, : F(M) — R
at z defined by V|.(f) = V(f)(z). The set of derivations at a point z € M is
the tangent space of M at z.

The push-forward or differential of ¢ is defined by

(0.V)(f)(¢(x)) = V(6" f)(x)

The coordinate expression for ¢,V is given by the chain rule. Yet this star
formalism allows us to write formulae in a compact way and we shall use it
extensively.

Local action on a manifold

We consider a connected Lie group G of dimension r. The multiplication of
two elements A, 1 € G is denoted as A - p.

An action of G on a manifold M is defined by a map g : G Xx M — M that
satisfies g(A, g(u, 2)) = g(A - u, z). We shall implicitly consider local actions,
that is ¢ is defined only on an open subset of G x M that contains {e} x M.
We assume that M is made of a single coordinate chart. If (21, ..., z;) are the
coordinate functions then ¢g*z; : G x M — R represents the ith component of
the map g.

There is a fine interplay of right and left invariant vector fields in the paper.
We thus detail what we mean there now. Given a group action g : G x M — M

define, for A € G, g : M — M by gx\(2) = g(}, z) for z € M. A vector field



V on M is G-invariant if gV =V that is for all A € G

Ve FM), Vze M, V(fog)(z) =V(f)gx(z)).

A vector field on G is right invariant if it is invariant under the action of G
on itself by right multiplication. In other words, if r, : G — G is the right
multiplication by =, r,(A) = A - p~!, a vector field v on G is right invariant
if
(for)(N) = v(NA-uY), VS € F(G).

A right invariant vector field on G is completely determined by its value at
identity. We can thus find a basis v = (vy, ..., v,) for the derivations on F(G)
made of right invariant vector fields (Dlvey, [995, Chapter 2).

For a right invariant vector field on G, the exponential map e¥ : R — G is the
flow of v such that €¥(0) is the identity. We write e for e”(¢). The defining
equation for eV is

d

v(HO) = =

Fev-2).

t=0

Similarly the associated infinitesimal generator V of the action g of G on M
is the vector field on M defined by

d

= | Fe.2), Ve FM). (1.1)

t=0

V()(z)

Note that v is the infinitesimal generator for the action of G on G by left
multiplication. The infinitesimal generator associated to v for the action of G
on G by right multiplication, r : G x G — G, r(A,u) = - A7t is

fFA-e™).

t=0

NN =

We can observe that v is a left invariant vector field on G. If the right invariant
vector fields v = (vq,...,v,) is a basis of derivations on F(G), so is ¥ =
(V1,...,7V,) the associated left invariant vector fields (Olveil, [997, Chapter 2).

The following property is used for the proof of Theorem 3.4 and 3.6. What is
used more precisely in Theorem 3.6, is that v(¢*f)|c = V(f), a fact that can
also be deduced from Theorem 3.10 by [Fels and Olveq ([999). In our notations
this latter reads as: v(g*z;) = ¢g*& where & = V(z;).

Proposition 1.1 Letv be a right invariant vector field on G, v the associated
infinitesimal generator for the action of G on G by right multiplication and V
the associated infinitesimal generator of the action g of G on M.

When both v and V are considered as derivations on F(G x M) then

Vg )+ V(g f)=0 and V(g"f)(e,2) = V(f)(z), VfeFM)



As a particular case we have v(f)(e) = —v(f)(e).

PROOF: 7V is a linear combination of derivations with respect to the group
parameters, i.e. the coordinate functions on G, while V is a combination of
derivations with respect to the coordinate functions on M. By (1.1) we have

U DICNICARED)

t=0

Vg ) = 5

and

d

(A, 2) = = —

o dr (g*fx)"etvvz)'

t=0

W) = 3

The conclusion follows from the group action property that imposes:

(g )N g€, 2)) = flg(\ g, 2)) = flg(X-e™,2)) = (g f)(A- e, 2).
O

Example 1.2 We consider the group G = R* x R with multiplication (Ay, As)-
-1 _ (M 2

(h1, p2) ™ = (ui’ A1 ‘Z—l + Az).

A basis of right invariant vector fields is given by ([Olvet, [[99], Example 2.46)

A 0 +A 0 0
Vi = A1—— —, Vo= —.
S LY ) VAR W
The associated left invariant vector fields, i.e. the infinitesimal generators for
the action of G on G by right multiplication, are:
0 0

Vi=—-AMg, V2= Mg

O\ 0Ny

If we consider the action g of G on R given by g*x = A\ x + A, the associated
infinitesimal generators for this action are

0 0
VQ—%

Note that v,(g*z) = —V,(¢*z) and ¥;|. = —v;]e.
1.2 Action prolongations

We shall consider now a manifold X xU. We assume that X and U are covered
by a single coordinate chart with respectively = = (xy,...,2,,) and u =
(uy,...,u,) as coordinate functions. The = are considered as the independent

variables and the u as dependent variables. We discuss briefly the prolongation
of an action of G on X x U to its jet space following Olveq ([98G, [[997) and
define differential invariants.




Total derivations

The k-th order jet space is noted J*(X,U), or J* for short, while the infinite
jet space is J. Besides z and u the coordinate functions of J* are u,, for u in
{uy,...,u,} and a € N with |o| < k.

Pragmatically the set of total derivations is the free F(J)-module with basis
D ={Dy,...,D,,} where a basis is given by

0 0

u€U, aeN™

In other words, D; is such that for any v € U and o € N, D;(u,,) = u,.,,

where ¢; is the m-tuple with 1 at the ith position and 0 otherwise.

Geometrically one defines total derivations as the derivations of F(J) that

annihilate the contact forms (Olvey, [[997). Alternatively they correspond to
the formal derivations in (Kumperd, [974, [9754 H; Munoz et all, 003).

A total derivation D is of order [ if for all f € F(J'), k > 0, D(f) €
F(JHEFL). The total derivations of order [ form a F(J!)-module.

Prolongation of vector fields
Vector fields on J* form a free F(J¥)-module a basis of which is given by
{ZlzeX}U{;Z luecl, o] <k}

Definition 1.3 Let V° be a vector field on J°. The k-th prolongations V*,
k > 0, is the unique vector field of F(J¥) defined recursively by the conditions

Vkﬂ\ﬂjk) =V*, and VFTloD,—D,oV* is a total derivation for all 1 < i < m.

This definition is to be compared with Proposition 4.33 of (I995) given
in terms of contact forms. The explicit form of the prolongations are given in

Chapter 4 of (1999).

Proposition 1.4 The prolongations of a vector field VO = Y &, % +

i1y % on J are the appropriate restrictions of the vector field
J

n o m
i=1 =1

1<j<n, aeNm Ja

Furthermore D; oV —VoD; => D;(&)D;, Vje{l,...,m}.

=1

Action prolongations

Consider a connected Lie group G of dimension r acting on J* = X x U,



An action of G on J¥ = X x U can be prolonged in a unique way to an action
G xJ* — J® that defines a contact transformation for each A € G (1993).
We shall write ¢ as well for the action on any J*. The explicit expressions for
g*u, is obtained as follows (Olveq, [986, Chapter 4).

In order to obtain compact formulae we introduce vectorial notations. D de-
notes the vector of total derivations D = (Dy,...D,,)” on F(J). Define the
vector D = (Dy,...,D, )T of derivations on F(G x J) as

D=A"'D where A= (Di(g7x5)),; - (1.3)

The total derivations D are here implicitly extended to be derivations on
functions of G x J. The derivations D commute and are such that D;(z;) =

and and g*u, = D*(g*u) (Olved, [999, Chapter 4). The prolongations are then
given by:

g"(Df) =D(g"f), ¥f € F(J). (14)
If VO = (VY,...,VY) are the infinitesimal generators for the action of g on J
then their k-th prolongations V¥ = (V¥ ... V¥) are the infinitesimal genera-

tors for the action of g on J*.

Example 1.5 We consider the group of Example 1.2, G = R* x R and extend
(trivially) its action on X' x U' as follows:

gr=Mz+ X, g'u=u.

The derivation D = 1 P allows to compute the prolongations of the action:
giup = /\k The 1nﬁn1tes1mal generators of the action were given in Exam-

ple 1.2. Their prolongations are:
0 0 0

0
V,=2D - Y DF — =1 — —kuy=—, Vy=—.
1= lg) <xu1)8uk x@x uk@uk’ 27 ox

2 Local and differential invariants

We first define the normalized invariants in the context of a group action on a
manifold M. We then generalize those concepts to differential invariants. The
material of this section is essentially borrowed from [Fels and Olvei| (W) and
Hubert and Kogan (R007H), following closely this latter. We refer the readers
to those papers for more details and a substantial set of examples.

2.1 Normalized invariants

We consider the action g : G x M — M of the r-dimensional Lie group G on
the smooth manifold M.



Definition 2.1 A function f of F(M) is alocal invariant if V(f) = 0 for any
infinitesimal generator V of the action g of G on M. The set of local invariants

is denoted F9(M).

This is equivalent to say that ¢g*f = f in an open set of G x M that contains
{e} x M.

The orbit of a point z € M is the set of points O, = {g(\, 2)|\ € G}. The
action is semi-regular if all the orbits have the same dimension, say d. For those
the a maximally independent set of local invariants is classically shown to exist
by Frobenius theorem (Olved, [995, Theorem 2.23 and 2.34). Alternatively, a
geometric and more constructive approach was described for free action based
on a moving frame by [Fels and Olveq ([999) and extended to semi-regular
actions with the sole use of a cross-section by Hubert and Kogan (m)

Definition 2.2 An embedded submanifold P of M is a local cross-section
to the orbits if there is an open set U of M such that

- P intersects OV NU at a unique point Vz € U, where O° is the connected
component of O, NU, containing z.

- forall z € PNU, O° and P are transversal and of complementary dimen-
sions.

Most of the results in this paper restrict to /. We shall thus assume, with no
loss, that U = M.

An embedded submanifold of codimension d can be locally defined as the zero
set of a map P : M — R< where the components (p1, ..., ps) are independent
functions of F(M). The condition for P to define a local cross section is:

the rank of the r x d matrix (V, (pj))ijf equals to d on P. (2.1)

When G acts semi-regularly on M there is a lot of freedom in choosing a
cross-section. In particular we can always choose a coordinate cross-section

(Hubert and Kogan|, P007H, Theorem 5.6).

A cross-section on M defines an invariantization process that is a projection

from F(M) to F9(M).

Definition 2.3 Let P be a local cross-section to the orbits of the action
g:GxM — M. Let f be a smooth function on M. The invariantization
tf of f is the function defined by tf(z) = f(zo) for each z € M, where
20 = Og NnP.

The invariantization of the coordinate functions on M are the normalized
invariants. [Fels_and Olvey (1999, Definition 4.9) explain how invariantization
actually ties in with the normalization procedure in Cartan’s work. The follow-
ing theorem ([Hubert and Kogar], P007H, Theorem 1.8) entails that normalized

10



invariants form a generating set that is equipped with a trivial rewriting pro-
cess.

Theorem 2.4 Let a Lie group G act semi-regularly on a manifold M, and
let P be a cross-section to the orbits. Then the invariantization of f, tf, is
the unique local invariant defined on M whose restriction to P is equal to the
restriction of f to P. In other words tf|p = f|p.

Contained in this theorem as well is the fact that two local invariants are
equal iff they have the same restriction on P. In particular if f € F9(M)
then zf = f. Now, by comparing the values of the functions involved at the
cross-section, it is furthermore easy to check that:

Corollary 2.5 For f € F(M), tf(z1,...,2n) = f(tz1,...,02y).

Thus for f € F9(M) we have f(z1,...,2,) = f(i21,...,02,). Therefore the
normalized invariants {izy,...,7z,} form a generating set of local invariants:
any local invariant can be written as a function of those. The rewriting is
furthermore a simple replacement: we substitute the coordinate functions by
their invariantizations.

The normalized invariants are nonetheless not functionally independent. Char-
acterizing the functions that vanish on (zzy,...,7z,) amounts to characterize
the functions the invariantization of which is zero. The functions that cut out
the cross-section are an example of those.

Proposition 2.6 Assume the cross-section P is the zero set of the map P =
(p1,-..,pa) : M — R? which is of maximal rank d. The invariantization of
f € F(M) is zero iff there exists ay, . ..,aq € F(M) such that f = X% | a;p;

on an open set that contains P.

PROOF: Taylor’s formula with integral remainder shows the following (Bour]
baki, [967, Paragraph 2.5). For a smooth function f on an open set I x ... X
I; x U C R¥ x R!, where the I; are intervals of R that contain zero, there are
smooth functions fy on U, and f; on [; x ... x I; x U, 1 < i < d such that
flty, . ta, @) = folx) + Xhoy t; fi(th, ...t @) where fo(z) = f(0,...,0,).
Since (p1,...,pq) is of rank d along P we can find z4.1,...,2, € F(M)
such that (p1,...,Pd, Tas1,---,Ts) is a coordinate system on an open set that
contains P. In this coordinate system we have f(0,...,0,2441,...,2,) = 0
since tf =0 < f|p = 0. The result therefore follows from the above Taylor
formula. O

When G is an algebraic group and g a rational action, the normalized invariants
(tz1,...,12,) can be computed effectively (Hubert and Kogar], PO07H, Theorem
3.6). The method of [Fels-and Olveq] ([999) proceed through the moving frame.

11



2.2 Moving frames

Invariantization was first defined by [Fels_and Olvey ([999) in terms of an
equivariant map p : M — G. They called such a map a moving frame in
reference to the repére mobile of [Cartan] ([[939, [937) of which they offer a
new interpretation. As noted already by [Griffithd ([974); [Green] (I978); Pensen]
(I977); [vey and Landsberg (P003), the geometric idea of classical moving
frames, like the Frenet frame for space curves in Euclidean geometry, can
indeed be understood as maps to the group. This geometric vision of moving
frames as frames is arguably misleading.

An action of a Lie group G on a manifold M is locally free if for every point
z € M its isotropy group G, = {\ € G|\ z = z} is discrete. Local freeness
implies semi-regularity with the dimension of each orbit being equal to the di-
mension of the group. The following result ([Fels and Olver, [999, Theorem 4.4)
establishes the existence of moving frames for actions with this property.

Theorem 2.7 A Lie group G acts locally freely on M if and only if every
point of M has an open neighborhood U such that there exists a map p: U —
G that makes the following diagram commute. Here right multiplication is
chosen for the action of G on itself, and )\ is taken in a suitable neighborhood
of the identity in G.

M—2> M
p p

g—)\>g

The map p in the theorem is called a moving frame. In other words, a moving
frame is a locally G-equivariant map, that is p(A - 2) = p(z) - A7! for A
sufficiently close to the identity. As before, we shall restrict our attention to
U and therefore we assume it is equal to M.

A local cross-section to the orbit of a locally free action defines a moving
frame. Indeed, if P is a local cross-section, then the equation

g(p(2),2z) € P for z € M and p(z) =e,Vz € P (2.2)

uniquely defines a smooth map p : M — G in a sufficiently small neighborhood
of any point of the cross-section. In particular, p(z) = e for all z € P. This
map is seen to be equivariant. If P is the zero set of the map P = (py,...,p:)
then p1(g(p,2)) = 0,...,p-(9(p,2)) = 0 are implicit equations for the mov-
ing frame . If we can solve those, p provides an explicit construction for the
invariantization process. To make that explicit let us introduce the following
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maps.

c-M— GxM and w=goo: M—> M (2.3)
z = (p(2), 2) z = g(p(2), 2)

Proposition 1.16 of [Hubert and Kogan (PO07H) can be restated as:

Proposition 2.8 if = n*f, that is tf(z) = f(g9(p(2), 2)) for all z € M.
2.8  Differential invariants

We consider an action g of G on J® = X x U and its prolongations to the jet
spaces J*. The prolongation of the infinitesimal generators on J* are denoted
VE = (V¥,...,VE) while their prolongations to J is denoted V. = (V,,...,V,).

Definition 2.9 A differential invariant of order k is a function f of F(J¥)
such that V¥(f) =0,...,V¥(f) = 0.

A differential invariant of order £ is thus a local invariant of the action pro-
longed to J*.

The maximal dimension of the orbits can only increase as the action is pro-
longed to higher order jets. It can not go beyond the dimension of the group
though. The stabilization order is the order at which the maximal dimension
of the orbits becomes stationary. If the action on J° is locally effective on
subsets, i.e. the global isotropy group is discrete, then, for s bigger than the
stabilization order, the action on J® is locally free on an open subset of J*
(Olvel, [995, Theorem 5.11). We shall make this assumption of a locally ef-
fective action. The dimension of the orbits in J® is then r, the dimension of
the group.

For any k, a cross-section to the orbits of g in J* defines an invariantization and
a set of normalized invariants on an open set of J*. As previously we tacitly
restrict to this open set though we keep the global notation J*. Let s be equal
or bigger than the stabilization order and P? a cross-section to the orbits in
J¢. Tts pre-image P*** in J*** by the projection map 75t* : J*tk — J* is a
cross-section to the orbits in J¥™*. It defines an invariantization 7 : F(J***) —
F9(J5t%). The normalized invariants of order s + k are the invariantizations
of the coordinate functions on J***. We note the set of those:

T = {iwy, .. i} U {Tug |u €U, |a| < s+ k}.

We can immediately extend Theorem 2.4 and its Corollary 2.5 to show that
I°** is a generating set of differential invariants of order s 4+ k endowed with
a trivial rewriting.

13



Theorem 2.10 Let s be greater than the stabilization order and let P*® be
a cross-section in J*. For f € F(J***), k € N, if is the unique differential

invariant (of order s + k) whose restriction to P*** is equal to the restriction
of f to PsTF,

Corollary 2.11 For f € F(J**%), if(x,uq) = f(ix, tuy).

In particular, if f € F9(J*™) then tf = f and f(x,us) = f(ix, Tuy).

We furthermore know the functional relationships among the elements in Z**.
They are given by the functions the invariantization of which is zero. Those
are essentially characterized by Proposition 2.6.

Proposition 2.12 Let s be greater than the stabilization order. Consider the
cross-section P® in J° that we assume given as the zero set of P = (py,...,p) :
J* — R", a map of maximal rank r along P?®. The invariantization of f €
F(Jtk), for k € N, is zero iff there exists ay,...,a, € F(J*T%) such that
f=72>i_,a;p; on an open set of J5tk that contains P,

Example 2.13 We carry on with Example 1.5.

The map p : J' — G defined by p*\1 = u1, p*\o = —x U, is equivariant for the

affine action: p(g(\,z)) = p(z) - A\=1. The section defined by this equivariant

map is P = (z,u; — 1) so that tx = 0,1ug = up,lu; = 1. As g*u; = ,
1

u;

U = Ltu; = —=+.
(A T ui

Example 2.14 We consider the action of G = R* x R? on J* = X% x U,
with coordinate (x,y,u), given by:

gr=Mv+ X, gY=My+As, gu=u.

The derivations D, = )\%Dl and D, = A%DQ allow to compute its prolongations:

uij
itg
Al

%
g Wij =

The action is locally free on J'\ S where S are the points where both uyy and
ugy are zero. The moving frame associated with the cross-section defined by
P = (z,y,u1g — 1) is p*A\1 = uyg, p* Ao = —x U0, p*A\3 = —yuyo. It is defined

only on a proper subset of J' \ S, as are the normalized invariants: tu;; = %5
10
On the other hand, if we choose the cross-section defined by

1

1
P = (l‘, Y, 5 - §(U%O+ugl)>

the associated moving frame is well defined on the whole of J' \ S:
prA = ulo gy, pTAe = —wJuly Hufy,  pTAs = —yJulp + ufy.
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The invariantizations associated to this second cross-section are given by:
Uyj

tr =0, =0, and tu;; =
(ufo + udy)

itj *
2

3 Invariant derivations

An invariant derivation is a total derivation that commutes with the infinites-
imal generators. It maps differential invariants of order k to differential invari-
ant of order k+1, for k large enough. Classically a basis of commuting invariant
derivations is constructed with the use of sufficiently many differential invari-
ants (Olve, [995; Dvsiannikoy], [983; [Kumperd, [974, [9754,5; Murioz et all,
R003). The novel construction proposed by [Fels and Olvel ([999) is based on
a moving frame. The constructed invariant derivations do not commute in
general. Their formidable benefit is that it brings an explicit formula for the
derivation of a normalized invariants. This has been known as the recurrence
formulae. They are the key to most results about generation and syzygies in
this paper. All the algebraic and algorithmic treatments of differential invari-

ants and their applications (Mansfield, P001); Olvel], P007d; Hubert and Olver,
P007; Huberf], R00]) come as an exploitation of those formulae.

In Theorem 3.6 we present the derivation formulae for any invariantized func-
tions. For the proof we take the dual approach of the one of [Fels and Olveil

(I999) which is therefore close in essence to the one presented by
(R00§), based on the application of the chain rule.

We always consider the action g of a connected r-dimensional Lie group G on
JO = X x U and its prolongations. We make use of a basis of right invariant

vector fields on G, v = (vy,...,v,), and the associated infinitesimal generators:

o V= (V,,..., V)T is the vector of infinitesimal generators for the action g
of GonJ

o Vv = (¥1,...,V,)T is the vector of infinitesimal generators for the action of

G on itself by right multiplication.

3.1 Infinitesimal criterion

Definition 3.1 An invariant derivation D is a total derivation such that
[D, V] = 0 for any infinitesimal generator V of the action.

As an immediate consequence of this definition we see: If f is a differential
invariant and D an invariant derivation then D(f) is an differential invariant.

Proposition 3.2 Let A = (a;;) be an invertible m x m matrix with entries in
F(J*). A vector of total derivations D = (Dy, ..., D,,)" defined by D = A~'D
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is a vector of invariant derivations if and only if, for all infinitesimal generator
V of the action,

m

V(ay) + > Di(é) ar; =0,  where & =V (zx), V1<4,j<m.
k=1

PROOF: For all © we have D; = >0, a;; D;. By expanding the equality
D, V] =>1 Di(&) Dy (Proposition 1.4) we obtain, for all ¢,

> ai [P V]=3 (V(aij) +> Di(ik)a/w) D;
=1 j=1 k=1
Since A is of non-zero determinant [D;, V] = 0 for all j iff V'(a;;)+> 7 Di(&k)ar; =
0,Vi, j. O

As illustration, a classical construction of invariant derivations is given by

the following proposition (Kumpera, [974, [9754,H; Olvey, [993; [Ovsiannikoy,
[982; Munoz et al], R003):

Proposition 3.3 If fi, ..., [, are differential invariants such that the matrix
A = (Di(f;))i; is invertible then the derivations D = A~'D are invariant
derivations.

PROOF: If a;; = D;(f;) then, by Proposition 1.4,

V(aij) = V(D;(fi) = Dj(‘/(fi))_zk:Dj(fk) Di(fi) =D;(V(f:))—>_ Dj(&) .

k

By hypothesis V(f;) = 0 so that the result follows from Proposition 3.2. O

The above derivations commute. They can be understood as derivations with
respect to the new independent variables fi,..., fm.

As a side remark, note that Definition 3.1 is dual to the infinitesimal condition
for a 1-form to be contact invariant (Olvey, [995, Theorem 2.91). The invari-
ant derivations of Proposition 3.3 are dual to the contact invariant 1-forms

du fi, .-, dg fm.

3.2 Mowing frame construction of invariant derivations

Assume that there exists on J* a moving frame p : J® — G. As in Section 2 we
construct the additional maps

o: JTF - Gx It and m=goo: Jth - Jotk (3.1)

z = (p(2), 2) z = g(p(2), 2)
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Theorem 3.4 The vector of derivations D = (6*A)™' D, where A is the
m x m matrix (D;(g"z;)),;, Is a vector of invariant derivations.

The matrix A has entries in F(G x J!). Its pull back o* A has entries in F(J*).
The above result is proved by checking that the formula of Proposition 1.4
holds.

PROOF: The equivariance of p implies p(g(e', 2)) = p(z)-e™™ so that p,V = 7.
Thus 0.V = v+V thatis 0.V (a;;) = ¥(D;(g*z;))+V (D;i(g*x;)). As derivations
on F(G x J*), D; and ¥ commute while the commutator of D; and V is given
by Proposition 1.4. It follows that 0.V (a;;) = Di(v(g*x;)) + Di(V(g*z;)) —
>ty Di(&k) Di(g*x;). By Proposition 1.1 the two first terms cancel and since
V(c*a;j) = o*(0.V)(a;;) we have V(c*a;;) = —>5u Di(&) 0*ag;. We can
conclude with Proposition 3.2. O

Example 3.5 We carry on with Example 1.5 and 2.13.

We found that the equivariant map associated to P = (z,u; — 1) is given

by p*A1 = wuy,p*Ae = —xuy. In addition D = )\%D while V, = :Ea% —
o)

ZkzokUk%, V2: Bz
Accordingly define D = uilD and we can verify that: [V,,D] =0, [V,,D]=
0. The application of D to a differential invariant thus produces a differential
invariant. For instance

D<ﬁ>zui+1_ U U _Uz‘+1_ﬂ%.

i i+1 +2 %2 — Tl )

Remembering that tu; = =+ we have to observe that D(iu;) # tu;y1. The
1

relationship between these two quantities is the subject of Theorem 3.6. Note
nonetheless that D(:+) = i(D(2)) (Corollary 3.7).
1 1

3.8  Deriwvation of invariantized functions.

An essential property of the invariant derivations of Theorem 3.4 is that we
can write explicitly their action on the invariantized functions. Theorem 3.6
below is a general form for the recurrence formulae of [Fels and Olveq ([[999,
Equation 13.7).

Assume that the action of g on J® is locally free and that P = (p1,...,p,)
defines the cross-section P. Let p : J® — G be the associated moving frame.
We construct the vector of invariant derivations D = (D, ...,D,,) as in The-
orem 3.4.

Denote by D(P) the m x r matrix (D;(p;)), . with entries in F(J**!) while
V(P) is the r x r matrix (V,(p;)), ; with entries in F(J*). As P is transverse
to the orbits of P, the matrix V(P) has non zero determinant along P and

therefore in a neighborhood of each of its points.
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Theorem 3.6 Let P = (py,...,pq) define a cross-section P to the orbits in
J?, where s is greater than the stabilization order. Consider p : J®* — G the as-
sociated moving frame and t : F(J) — F9(J) the associated invariantization.
Consider D = (Dy,...,D,,)" the vector of invariant derivations constructed
in Theorem 3.4. Let K be the m x r matrix obtained by invariantizing the

entries of D(P) V(P)~1. Then
D(tf) =uDf) = Ku(V(f)).
PROOF: From the definition of o : z — (p(2), z) and the chain rule we have
D(uf)(z) = D(o"g"f)(2) = D(g"f)(p(2), 2) + (p.D)(g"f)(p(2), 2).  (3.2)

Recall the definition of D in Section 1.2 that satisfies ﬁj(g*f) = ¢g*(D;f) for

all f € F(J). We have D(g"f)(p(2),2) = (0"D(g"f))(2) = 0"g"(Df)(2) =
(Df)(z) and (3.2) becomes

D(ef)(z) = tD[f)(2) + " (p.D)(g"[)(2). (3-3)

Since ¥ = (¥1,...,¥q) form a basis for the derivations on G there is a matrix '
K with entries in F(G x J®) such that p.D = K¥.
We can write (3.3) as D(if)(z) = t«(Df)(z) + o* ([N(\Af(g*f)) (z) so that, by

Proposition 1.1,

D(f)(z) = iDf)(z) — 0" (KV(g° ) (). (34)

This latter equation shows that o* (f(V(g*f)) = i(Df)—D(zf) is a differential
invariant. As such it is equal to its invariantization and thus

0" (KV(g"f)) = t(a"K) i(o™V (g f))-
For all z € P, p(z) = e and therefore 6*V (g*f) and V(f) agree on P: for all
z€P,0"V(g*f)(2) =V(g*f) (e,z) = V(f)(2) by Proposition 1.1. It follows
that 7(c*V (g*f)) = t(V(f)) so that (3.4) becomes

D(cf)(z) = dDf)(2) — i(a"K) e(V(f)). (3.5)

To find the matrix K = 7(c*K) we use the fact that 7p; = 0 for all 1 < i < r.
Applying D and (3.5) to this equality we obtain: 2(Dp;) = K #(V(p;)) so that

1 With D known explicitly, we can write K explicitly in terms of coordinates A =
(A1, ..., Aq). K is the matrix obtained by multiplying the matrix D(p) = <Dj(p*)\l-))

with the inverse of ¥()\) = (¥;();)). Yet 0* K needs not have differential invariants

as entries and we shall seek 7(0*K) in a more direct way. See Example 3.9.
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(D(P)) = Ki(V(P)). The transversality of P imposes that V(P) is invertible
along P, and thus so is 7(V(P)).

We thus have proved that D(tf) = (D f) — Kt(V(f)) where K = i(0*K) =
(D(P)V(P)H).

]

If f is a differential invariant, D(f) is also a differential invariant, while D(f)
need not be. Yet the relationship between the two follows immediately from

this new way of writing the recurrence formulae. We have not seen the follow-
ing corollary in previous papers on the subject.

Corollary 3.7 If f is a differential invariant then D(f) = t(D(f)) .

PROOF: If f is a differential invariant then ¢f = f and V(f) = 0. The result
thus follows from the above theorem. O

By deriving a recurrence formula for forms, ([Fels and Olver, [999, Section 13)
derived explicitly the commutators of the invariant derivations . It can actually
be derived directly from Theorem 3.6 through the use of formal invariant

deriwations (Hubert], R00g).

Proposition 3.8 For all 1 <1,5 <m, {Di,Dj} = Z Aiji D,, where
k=1

d
Aije = Y Kie t(D;(€cr)) — Kje t(D;(6r)) € FI(I5H),

K =1(D(P)V(P)™"), and &, = V. (x1).

Example 3.9 We carry on with Example 1.5, 2.13, and 3.5.
We chose P = (z,u; — 1) and showed that D = u%D while tu; = . We

1
computed

_ Ui41 . Ui U2 _ L
D(iu;) = u’lil — u_ﬁu_% = Wiy — 1 LUg TU;.
r —Uq
We have D(P) = (1 uy) and V(P) = . The matrix K of Theo-
1 0

rem 3.6 is thus K =t (D(P)V(P)™') = (—tu, 1) and the formula is verified:

L Vilw) ) g
D(tu;) = tuipy — (—tuy 1) since tV (u;) = (—i U; O) .

What we shall do next is illustrate the proof by exhibiting the matrix K that
arises there. It is defined by p,D = K ¥ and the fact that c*KV (g*f) is an
invariant for any f € F(J).

19



We have v; = —)\18%1, Vg = —)\18%2 and saw that p*A\; = u; and p*Ay =
—xu,. Thus

9 ~
p.D = (D(o2) D(pa) ) | 0 | = (2 wesens 1)

2% V2

So here 0¥ K = (—%, %) We indeed have that io*K = K as used in the
proof. We verify here that o* (I? Vi(g*f )) is a vector of differential invariants.
We have

S T N
V(g'z) = V)= |
A 0

so that 0* KV (g*z) = 1 and 0* KV (g*u;) = i 98 = g ug ;.
1 1

Example 3.10 We carry on with Example 2.14.

We chose
1 1
P = (x7y7 5 - 5(’&%0 +ugl)) .

On one hand the prolongations of the infinitesimal generators to J are

0 0 0 0
V,=—. V,=— V,=1— Z ) g ——
1 8377 2 ay? 3 r 837 _'_ y ay i7j20<2 + .]) Uu ] au”
so that
10 0
10w
V(P)=101 0 while D(P) =
01w
Ty ujy + uf
where
V= —(U10U20 + U01U11) and w = —(Uloun + U01U02)-

Since tx = 0, ty = 0 and t(u?, +u3,) = 1, tV(P) is the identity matrix so that

10w
01w

On the other hand the normalized invariants and invariant derivations are

ij . 1 .
% o7 Vi, J; D; = —————=D;, 1 =1,2.

9 9 2 9
(ufp + ugy) 2 \/ Uto + Uy

Zuij =
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We can thus check that

0
Dufruiy) | _ [ wivag) ) 0 |
Do (tuiy) t(ui 1) (it )0
— (7 J) LU

as predicted by Theorem 3.6, and that [Ds, D1| = tw Dy — tv Dy, as predicted
by Theorem 3.8.

4 Finite generation and rewriting

The recurrence formulae, Theorem 3.6, together with the replacement the-
orem, Theorem 2.11, show that any differential invariant can be written in
terms of the normalized invariants of order s + 1, where s is the order of the
moving frame, and their invariant derivatives. The rewriting is effective.

In the case of a cross-section of minimal order, we exhibit another generating
set of differential invariants with bounded cardinality. This bound is mr in
the case of action transitive on J°. When in addition we choose a coordinate
cross-section, this set consists of normalized invariants and we retrieve the
result of (ROO7H). This was incorrectly stated for any cross-section by
[Fels_and Olveq ([[999, Theorem 13.3).

4.1  Rewriting in terms of normalized invariants of order s + 1

Let s be greater or equal to the stabilization order and let P be a cross-section
to the orbits in J* defined by P = (py,...,p,) with p; € F(J*). Recall from
Section 2.3 that

T = iy, .. i} U {Tug |u €U, |a| < s+ k},

where 7 : F(J*tF) — F9(J*+*) is the invariantization associated to P, forms a
generating set of local invariants for the action of g on J***. Those invariants
have additional very desirable properties: we can trivially rewrite any differ-
ential invariants of order s+ k in terms of them. Yet it is even more desirable
to describe the differential invariants of all order in finite terms.

Theorem 3.6 implies in particular that

1(Diuq) = D;(tuy) + i Ko t(V,(ua))

a=1

where K = 7(D(P)V(P)™!) has entries that are function of Z**1. Tt is then an
easy inductive argument to show that any tu, can be written as a function of
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75t and their derivatives of order max(0, || — s — 1). Combining with the
replacement property, Theorem 2.11, we have a constructive way of rewriting
any differential invariants in terms of the elements of Z°*! and their deriva-
tives: A differential invariant of order k£ is first trivially rewritten in terms of
T* by Theorem 2.11. If k < s + 1 we are done. Otherwise, any element 7, of
7% with |a| = k is a 2(D,ug), for some 1 < i < m and |8] = k — 1. We can
thus write it as:

tug = t(Dyug) = Ditug) + Y Kiat(V(ug)) .

This involves only elements of Z#*~! and their derivatives. Carrying on recur-
sively we can rewrite everything in terms of the elements of Z°*! and their
derivatives.

This leads to the following result that will be refined in Section 5. Indeed the
rewriting is not unique: at each step there might be several choices of pairs
(i, B) such that u, = D,ugs.

Theorem 4.1 Any differential invariant of order s+k can be written in terms
of the elements of I°! and their derivatives of order k or less.

4.2 Case of minimal order cross-section

A natural question is to determine a smaller set of differential invariants
that is generating. OIve] (RO07H) proved that when choosing a coordinate
cross-section of minimal order the normalized invariants corresponding to
the derivatives of the coordinates functions which are set to constant form
a generating set of differential invariants. Here we generalize the result to non
coordinate cross-sections. The proof is based on the same idea.

Let s be equal or greater than the stabilization order. A local cross-section
P in J* is of minimal order if its projection on J*, for all k < s, is a local
cross-section to the orbits of the action of g on J* (Dlved, B007H). Assume
P = (p1,...,pr) defines a cross-section P of minimal order. Without loss of
generality we can assume that P, = (py,...,Dp,,) where 7 is the dimension of
the orbits of the action of g on J¥, defines the projection of P on J*.

Theorem 4.2 If P = (py,...,p,) defines a cross-section for the action of g
on J such that P, = (p1,...,Dpr,) defines a cross-section for the action of g on
Jk, for all k, then € = {t(Di(p;)) |1 < i <m, 1 < j <r} together with Z°
form a generating set of differential invariants.

PROOF: The minimal order condition imposes that the r x ry matrix V(FPy)
has maximal rank r, on P, and therefore on an open neighborhood. As V* has
rank ry,, for any f in F(J*), V(f) is linearly dependent on V(p;),...,V(p,,).
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On a neighborhood of P* there is thus a relation
Za, p;), where a; € F(JF).

On one hand, by Theorem 3.6, we have ¢(Df) = D(¢f) + K#(V(f)) so that
iDf) = (Lf) + >k t(a;) Ko(V(p;)). On the other hand (p;) = 0 so that
(Dp;) = Kt(V(p:)) It follows that

i(Df) =D(f) +Z t(a;) t(Dp;).

Note that z(a;) can be written in terms of the z(ug) with |G| < k. So the
formula implies that any u,, with |a| = k£ + 1, can be written in terms of
{tMpi) | 1 <i<ri}and {i(ug) | |B] < k} together with their derivatives
with respect to the invariant derivations D. By induction, it follows that any
tu, can be written in terms of the zero-th order normalized invariants together
with the elements of £ and their derivatives. O

In the case of coordinate cross-section £ is a subset of normalized invariants
75! that DPIve] (B007H) named the edge invariants for the representation of
the derivatives of a dependent function on a lattice. We shall extend this name
in the case of non coordinate cross-section though the pictorial representation
is no longer valid.

Minimality is necessary for the edge invariants to be generating in general.
(R0074]) exhibits a choice of non minimal (coordinate) cross-section for
which the edge invariants are not generating. We review this example in Sec-
tion 6.1.

A consequence of Theorem 4.2 is that we can bound the number of differential
invariants necessary to form a generating set. The bound is mr + dy, where
dy = m + n — ry is the codimension of the orbits of the action of g on JV.
Transitive actions on JV are of particular interest. There dy = 0 and the bound
is simply m r. [Huber{ (R007d) exhibits a generating set of such cardinality even
in the case of non minimal cross-section.

Example 4.3 Consider Example 3.10 again. The chosen cross-section is of
minimal order. Specializing Theorem 3.6 we obtained

U Uig1 D1 (tuy; w
( +1,J) _ 1( J) . (2 +j) T
Z(ui,j+1) DQ(ZUij) Lw

from which it is clear that all the normalized invariants can be inductively

written in terms of tugy, v and tw, i.e the non constant elements of 7° U &,
and their derivatives.
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5 Syzygies

Loosely speaking, a differential syzygy is a relationship among a (generating)
set of differential invariants and their derivatives. A set of differential syzygies
is complete if any other syzygyies is inferred by those and their derivatives. In
this section we formalize a definition of syzygies by introducing the appropriate
differential algebra. We then show the completeness of a finite set of differential
syzygies on the normalized invariants of order s + 1.

Fels and Olverl (1999, Theorem 13.2) claimed a complete set of syzygies for
edge invariants, in the case of coordinate cross-section. It has so far remained
unproven 2. As we are finishing this paper Dlver and Pohjanpeltd (R007) an-
nounce a syzygy theorem for pseudo-groups. The symbol module of the in-
finitesimal determining system takes there a prominent place: on one hand it
dictates the coordinate cross-section to be used and, on the other hand, its
(algebraic) syzygies prescribe the syzygies on the differential invariants. Let
us note here two immediate advantages of our result for Lie group actions: we
do not need to have any side algebraic computations (over a ring of functions)
nor are we restricted in our choice of cross-section In particular we are neither
restricted to minimal order nor coordinate cross-section.

The commutation rules, Theorem 3.8, imply infinitely many relationships on
derivatives of normalized invariants. [Fels and Olveq ([999), as well as
bnd Pohjanpeltd (B007), considered those as syzygies. Our approach is in the
line of [Huberf] (B005H). We encapsulate those relationships in a recursive def-
inition of the derivations and work exclusively with monotone derivatives.?
The differential algebra of monotone derivatives that arises there is a gener-
alization of the classical differential algebras considered by ([950) and
Kolchin ([973). Of great importance is the fact that it is endowed with a
proper differential elimination theory (Huberf, B005H). This generalization is
effective and has been implemented (Hubert, P0054).

Refining the discussion of Section 4, we first observe that any differential
invariant can be written in terms of the monotone derivatives of the normalized
invariants of order s + 1. The rewriting is nonetheless not unique in general.
The syzygies can be understood as the relationships among the monotone
derivatives that govern this indeterminacy.

For the normalized invariants of order s+1 we introduce the concept of normal
derivatives. They provide a canonical rewriting of any differential invariant.
The set of relationships that allows one to rewrite any monotone derivative in
terms of normal derivatives is then a complete set of differential syzygies for

2 An necessary amendment of the statement is that K might be taken as the empty
set in (iii).

3 The use of non monotone derivations leads to surprising results regarding the
generation of differential invariants (Olver|, 20074; [Hubert and Olvel, R007)).
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the normalized invariants of order s 4+ 1 (Theorem 5.13).

To prove these results we formalize the notion of syzygies by introducing the
algebra of monotone derivatives. We endow this algebra with derivations so as
to have a differential morphism on the algebra of differential invariants. The
syzygies are the elements of the kernel of this morphism. It is a differential
ideal and Theorem 5.13 actually exhibits a set of generators.

5.1 Monotone and normal derivatives

In Section 4 we showed that any differential invariant can be written in terms
of Z*™! and its derivatives. However, this rewriting is not unique. We can
actually restrict the derivatives to be used in this rewriting, first to monotone
derivatives, then to normal derivatives. Normal derivatives provide a canonical
rewriting.

Definition 5.1 A derivation operator D;, ...D;, is monotone if j; < ... <
Jx- The monotone derivation operators are noted D* where a = (ay, ..., Q) €
N™ and «; is the cardinality of {j; | j; = i}.

There is an inductive process to rewrite any normalized invariants, and there-
fore any differential invariants, in terms of the monotone derivatives of Z5t1.
For the inductive rewriting of tug, for |3 > s + 1, in terms of the mono-
tone derivatives of Z5*! we can proceed as follows: split 3 in § = B + 3 where
|3] = s+1 and then rewrite tug —D”(tuz) which is of lower order. There might
be several inequivalent ways to split (3, each leading to a different rewriting.
The following definition imposes a single choice of splitting.

Notation 5.2 For 3 = (f1,...,0n) € N, we denote

pif|g] <s+1
5 (0,...,0,0., Bit1,- .., Bm) otherwise
withi =max {j | 5; + ...+ Bn > s+ 1}
and ;= (s +1) = fix1 — ... — B
andB:ﬁ—B.

For p e N |3| > 0, we define f(3) and [(3) respectively as the first and last
non zero component of 3, i.e.

f(B)=min{j| 5, #0} and 1(8)=max{j| 8 #0}.

With those notations, |3] is always less or equal to s + 1 and B8 = 0 when
18| < s+ 1. Furthermore I(5) < f(8) for all 3 # 0.
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Definition 5.3 The normal derivatives of 757! are the elements of the set
N =1 U {DP(tug) | BN, 5] > s +1}.

T[:he set N'* of the normal derivatives of order k is the subset thereof with
18] < k.

Proposition 5.4 Any differential invariant is a function of the normal deriva-
tives N of Z5+1.

This result follows from an easy inductive argument on the following lemma.

Lemma 5.5 For all f € N™, 3 # 0, iug — D" (tugz) € F9(JIPI-1).

PROOF: This is trivially true for |3| < s+ 1 since then B = (0,...,0). We
proceed by induction for |3 > s + 1.

Assume the statement is true for all § with s + 1 < |3| < k. Take § with
B = k+ 1. Let i = f(3) and 8/ = 3 — ;. We have 3’ = 3, B =B —¢
and DF = DiDB/ so that tug — DB(ZUB) = 1(D;(ug)) — DiDB/(ZuB,). Thus, by
Theorem 3.6,

g — D (tug) = D; (ZUB/ —p” (ugl)) + > Kt (V,(ug)).
a=1

The entries of K are functions of Z**!, while the entries of 7 (V(ug)) are
functions of Z*. By induction hypothesis D¥ (tugz ) —tug € F9(J*!) and thus
D, (D% (up) — tug) € FO(I*). O

Following the induction on Lemma 5.5, rewriting any tug in terms of the

normal derivatives is an effective process. That the rewriting is unique, modulo
P, is expressed as follows.

Proposition 5.6 Assume P = (py,...,p,) are the r independent functions of
F(J*) that cut out the cross-section P* to the orbits on J*. Let F' € F(J*T*) be

a function such that F'(ix, DB(ZuB)) = 0. Then there exist ay, . . .,a, € F(J*+F)
such that F' =37, a; p; on an open set that contains P.

PROOF: By Lemma 5.5, for |3| < s+ k, there exists ¢5 in F(JI¥=1) such that
DF(tug) — tug = t¢g. The map ¢ : J*™F — J*F given by ¢*ug = ug + @5 is a
diffeomorphism so that 1* is an automorphism of F(J***). In particular, the
restriction of ¥ to J¥*! is the identity so that ¥*p; = p;.

Note that for any F' € F(J**F) thereis a f € F(J***) such that F (i, DBZuB) =
* f(ix, tug) and F (Zx,Dﬁ(ZuB)) = 0 implies that f(zz,ug) = 0. By Propo-
sition 2.6 this implies that there exist by,...,b. € F(J***) such that f =
>.i_1 bip; on an open set that contains PstF Let a; = 1*b;. We have F =
2lim1aipi- O
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5.2 The differential algebra of monotone derivatives

We introduce the algebra of the smooth functions of the monotone derivatives
of 757, We endow this algebra with derivations ®,...,®,, in order to ensure
a differential morphism onto F9(J).

We define first a sequence (%), of manifolds* that correspond to the spaces
of the normal derivatives of Z*%! of order k. 2° is isomorphic to J**! and
therefore of dimension N = m + n(mjﬁrl) The coordinate function on A° are
noted {z¥,...,1% } U {u® ||a| < s+ 1}. Then, for each k, A* is a submanifold
of A1 and A* is of dimension N (k:rnm) A coordinate system is given by
{FP118] < k}u{u? ||| <k, |a|] < s+ 1}. We actually focus on the algebras
of smooth functions F(2*) and F(A), where A = Uy 2A*.

Proposition 5.7 The ring morphism ¢ : F(A*) — F9(J*+*+1) defined by
(x*) =D x) and ¢(ug) = D*(tug), for all « € N and |3 < s +1,
is surjective.

This is nothing else than the statement that any differential invariants can
be written in terms of the monotone derivatives of 75! (Lemma 5.4). Yet
another equivalent statement is the following:

Proposition 5.8 There exists a ring morphism v : F(J*T1F) — F(A*) such
that ¢ o ¥ (uy) = lUg-

In other words, ¥(u,) is a function that allows one to rewrite tu, in terms
of the monotone derivatives of Z**!. In particular we can choose 1 such that
P(uy) =ul, for |a] < s+ 1.

We proceed now to define on F(2) the derivations D1, ..., D, that will turn
¢ into a differential morphism.

Definition 5.9 Let c;j = ¥(Nij) € F(™AY), for all 1 <4, 5,1 < m, where 1
is the morphism of Proposition 5.8 and {A;j}1<i;ji<m are the commutator
invariants defined in Proposition 3.8. Define the derivations ®1,...,9,, from
F(AF) to F(™ARFL) by the following inductive process:

37, it < f(6)

9:(3°) =
D037+, Ciﬂ’}Dl(gB*Ef), where f = f(3), otherwise,

where 3 € {ry,. .., Lt U{u,|lof <s+1}.

4 We shall simply think of them as open subsets of R* for the right k.
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Taking the notation D% = D" ... D% of Definition 5.1 we have D%(3°) = 3“
but in general D*(37) # 3217, unless I(a) < f(3). We nonetheless have the
following property, that is expected for a differential elimination theory, and
that here allows to show that ¢ is a differential morphism. The proofs of
the two next results are reasonably straightforward inductions exploiting the
definition of the derivations.

Lemma 5.10 ©°(3%)—3° € F(QUotP=1) forany; € {xr,,..., 1, }U{u, | |a| <
s+ 1}.

PROOF: By definition of the derivations 2, this is true whenever « or (3 is zero
and when [(«a) < f(8). It is in particular true when [(a) = 1 or f(8) = m.
The result is then proved by induction along the well-founded pre-order:

(@, 3) < (@p) & {7 P
f(B3)=f(B)=fand B} = B; and o/ <, «
where
PR f(B8) > f(B) or
f(B8) = f(B)=f and B} < S
and

, l(/) < () or
O —
l(o) =1(a) =1 and o] < .

Assume the result is true for all (o, 5') < (a, 3). We only need to scrutinize

the case [ = l(a) > f(B) = f. By definition of ® then:

D(3%) = 2% (9,D,G677)) + D D" ).
k

We have f—¢; <; 3 and thus, by induction hypothesis, D, (3°~¢) = 3=+ +
F where F ¢ F(A), for all k, and in particular for k = I. We apply then
the induction hypothesis on D ;(3°~¢/*%) and on D~ (3°*), observing that
B —¢€r+e <5 B whiea—¢ <0 O

Proposition 5.11 The map ¢ : F() — F9(J) of Proposition 5.7 is a mor-
phism of differential algebras i.e. po®, =D, 0 ¢, for all 1 <1i < m.

PROOF: We need to prove that

H(i ) - ¢(D;(%) = Di(0(3%))

for all @ € N™. If this is true for all |a| < k then ¢(D,(F)) = D,(¢(F)) for all
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F € F(AF). The proof is an induction along the well founded pre-order:

G <) & § 1l
|B| = |a| and j < 1.

H(i,«) is trivially true when « is zero or when i < f(«). It is therefore true
whenever ¢ = 1.

Assume H(j,3) holds for any (j,3) < (i,«). Only the case i > f(a) = f
needs scrutiny. We have D,(3%) = D, (D,(37%)) + Xk cipp®(3%7). Since
D,(3%7) € F(Alel) while f < i, the induction hypothesis implies that ¢ (@f (@i(go‘_ef)))
D, (6 (9,())). And since [a—e7] < |al, 6 (D, (7)) = Dy(6 (5°), for

any k an in particular for £ = i. Therefore
6 (D,(") = DD, (%) + X AisDy (66" ) -
k
This is equal to D, (¢(3%)) by Proposition 3.8. O

5.8  Complete set of syzygies

As an immediate consequence of Theorem 3.6, the following differential rela-
tionships hold among the first order derivatives of Z+1!:

D<(ZZL‘j) = 5ij — 221 Km[(va(l'j)) 1 S 'L.aja S m

)

Dz‘(zuoz) = Wate; — 21 Kial (Va(ua))7 laf <'s
D, (tus) — Dj(tug) = Y Kjal (V,(up)) — Kial (V(ua)), a+ €6 = +¢;, o] =[6] =s5+1
a=1

In this section we show that a subset of those relationships is a complete set of
differential syzygies for Z°*!. The subset is obtained by restricting the range
of (i,7) for the third type of relationships which bears on Z5t! \ Z%. We use
the setting introduced in the previous subsection to formalize and prove those
results.

Definition 5.12 Let ¢ : F(A¥) — F9(J*T*+1) be as in Proposition 5.7. An
element of F(U¥) is a (differential) syzygy on the monotone derivatives of Z5**
if its image by ¢ is zero on the cross-section in J*.

Since differential invariants are locally determined by their restriction to the
cross-section, this is the same as requesting that the image is zero on an open
set that contains the cross-section. Furthermore, by Proposition 5.11, the set
of syzygies is a differential ideal: if f is a syzygy then so is ©,(f), for all
1<2<m.
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Theorem 5.13 Define the following sets of functions in F(°) and F(A").
o R ={p(a’,uy)|p € P}

o 6:{52j|1§i,j§m}u{52a||a|Ss,lgigm}where

Sio=1 =8y — 0 (KiVa(z))
a=1

and )
Szim - u;i - ug—i—ei - Z ’QZ) (Kiava(ua))
a=1

o T = {T55||ﬁ| = s+ 1 and f(B) < i < m} where, with f = f(§) and
Oé:ﬁ—i‘Ei—Gf,

Tl =uf —uy — Zl ¥ (KiVa(tta) = KoV, (ug))

An element of the kernel of ¢ : F() — F9(J) is, locally, an element of the
ideal generated by RU G U %X.

The result is deduced from the following lemma. It shows that any monotone
derivative of Z5T! can be rewritten in terms of the normal derivatives modulo

GU%.

Lemma 5.14 For any o € N and |y| < s+ 1 there exists a linear operator
L7, of order la| =1 in ®,...,®,, such that, for § = a + 7,

W —ul— L2 (6,%) € Ful),

PROOF: We consider first the case where |y| = s+1 and prove that there exists

a homogeneous linear operator Hy of order la] =1 in ©4,...,9,, such that

ug — ug —Hy (%) eF (A81=1). The proof is by induction along the following
well founded pre-order on N™:

[yl < 1]
=7 e § or |yl =] and i(y) <U(Y)
or [y| =yl and I =i(y) = I(7') and 3 <

Let Eg = {7'| |7/| = s+ 1, 3o such that o’ ++' = 3}. Note that v € E3 and
that (3 is the minimal element of Ej according to <.

If {(a) < f(7) then 3 = a and 3 = ~ and the result needs no further argument.

Otherwise assume the result is true for all v/ € Ejg with 4" < 7. Let [ = [(ar) >
f(v) = f. We have:
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uy =D« (ufyl)

= Dot (W + T+ 30 (KiaV (1) = K gV (1))

On one hand, the argument of 1) belongs to F(J**1) so that its image belongs
to F(2°). On the other hand D~ (uff,eﬁq) —u:j:;;:f c F(Al*=1) according
to Lemma 5.10. Thus

ug —ul T — Do (T ) e Fallt),

v T By—€pte
Since v — € + ¢ < v we can conclude our induction argument.

We are left to prove that, for all |y| < s and a € N, there is a p € N™ with
|u| =s+1—|vy| and a differential operator Lj; such that

ul —uSeh — Ly (&) e F(lh).

For that it is sufficient to lead an inductive argument on the fact that
T
uz — Do« (ufyl) — uz—:;l 4 SO (Sqlby + zjlelaV(u,y))> s
a=

where [ = [(«). O

PROOF: (of the theorem). Taylor’s formula with integral remainder shows the
following (Bourbaki, [[967, Paragraph 2.5). For a smooth function f on an
open set U x I} x ... x I; C R¥ x R!, where the I; are intervals of R that
contain zero, there are smooth functions fo on U, and f; on U x I{ X ... X I,
1 <i <lsuch that f(x, t1,...,t) = fo(x) + Z;thj filz,ty, ... t).

Let us restrict the 2A* to appropriate neighborhoods of the zero set of &, T
and their derivatives. Take f € F(A*1). By first applying Lemma 5.14 for
o + 7| = k + 1, we can first write it as:

fugug) = A u) + Y LY (8,9) Fy
loty[=k+1

where (7, o) range over |o + y| = k + 1 while (7', a/) range over |o/ +7/| < k
and Fy € F(AFL). We can iterate this process on the u%, with |a/ ++'| = k,
in f;. Induction then shows that

) =Fud) + Y Lo F

|a+vy|<k+1

where now (a,7y) range over |+ | < k+ 1 and (§ over || < k + 1.

Thus ¢(f) = ¢(F). By Lemma 5.6, if f belongs to the kernel of ¢ then F'is a
linear combination of elements of R. O
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Example 5.15 We carry on with Example 3.10 and 4.3.

The non constant normalized invariants in the generating set T? are {tugg, tuyo, gy, Llsgg, LU11, U2 }-
According to Theorem 5.13 a complete set of syzygies among those consist of
the non trivial elements of

R, the functional relationships implied by the choice of the cross-section.

5~ (@) + )

G, the relationships describing the derivations of the elements of Z°:

Sueo * U0 — W50, Sioo * M0 — U1
St tulf = o, 2, sulh— R+ ulfe
St ol — Uiy Fugiv, 3 ug — ugd + ugy o,
where
o = —ufiall — i = 00, = ] — ufuld = v

recalling that v and w are the two derivatives of 3 — 1 (u2, + u%)).
T, the relationships obtained by cross-differentiating the elements Z°1\ Z°:

T2, : Do(ul)) — Dy(uf}) — 2uf o 4+ 2uy50

T3, : Da(u}) — Di(ugy) — 2uif o + 2ugh v,
Yet we saw that {tu, tv, tw} form a generating set. As tv and tw are the
coefficients of the commutation rules, we can perform a differential elimination
to obtain a complete set of syzygies bearing on {tu, tv, tw} (Huberd, P003,
P005H). As can be expected, we obtain:

@1(1’0) — @2(0) =0, @1(11)2 + @2(14)2 =1.

6 Examples

We treat two very classical and well known geometries, curves and surfaces in
Euclidean 3-space, in order to illustrate the general theory of this paper. With
the knowledge of infinitesimal generators of the action and a choice of cross-
section only, we can select a set of generators and compute their syzygies. This
section is thus meant for understanding. Non trivial applications are presented

by [Hubert_and Olvei] (E007).

For the benefit of a lighter notation system, we skip the Gothic notation of
the formalism introduced in Section 5 when formalizing the notion of syzygies.
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Therefore iu, will in turn represent a local invariant, i.e. an element of F9(J),
or the coordinate function u? of 2. In the second example we furthermore use
the conventional notation of derivatives so as to make it more familiar.

6.1 Clurves in Fuclidean geometry

For this example we will first work with a cross-section of minimal order, in
which case there is no non trivial syzygies for the generating edge invariants.
When we then use a cross-section that is not of minimal order, a non trivial
syzygie appears.

We consider the classical action of SE(3) on space curves. We have JO =
X1 x U? with coordinate (x,u,v). The infinitesimal generators of the action
are:

0 0
V(l)__a V(Q)__v Vg_g
Oox o, v
Vo—vg—ua Vo—xg—ug Vozxg—v2
4 ou ov’ P ou o’ ° ov  Ox
so that their prolongations are given by
0 0 0 0 0
Vl—%, V2—%, V3—%, V4—;’l}k8u1€—ua—vk
0 0
Vy=—uD, + ;Dk(x — U ul)a—uk — ZDk(uo vl)a—vk,
Vs = —1voD —ZDk(voul 0 +ZD”c (x —vov1)=— 0
. 8 U 8vk

The action is transitive on J' and becomes locally free on J? with generic
orbits of codimension 1.

Minimal order cross-section

We choose a non classical cross-section of minimal order: P = (z, ug, vg, U1, v1, Vo —

ug). Then:
i(D(P)) = (1 00 fuy fus o(vg — ug)) :

Theorem 4.2 implies that P = {tug, tw}, where w = v3 — us, is a generating
set. For the purpose of rewriting any other differential invariants we write
every element of 72 in terms of .

From Theorem 3.6 we have D(tus) = tuz — & tw since

K= (100 Lu22u2>

2 Tus
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T
while 7(V (uy)) = (o 00 us 0 o> . Thus

LUy = LUg, LUz = D(ZUQ) — %, and vy = D(Zug) + %

Note that tus is a differential invariant of order 2 and is therefore a function
of the curvature, while 7(us — v3), as a differential invariant of order 3 is
a function of the curvature x and the torsion 7. There are several ways to
compute the algebraic expression for tus, tus and tvs ([Fels_and Olved, [999;
Hubert and Kogan], P0074,H). But conversely, given the analytic expression

for the curvature and the torsion (Wikipedia, R007; [Guggenheimer, [963) it is
easy to write them in terms of tus, tug and tv3 thanks to Theorem 2.11.

_ LUz — g
R = 2[/11/%7 T = W
2

Non minimal cross-section

We consider now the third order cross-section P = (zx,ug, vg, v1,v2,v3 — 1).
(R007H) introduced it to show that the minimal order condition is nec-
essary for Theorem 4.2.

As a consequence of Theorem 4.1, {tuy, tug, tug, tug, tvg} is a generating set.
According to Theorem 5.13 they are subject to the following non trivial dif-
ferential syzygies.

_ - 1 14+7u? — _ ll-}—[u% _
D(tuy) = tuy + 3 T luy — 5 Ly

D(Z’UQ) =2 [Ug — LUy LUy
2

us — u1“+1 4 tus U2 tus
uq ) LUy + Tug + 3 Tusg + 1

D(iug) = tug — (4 1us +

From the two first equations we can deduce tug and vy in terms of {zuy, tus}
and their derivatives. Substituting in the last equation we can do the same
for tuy so that {iuy, tus} is a generating set. Indeed, by Theorem 2.11, we can
write the curvature and the torsion in terms of those:

3 1
K=y, T=—"7""—"5°.
(14 wu?)3’ tus (1 + u?)

6.2 Surfaces in Euclidean geometry

We shall show how to retrieve the Codazzi equation as the syzygie between
the two generators for the differential invariants.

We choose coordinate functions (z,y,u) for R? x R. The infinitesimal genera-
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tors of the classical action of the Euclidean group SF(3) on R? are:

0 0 0
V4:x%—ua—x,v5:y%—ua—y,\/{;:xa—y—y%

We consider z, y as the independent variables and u as the dependent variable,
and choose the classical cross-section defined by P = (x,y, u, Uy, Uy, Ugy).

The Maurer-Cartan matrix of Theorem 3.6 is:

100 tuy, 0 —oov
LuzszUyy

010 0 wuy, —=w—
YY Tuge—Tuyy

and applying Proposition 3.8 we have

LU gy LUy
[D,, D] = ——D, + — D, (6.1)
Mgy — Ly Mgy — Ly

Given that iz, vy, tu, tuig, tuor, Ligy = 0 the non zero elements of & are

Siyy = D1<Zuyy> - Zuryyv Sq%yy = D2(zuyy) - Zuyyya

while the elements of ¥ are

CA— v — 7 o Muayy (7 -
Tuxyy - DZ(Luﬂﬁyy) Dl(Luyyy) Mg —TUyy (Lumﬁy + Luyyy)?

2 = I — 7 . Mazy (7 -
Tumm - DQ(Lummm) D1<Lummy> Tl — Ty (Lumyy + Lummm);

2 _ - _ - _ Taay Wyyy+ Moy Waze =2 Mooy =2 Tayy Ix — 7 X 1%
1., = D, (ttyzy) — Dy (Tugyy) ——— + (Mg — Ty Ty DUy

Theorem 4.2 predicts that {Tug,, tuy,, (e, T, } form a generating set. From
S we see furthermore that all the third order normalized invariants can be
expressed as derivatives of {iu,,, tu,, }. This latter set therefore already forms
a generating set of invariants. Indeed, with Theorem 2.11, we can write the
Gauss and mean curvatures in terms of {iuy., tuy,} (Guggenheimer, [963),

([vey and Landsberg, P003, Section 1.1):

O = PN — Dy U
T (HuZ4u2)z T e TRy
1 (M u)uge —2uyuay+(1+u ) uy, 1/— _
=3 y — = 5 (Mg + Tiyy).
(I+u2+u?)?

Our generators are thus the principal curvatures. Let us write k = tu,, and
T = lUy,. From & we have

Wapy = D1<H)a Zu:m:y = D2<"£)7 Zu:z:yy = Dl (T)v and Zuyyy = D2<T>'
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Making the substitution in ¥ we obtain

Dy(7)

DyDy (1) — DiDo(1) — (Da(k) + Da(1))

DDy ()~ DDs() — 22 (D, () + Dy (7))

_ Du(w) Da(7) + Da(s) Da(r) — 2Do(w)* — 2D (r)?

Dj(k) — Di(7) +(k—T)RT.

The two first functions vanish when one rewrites DyD;(7) and DyD; (k) in
terms of monotone derivatives using (6.1). The last function provides the Co-
dazzi equation (Guggenheimet, [[963), ([vey and Landsbergd, R003, Exercise
2.3.1).
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