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A PRELIMINARY THEORY FOR PARALLEL PROGRAMS

Gilles KAHN*

SR

Dans sa these, D. ADAMS a introduit un mod&le de calcul patralldle qui
permet de représenter une large classe d'algorithmes paralléles. Depuls, D, SEROR
a signalé 1'intér&t du modéle de ADAMS pour représenter les tfches d'un systéme
d'exploitation,

Nous montrons dans ce rapport comment certaines idées de D. SCOTT per=-

mettent un traitement systdmatique des propriétés de ce modéle de calcul paral -

léle,

Abstract :
In his thesis, D, ADAMS introduced a model of parallel computation
whichis comvenient to represent a wide cluass of parallel algorithms, Later, D,

SEROR pointed out the interest of ADAMS'model to répresent the tasks of an

operating system.
We show here how ideas due to D. SCOIT allow a systematic treatment of

the properties of this model of parallel computation.

¥ Work reported herein has been carried out under a joint projert supported by Commissariat a I"Energie
Atomique and [RIA [LABORIA)



Introduction :

In his thesis [ ], D. ADAMS introduced a model of parallel computa-
tion which is convenient to represent a wide class of parallel algorithms. He
exhibited several moderately convincing examples of parallel programs for sor~
ting or matrix computations. Later, D. SEROR [117] pointed out that ADAMS 'model
was dctually better suited to represent the tasks of an operating system. We
shall study here the formal properties of this kind of parallel programs,

The paper is intended to be self-contained but previous exposure to

SCOTT [9, 10] would clearly be beneficial to the reader.

Parallel computation

Informally speaking, a parallel computation is organized in the follo~
wing way : some autonomous computing stations are connected to each other in a
network by communication lines. Computing stations exchange information through
these lines. A given station computes on data coming along its input lines, using
some memory of its own, to produce output on some or all of its output lines.
It is assumed that :

i) Communication lines are the only way by which computing stations
may communicate,
ii) A communication line transmits information within an impredictable

but éigigg amount of time.

Restrictions are imposed on the behaviour of computing stations :
iii) At any given time, a computing station is either computing or wai-
ting for information on one of its input lines.
iv) Each computing station follows a sequential program., (We call here

sequential program what is usually called a program elsewhere).

This intuitive description of a parallel computation calls for several
remarks : first, since several computing stations may be computing simultaneous-
ly, this model indeed exhibits some form of parallelism. Second, restriction

iii) means that a computing station cannot be waiting on one or another of its
Input lines, but of course it can be waiting on the conjunction of several input
lines by sequentially waiting on each one of them. Third, we do not restrict the

computing stations to have a finite memery. A good representation of thisg system’



is a set of Turing machines connected via one-way tapes, where each machine can
use its own working tape. For the reader acquainted with 0S8/360 [13] or similar
operating systems, one can think of a set of assembly language programs : the

computation lines are the variables which can be WAITed on or POSTed. Restric-—

tion iii) means that only one program is allowed to POST a given variable.

Parallel program schemata

We formalize now the notion of parallel computation introduced above.
. Syntax
A parallel program schema 1is an oriented graph with labeled nodes and
edges, together with some supplementary edges (see fig 1) : incoming edges with
only end vertices, meant to represent the input lines, and outcoming edges, with

only origin vertices, the output lines.

I : input line

fl’ &8s Bys h] ¢ internal communica-

tion lines

0 : output lines

i
g
2 015 0y

Figure 1.



2. Semantics

2.1 Qutline
Edges in a schema are thought of as pipes : each edge is able to carry
data of a given type Dle.g : integer, boolean, pointer, procedure, etc...]

An observer placed on the line witnesses its traffic, a (possibly in-
finite) sequence of objects of type D : it is

called the Qistorz of the line.

Since a computing station has its own memory, it is not a partial function from

the domains of the inputs into the domain of the outputs, but rather a function

from the histories of its input lines into the histories of its output lines.

2.2 Sequence domains

Let D” be the set of finite or denumerably infinite sequences of ele-

1 s +
ments over a set D. In D we include the empty sequence A. The relation ¢ defi-

ned by

X c ¥ iff X is an initial segment of ¥

. . w w . . oy
1$ a partial order on D, We make D  into a lattice (fig 2) by adding an artifi-
cial element T such that w

¥xel 1 xcrT

The greatest lower bound (g.1.b) of two sequences is their longest common ini-
tial segment. If two sequences x and y are incomparable, their lea

st upper bound
(lLusb) x uy is T, otherwise it is the longest of x and y.

W oy ..
™3, } infinite sequences

é; finite sequences
D= {
al,az}
Bottom



We recall the definitions
- A directed subset A in a lattice is a set such that
Xx€e€ A, ye A=>3%x Uy eA.

~ A lattice T is complete if every subset of T has a l.u.b.

The reader can check that D is a complete lattice. If D is countable,

¥ is a data type in the sense of Scott [y,

2.3 Domain of interpretation

To each edge e in a schema, we associate a set D » the type of theobjectg

it may carry. The history of line e is then an element of D

2.4 Continuous mappings

A mapping f from a complete lattice A into a complete lattice B ig conti-

nuous iff, for any directed subset a of A.

f(ua) = uf(a)
where the U on the left~hand side of the equation concerns the ordering in A
and on the right-hand side the ordering in B. Note that a continuous mapping
is also monotonie, i.e.

X ey =>£(x) ¢ f(y) . ,
We give several examples of continuous mappings of particular impertance

in the sequel
~— HD : to any sequence x in DY, HD associates the unit length sequence
constituted of the leftmost element of x.
= IL : to any sequence x in Dw, IL associates the sequence to the right
of its leftmost element,
~ CONS : takes two arguments L] and L2 in DY to produce the sequence

leftmost element of L1 followed by L2.

Note that these definitions imply
TL(f) = HD(}) = % ; CONS(A,A) = HD(A) ; CONS(4,A)

~ we shall need also to talk formally about the length of a sequence.
Io do so , we can take the integers with their usual order, complete them with a
top element = to obtain a complete lattice N (fig 3). Addition in this lattice is
a continuous function . The mapping from DY to N which maps & sequence into its

length is continuous.
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The lattice N

Fig 3.

2.5 Computing stations

We are now ready to interpret the nodes in a parallel schema. To each

node with input lines carrying data in D 2,....D and produc1ng data in

1’
D!, D!, ...D' we associate P contlnuous functions from D* xp¥ x...D into (reg-

1 } 2
Y W rw
pectively) DI , D2 y e Dp
For example, in Fig 4, we specify two
continuous functions n in ot
5 D2 D3 ou i f] and f2 1n order
! to internret node f
. W w w YW
f1 : D] X D2 X D3 -+ D]
: ., pW w W y W
f2 : D1 X D2 b4 D3 > D2
i ¥
b DYy
Fig 4,
Examples
a) Fig S5.a :
D1 D2 Dl = D2 = D3 = N
N L
D} = D2 D3 N
D3 f maps L],L2 in N into the sequence L in N
whose i~th element is the sum of the 1~ths elements
Fig 5.a of I, and L,.



b) fig 5 b
LeDw,xeD , {x}eD (sequence of length 1)
f(L) = CONS({{x},L) (Note £(A) # 0,

Q—@—»-——w-{_f—... o

D )
fig 5.b ¢) fig 5.c

N LeN”, L' = f(L) € Nw, the ith element of L' is the
sum of the first i elements of L and E(AY = A

(Note : f needs unbounded memory).

N

fig 5.c

Other examples can be found in Kahn [ 3 J.
The restriction of the interpretation of nodes to continuous functions

can be understood in concrete terms ¢

a) Monotonicity means that receiving more input at a computing station can
only provoke it to send more output. Indeed this a crucial property since it al-
lows parallel operation : a machine need not have all of its input to start com-—
puting, since future input concerns only future output.

b) Furthermore continuity prevents the possibility for a station to take
the decision to send some output only after it has received an infinite amount

of input.

§emarks

— Computable functions over the real numbers (See for example Minskyl 14])
are continuous.

- The reader should convince himself that a sequential program written
with WAIT and POSI (or READ and WRITE) is a continuous function from its input

stream(s) into its output stream(s),

The fundamental result_

A parallel program is an interpreted parallel schema. The key results

about parallel programs are contained in the

* The converse is not true., Call serial the continuous functions which can be
written as sequential programs with WAIT and POST. The following continuous func-
tinn @ 35 nat serial

oe DY x DY 5 pt?, pr ={al, 9(X,¥) = @dvverie..a l
7 length(x)+length(y)



Theorem :

Given a parallel program and some input sequences :
1) A unique minimal history can be associated to each communica-

tion line and in particular to the output iines.

ii) The unique minimal history of each communication line is a

continuous function of the input sequences.

Proof

a) To each parallel program P, we associate a set Zp of fixpoint equa-
tions on sequence domains in such a way that a set of sequences is a possible
solution of the system iff it is a possible set of histories for the communica-
tion lines in the program :

i) To every line e of type De associate a variable X, ranging over D:.

ii) If X], X2, . Xn are the variables associated to the input lines,
" .n.ik the sequences fed as inputs on the lines write

XI = 1]

. . -

= i
T %
1ii) For eacpmode f, interpreted with functions fl’ ...fp, input

variables X}, ce Xn’ output variables

XI, . X;, write p equations

X'= f (X e X )
1 : n

17

fp(XI,...XP)

XI

Fig 6



Example _:

X, =1

>3
B

f (X],X3)

il
]

5 g1<x2>

>4
~
]

gZCXZ)
k1<x5>

>
4

>4
il

K, (Xg)
= h)_(xl(.’ Xe)

Fig 7

Clearly, the histories of the lines of the program P have to satisfy the

system I_.,
Y p

b) We have taken care in the previous section that

i) the variables X,  should range over complete lattices,
i1) the functions involved in should be continuous mappings.

Tt is well known (see for example Kleene's first recursion Theorem (41

that
- There exists a unique minimal solution for I
- The solution can be approached by successive iterations, starting with
Vl, Xi = A [Strictly speaking, there existsa A for each sequence domain]

And from Scott [10], we know a little more about the solution :
- The solution is a continuous function of the parameters of the system,

in this case the input streams to the program (e.g:i on fig 7).



Remark :

In ZP we have a ridiculously high number of variables and equations.
Actually, we need only one variable per output line when the program
contains no cycles. If there are cycles, we find a minimal cut-set of the pro-
gram and introduce only variables for the lines in this cut=set.On the examole

on Fig 7, we keep only Xps Xgs Xy, X ‘Zp becomes :

8

. X, = £(i, hl(gZ(Xz)’X6))

2
. X, = K, (gICXZ))
P -
X, =k (g, (X))
X8 = hz(gz(xz)sx6)

From now on, we shall only consider the implementations of parallel pro-=
grams that actually compute minimal histories. For instance the realization via
Turing Machines is adequate .

Applications
Ihanks to the fundamental result, we study the properties of a system of

equations rather than the behaviour of a complex machine,

1. First examples

1.1 In the system of fig 8, let X range over
D“ and f be the identity in D%, We asso-
ciate to the (input~less) system, the

equation :
X =X fig 8.

Any sequence in p” is a solution, but A is the minimal solution.
Nothing happens !
1.2. Interpret now f as
f(L) = CONS(a, 1) aeD
In other words, the machine f sends a, then everything that comes along. We get

now the equation
X = CONS(a, X) (1)

10



We can approximate the minimal solution U of this equation :

UO = CONS(a,A) = a
Ul = CONS(a,XO) = aa
n
U, = CONS(a,X _ ) = a
U=1im X = a”
nre

We prove now, that the length of U is infinite, The proof is pedantic,
but much in the style of what can be done with in the context of an automatic

proof checker such as LCF (Milner [6 1).
length(CONS(a,X)) = 1 + length(X) (def. of length).

Since length is a continuous mapping from DY to W :
(1') length (U) = 1 + length (U)

But (1') is a fixpoint equation in N with minimal solution w,

In essence, we just gave a formal proof that the systems of fig 8, in

the interpretation considered, runs forever.

1.3 In the system of fig 9 interpret
f as f(L) CONS(a, L)
g as g(L) = TL(L)

(f sends an a, then anything that comes in, g waits for something and then sends

i

it

what comes after)

Fig 9.



The equation X = g (£(X)) reduces to X = X thus X is the empty

sequence : this system blocks.

On the other hand if g(L) = CONS(b,1), we obtain

X = (b a)”

and the system runs forever,

l.4 On the example of fig 10, par

allelism is more actively involved.
Functions g and h are interpreted as : -

g(L) = CONS(a,L) h(L) = CONS(p,1)

and f, fi, £} are defined recursively :
Y Py ranS 4 Z
2 f =

|‘, X

&
] 2

Fig 10,

£(L,M) = CONS (HD(L), CONS(HD(M), £(TL(L), TL()))

£, (L) = coNs (HD(L), £1 (TL(TL(E))))

£5(L) = CONS (HD(TL(L)), £, (TL(TL(L))))
By induction it is easy to prove that

X =(a b)Y Y =a" z = p¥
Nete
We shall often use in the sequel the n=plicator (fig 11).: this machine sends
a copy of each input on all of its n output
. lines.
Fig 11.

it Ve .
n output lines.

When an n-plicator occurs in P, it introduces only trivial equations in



2. Proving properties of parallel programs

A property of a parallel program is stated as a relation between the
input sequences and the output sequences or in general between the histories of
some communication lines. Numerous techniques for dealing with systems of fix~
point equations have been already developped (see for example Manna, Ness,
Vuillemin [ 5] for a review or Vuillemin [12 1) and they are readily applicable,
Furthermore an entire logical system doted of a powezrful induction rule has

been built and even implemented (Milner[ 6 1) for that very same purpose.

3. Closure

Potnnn

The main result can be thought of as a closure property : given a certain
number of computing stations, we can connect them into a network that is equiva~

lent to a single computing station (See Patil [871). It also shows that in a paral=-

lel program, substitution is allowed : we can replace a program by an equivalent -

one without risking to modify the initial program. This results legitimates top=

down (or hierarchical) design of parallel programs. It also yields easy proofs

.

of some properties of sets of fixpoint equations :

Property !

The schemata of figl2 are equivalent

13 -



Proog :

The schemata of fig 13 are obviously equivalent and fig12b is obtained

from figl2a by substitution of 13 a by 13 b. K
) (2)
(2) (& O

a Fig 13. b

If we denote ux.t the minimal solution of x = t(x), we recognize in ¥ro-

perty 1 the following lemma of Vuillemin [12]:

ux.g(f£(x,1) = glux.£(g(x,1i))).

Property 2 ux E(x,%) = pz. (uy.£(y,2z)).
Proof : From the decomposition P SR,

indicated on Fig 14 we can write
either (I) X = £(X,X) or if

¢(z) denotes the fixpoint of

= f (Y,Z)
X =12 E
Remark :

e s s

This is essentially the method used by Scott, de Bakker [2 ] or

Park [ 7] to eliminate simultaneous recursions.

Property 3 The schemata on fig 15 are equivalent.

Proof : From Property |
ix.E2(x) = £ (ux £2 ()

Hence ux.f(x) ux.fz(x) (n
But ux. E£(x) = £{ux.£(x)) = fz(ux.f(x))
Hence uthz(x) < ux.£(x) (2)
From (1) and (2) we get

ux.f(x) = ux.f2(x) (3)

14



(3) is the glgebraic statement of the equivalence of the schemata on fig 15
a and 15 b :

F_

¥ N

(a) (b)

Fig 15,

Recursion

The parallel programs introduced so far actually exhibit & limited paral-
lelism : only a finite number of machines may work simultaneously. Following

our approach, we introduce easily the recursive parallel programs, where an un-

bounded number of machines may compute in parallel,
A recursive parallel schema is a set Fz, Fl’ ...F2 of parallel schemata
in which some nodes may be labeled Fl’ FZ’ ...Fl. If a parallel schemata Fj has

input lines labeled il’ 12, ...ip and output lines 0s 0 'Og’ then in each

2, (3K
occurrence of Fj the same labels must occur on its input and output lines. Exam-

ples are given on fig 16 :

F




(N.B. : this is a way to ensure that the parallel recursive programs are

syntactically well formed ; it is sufficient for our purposes although it

may give mseveral lahels to one edge).
The fixpoint equations now containvariables in two types : sequence do-

mains, and continuous mappings between sequence domains.

Example

B the schema on fig ;4(a) we associate the system of equations §

o
z
X

where X and F are respectively an unknown sequence and an unknown continuous

F(i) = gZCF(f(i,x>))

g, (F(£(1,%0))

]

mapping between sequence domains. The continuous mappings from a complete lat-
tice into a complete lattice conmstitute also a complete lattice (cf Scott L10])
with the ordering

fcg iff ¥x £(x) ¢ g(x)

The fundamental result holds without modification,

Here again we shall consider only the implementations of recursive paral=-
lel programs that actually compute the fixpoints (sequences and functions). The
discussion of valid implementations is beyond the scope of this paper, but it
can be readily noted that Adams [ 1] and Seror [11] fail to give correct compu-

tation rules,

e Sty 11

Interpret the schemata on fig 17 as follows :
fl(l) = TL{(i) f2(l) = HD(i) g(ll,Lz) = CONS(12, 11);

and h defined recursively as
h(i) =.CONS(h1(HD(i)), h{TL(i)))
with 1 ¢ Dw, h]e DD.
From F(i) = g(F(fl(i)), hfz(i)) we get easily
F(i) = CONS{h (hd(i)), F(TL(i))

.

Hence F = h & .
In this interpretation, schema 17(a) and 17 (b) compute the same functior.

But in 17(a) many instances of h are computing in parallel !

16



(a) (b)

Fig 17.

s et s

The essential result of this paper is that we can consider a certain
variety of parallel programs as regular programs, but operating on a different
data type : sequence domains. The usual methods for proving properties of pro-
grams will work. A proof-checking program in the style of Milner's LCF 671 can

pe used to check these proofs.

In this paper, we have only developped a theory for determinate parallel

programs. Significant portions of operating systems can be modeled by such pro~
grams. We hope that Scott's insightful theory can be applied to non determinate
parallel programs, the next step towvards a satisfactory theory for operating

systems.
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