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Abstract: Our starting point is a dependency task graph and an heterogeneous dis-
tributed memory target architecture. We revisit the well studied problem of bicriteria
(length,reliability) multiprocessor static scheduling of this task graph onto this architec-
ture. Our first criteria remains the static schedule’s length: this is crucial to assess the
system’s real-time property. For our second criteria, we consider the global system failure
rate, seen as if the whole system were a single task scheduled onto a single processor, instead
of the usual reliability, because it does not depend on the schedule length like the reliability
does (due to its computation in the classical reliability model of Shatz and Wang). There-
fore, we control better the replication factor of each individual task of the dependency task
graph given as a specification, with respect to the desired failure rate.

To solve this bicriteria optimization problem, we take the failure rate as a constraint, and
we minimize the schedule length. We are thus able to produce, for a given application task
graph and multiprocessor architecture, a Pareto curve of non-dominated solutions, among
which the user can choose the compromise that fits his requirements best.
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Le probléme de 'ordonnancement statique
multiprocesseurs bicritére (longueur,fiabilité) revisité

Résumé : Notre point de départ est un graphe de dépendences de tiches et une architecture
cible & mémoire répartie. Nous revisitons le probléme classique de I’ordonnancement statique
multiprocesseurs bicritére (longueur fiabilité) de ce graphe de tache sur cette architecture.
Notre premiére critére reste la longueur de 'ordonnancement statique: ceci est crucial afin
d’établir la propriété temps-réel du systéme. Pour notre second critére, nous considérons
le taux de défaillance du systéme global, vu comme si le systéme dans son entier était
une unique tache ordonnancée sur un unique processeur, & la place de I'usuelle fiabilité du
systéme, parce qu’il ne dépend pas de la longueur de ’ordonnancement comme c’est le cas
de la fiabilité (en raison de son calcul & I’aide du modéle de fiabilité classique de Shatz et
Wang). Ainsi, nous controlons beaucoup mieux le niveau de réplication de chaque tache
individuelle du graphe de dépendences donné comme spécification par rapport au taux de
défaillance désiré.

Afin de résoudre ce probléme d’optimisation bicritére, nous prenons la taux de défaillance
comme une contrainte, et nous minimisons la longueur de ’ordonnancement. Nous sommes
ainsi capables de produire, pour un graphe de dépendences donné et pour une architecture
multiprocesseurs donnée, une courbe de Pareto de solutions non-dominées, parmi lesquelles
I’utilisateur peut choisir le compromis qui correspond le mieux & ses exigences.

Mots-clés : Optimisation bicritére, fiabilité, optima de Pareto, ordonnancement statique
multiprocesseurs, bloc-diagrammes de fiabilité.
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1 Introduction

Bicriteria (length,reliability) multiprocessor scheduling has recently attracted a lot of atten-
tion [7,1,8,11,22,20]. The purpose is to schedule statically a graph of tasks (also called
operations) onto a distributed memory multiprocessor architecture, such that two criteria
of the obtained schedule are optimized: its length (crucial to assess the system’s real-time
property) and its reliability (crucial to assess the system’s dependability).

We use the widely accepted reliability model of Shatz and Wang [23], where each hard-
ware component (processor or communication link) is characterized by a constant failure
rate per time unit )\, such that its reliability during the interval of time d be e~ (that is,
the occurrences of the failures follow a constant parameter Poisson law). The chosen mean
to increase the reliability of a system is the active replication of the operations and the
data-dependencies, which consists in executing several copies of a same operation onto as
many distinct processors (resp. data-dependencies onto communication links). Intuitively,
adding more replicas increases the reliability, but also the schedule length. In other words,
adding more replicas improves the reliability but penalizes the length: in this sense, we say
that the two criteria are antagonistic.

But things are not so easy! We show that using together the reliability criterion and
the schedule length criterion raises technical difficulties, because the reliability depends
intrinsically on the duration of the operations and communications. For instance, choosing
a processor such that the duration d of a given operation is smaller (which is good for the
length criterion) induces a higher reliability (which is also good for the reliability criterion);
this is because the d — e~*? function is decreasing. This is counter-intuitive though, since
this means that replication is bad for reliability! It follows that it is difficult to design a
satisfactory bicriteria scheduling heuristic. In particular, this has three drawbacks: first,
the length criterion overpowers the reliability criterion; second, it is very tricky to control
precisely the replication factor of the operations onto the processors, from the beginning
to the end of the schedule (in particular, it can cause a “funnel” effect); and third, the
reliability is not a monotonous function of the schedule.! Yet, this is the approach that has
been followed so far in the literature.

For this reason, we propose a new criterion in place of the schedule reliability, which we
call the global system failure rate (GSFR). The GSFR is the failure rate per time unit
of the obtained multiprocessor schedule, seen as if it were a single operation scheduled onto a
single processor. Since the failure rate is “per time unit”, it is intrinsically independent of the
duration of the operations. As a consequence, our new theoretical framework is consistent
with the intuition that replication is good for reliability but bad for length. This is our first
contribution: Section 4 motivates the GSFR and explains how to compute it.

Using the GSFR is also very satisfactory in the area of periodically executed schedules.
This is the case in most real-time embedded systems, which are periodically sampled systems.
In cases, applying brutally the Shatz and Wang reliability model yields very low reliabilities
due to very long execution times (the same remark applies also to very long schedules). Hence

11f S’ is a prefix schedule of S, then the reliability of S is not necessarily greater than the reliability of S’.
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4 Alain Girault & Hamoud: Kalla

one has to compute beforehand the desired reliability of a single iteration from the global
reliability of the system during its full mission; but this computation depends on the total
duration of the mission (which is known) and on the duration of one single iteration (which
may not be known because it depends on the length of the schedule under construction).
In contrast, the GSFR remains constant during the whole system’s life; that is, the GSFR
during a single iteration is by construction identical to the GSFR during the whole mission.

Now, let us address the issues raised by bicriteria optimization. Figure 1 shows a set of
solutions for a bicriteria minimization problem: the points 2!, 2%, 23, 2%, and z° are Pareto
optima [30]; the points 2! and z° are weak optima while the points 2%, ¥, and x* are
strong optima. The set of all Pareto optima is called the Pareto curve. Then, several
approaches exist to tackle bicriteria optimization problems (these methods extend naturally
to multi-criteria) [30]:

1. Aggregation of the two criteria into a single one, so as to transform the problem
into a classical single criterion optimization one.

2. Transformation of one criterion into a constraint, which allows the solving of
the problem by optimizing the other criterion under the constraint of the first one.

3. Hierarchization of the criteria, which allows the total ordering of the criteria, and
then the solving of the problem by optimizing one criteria at a time.

4. Interaction with the user, in order to guide the search for a Pareto optimum.

second
criterion Zo

A

ZQ (CL'())

» first
criterion 77

Figure 1: Pareto optima and Pareto curve for a bicriteria minimization problem.

Our second contribution belongs to the second case: we propose a new static scheduling
algorithm that takes as a constraint a given failure rate per time unit, and that attempts

INRIA
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to minimize the schedule length on an heterogeneous architecture, by using a smart cost
function. By executing this algorithm with several failure rates, it is possible to obtain the
Pareto curve for a given instance of the problem (i.e., a given algorithm graph and a given
distributed architecture). We present in details this new algorithm (Section 5) and show
extensive simulation results (Section 6).

2 Related work

Numerous works have dealt specifically with the bicriteria (length,reliability) static schedul-
ing problem for distributed memory heterogeneous architectures. The most advanced
are [7,1,8,22,11] because, in contrast with many other results, they do not assume the
communication network to be acyclic. There are also the works of Srinivasan and Jha [28],
but they only aim at maximizing the reliability and not at minimizing the length of the
schedule.

Computing the reliability of a schedule requires to compute, for each data-dependency
from operation X to operation Y (noted X>Y), the probability that there exists an opera-
tional path from the source processor (which executes X) to the destination processor (which
executes Y). This problem, known as the terminal pair problem [3], is NP-hard in the
case of a general network. For this reason, numerous works have restricted themselves to
acyclic networks [23,24,15,16,13,12], because the time necessary to compute the probability
that a path is operational becomes linear in the length of the path.

The RDLS algorithm (“Reliable Dynamic Level Scheduling”) proposed by Dogan and
Ozgiiner in [7] is an extension of the Dynamic Level Scheduling (DLS) algorithm of Sih and
Lee [25]. The latter is a list scheduling heuristic that takes as input a DAG of operations
Alg and an heterogeneous set of processors Arc. At each step, the heuristic evaluates all
the pairs (operation, processor) and chooses to place on processor p the operation o such
that the cost function DL(o, p) be maximal. Dogan and Ozgiiner add an additional term to
the DL cost function so as to take into account the reliability of the scheduling (under the
classical reliability model of Shatz and Wang). Hence the two criteria, length and reliability,
are combined to become a single criterion. The simulation results show that RDLS is always
better than DLS w.r.t. the reliability criterion, but always worse w.r.t. the length criterion.
Note that they do not replicate operations nor data-dependencies.

In [8], Dogan and Ozgiiner propose a bicriteria extension of the DLS algorithm, by
building at each scheduling step two lists containing all the pairs (v;, m;) of tasks v; ready
to be scheduled and of machines m;: the first list is ordered by decreasing order of the DL
function to take into account the increase in the length of the schedule resulting from the
decision to place v; on my;; the second list is ordered by increasing order of the ACOST
function to take into account the decrease in reliability resulting from this same decision.
Therefore, each pair (v;, m;) has a rank in each of those lists, respectively noted Rank}, ; and
Rank; ;- These two ranks are then combined as Rank; ; = 51Rank}’j + 62Rank? ., where

i,J
the two numbers §! and 6% are chosen empirically so as to balance the two criteria. Finally,
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6 Alain Girault & Hamoud: Kalla

the pair (v;, m;) having the smallest Rank; ; is selected and v; is placed on m;. Here again,
they do not replicate operations nor data-dependencies.

In [11], Hakem and Butelle have proposed an algorithm very similar to RDLS: in-
deed, like in [7], the two criteria are aggregated into a single bi-objective cost func-
tion, the reliability model is the one of Shatz and Wang, and the tasks are not repli-
cated to increase the reliability. The function f(¢,p) denotes the finish time of the task
t when it is scheduled on the processor p. The function o(¢,p) denotes the reliabil-
ity cost when the task ¢ is scheduled on the processor p. This bi-objective function is

2 2
D(t,p) = \/0 (%) +(1-9) (%) . The normalization with the max pre-
vents one criteria from dominating the other one, like in [1]. Compared to RDLS, Hakem
and Butelle claim to have better results in reliability but worse in schedule length.

The eFCRD algorithm (“Efficient Fault-Tolerant Reliability Cost-Driven Algorithm”)
proposed by Qin et al. in [22] produces static fault-tolerant schedules by replicating each
operation twice (one primary replica and one secondary replica that sometimes overlaps with
other operations); hence exactly one processor failure is tolerated. Concerning the reliability
(Shatz and Wang model), eFCRD tries to schedule each primary replica on a processor such
that the increase of the reliability cost be minimal and that the deadline of the task be met.
However, the reliability of the communication links is not taken into account.

Pop et al. have addressed the  tricriteria  optimization  problem
(length,reliability,energy) [20]. Both the length and the reliability are taken as a
constraint, respectively with a given upper and lower bound. The energy consumption is
minimized thanks to dynamic voltage scaling, but since this increases the execution time,
it also has an impact on the reliability due to the e~ reliability formula. As a result, the
criteria are intrinsically dependent and the problems mentioned in the introduction arise.

In a previous paper [1], we have proposed a bicriteria scheduling heuristic, where each
candidate operation o is tested onto all possibles subsets of processors p. For each choice
(0, p), we compute the induced variation in length Al and reliability Ar, both normalized
w.r.t. the length upper bound and the reliability lower bound constraints (both provided
by the user). In the bicriteria plane of Figure 1, we project each point (Al, Ar) onto the
diagonal line of angle #, and choose the point whose projection is closest to (0,0) (this
amounts to aggregating the two criteria). By varying 6, we can give more weight to the
length or the reliability criterion. Note that when the subset p is a singleton, the operation
o is not replicated, while when it is a set {p1,...,pr}, the operation o is actively replicated
onto the processors p; to py.

Among the works presented so far, only [1,22] replicate the tasks to increase the reliability.
In contrast, [7,8,11,20] cannot increase the reliability of the obtained system above the
reliability level of the hardware platform the system is executed on. The approach we
present in this article uses the active replication of tasks and data-dependencies to achieve
any reliability level required by the user, at the price of some schedule length overhead of
course.

INRIA



Revisiting the bicriteria (length,reliability) multiprocessor static scheduling problem 7

Also, all the works presented so far [7,1,8,11,22,20] suffer from the three drawbacks
mentioned in the introduction: first, the length criterion overpowers the reliability criterion;
second, it is very tricky to control precisely the replication factor of the operations onto the
processors, from the beginning to the end of the schedule; and third, the reliability is not a
monotonous function of the schedule. The approach we present in Sections 3, 4, and 5 solves
these problems thanks to the replacement of the reliability criterion by a new criterion that
does not depend on the execution times of the operations and data-dependencies.

Finally, in [23,24,15,16,13,12], the communication network must be acyclic, which is
an important restriction. Besides, in [23,24,15,16,12], the system to be distributed and
scheduled consists of a set of software modules that communicate between them, but these
communications do not influence the order of execution of the modules, i.e., they are not
data-dependencies; rather they are assumed to be bi-directional communications and are
abstracted as an inter-module communication time [5]. Moreover, all these works
explore the state space entirely in order to find the optimal allocation of the modules onto
the processors, for the reliability criterion. Even with space reduction techniques [15,16],
this exhaustive exploration remains very costly, hence they are only capable of treating very
small size problems (less than 8 modules). Finally, [23,15,12] treat the particular case of
redundant distributed systems, where each computing node consists of n identical processors,
and each connection between two computing nodes consists of m identical communication
links. More specifically, they consider systems with a redundancy level of 2 or 3, but without
software redundancy.

3 Preliminaries

3.1 Algorithm graph

An algorithm graph Alg is an acyclic oriented graph (O, D). Its nodes (the set O) are
software blocks called operations. They do not have any side effect, except for input/output
operations: an input operation is a call to a sensor driver, while an output operation is a
call to an actuator driver. Each arc of Alg (the set D) is a data-dependency between two
operations. If X>Y is a data-dependency, then X is a predecessor operation of operation Y,
while Y is a successor operation of operation X. Operation X is also called the source of
the data-dependency X>Y, and Y is its destination. The set of all predecessors of X is
noted pred(X). The set of all successors of X is noted succ(X). The graph Alg induces
a partial order relationship between the operations; this partial order represents the
potential parallelism of the algorithm specification.

The Alg graph is acyclic but it is infinitely repeated in order to take into account the
reactivity of the modeled system, that is, its reaction to external stimuli produced by its
environment. Each execution of Alg is called an iteration. The operations with no pre-
decessor are called input operations: they are sensor driver invocations to read data from
the environment. The operations with no successor are called output operations: they are
actuator driver invocations to emit data towards the environment.

RR n° 6319



8 Alain Girault & Hamoud: Kalla

®<:®\_>

Figure 2: An example of algorithm graph Alg: 11, 12, and I3 are input operations, O1 and
02 are output operations, A-G are regular operations.

3.2 Architecture graph

The architecture graph Arc is a non-oriented bipartite graph (P, L, A) whose set of
nodes is P U £ and whose set of edges is A; P is the set of processors while £ is the set
of communication links. A processor is composed of a computing unit, which allows it to
execute operations, and one or more communication units, which allow it to send or receive
data to/from communication links. A point-to-point communication link is composed
of a sequential memory that allows it to transmit data from one processor to another. Each
edge of Arc connects necessarily one processor and one communication link.

P1 L12 P2 P1 P2
L2
I I 7 7
L4 L23 L4 L23
I | v v
134
P4 L34 P3 P4 P3

(a) (b)

Figure 3: An example of an architecture graph Arc: (a) its bipartite representation; (b) its
classical representation.

A path between processors P1 and Pn is a sequence P1-A1-L1-A2-P2-A3-1.2-A4-- - --Pn,
such that PieP, LieL, Aie A, A1=(P1,L1), A2=(L1,P2), A3=(P2,L2), Ad=(L2,P3), and so
on. The graph Arc is connected if there exists a path between any two nodes; this notion is
usually defined for non-bipartite graphs, but it applies also to bipartite ones; what matters
here is that in a connected Arc graph, there exists a path between any two processors (and
not only between any two nodes). By analogy with non-bipartite graphs, the graph Arc is
complete if there exists a communication link between any two processors (and not only

INRIA



Revisiting the bicriteria (length,reliability) multiprocessor static scheduling problem 9

an edge between any two nodes). The architecture is completely connected if its graph
Arc is complete.

The bipartite graph representation is essential to model in a uniform way point-to-point
communication links and multi-point communication media and buses.

3.3 Execution characteristics

Along with the algorithm graph Alg and the architecture graph Arc, we are also given a
table Eze of the worst-case execution times (WCET) of all the operations of .Alg onto
all the processors of Arc, and the worst-case communication times (WCCT) of all
the data-dependencies of Alg onto all the communication links of Arc. An intra-processor
communication takes no time to execute. The WCET analysis is the topic of much work
(see [21,18] for surveys). Knowing the execution characteristics is not a critical assumption
since WCET analysis has been applied with success to real-life processors actually used
in embedded systems, with branch prediction [6] or with caches and pipelines [29]. In
particular, it has been applied to the most critical embedded system, namely the ATRBUS
A380 avionics software running on the MoTorROLA MPCT755 processor [9,27].

Finally, the architecture is homogeneous if all its processors and all its communication
links have the same characteristics (speed, memory, reliability, bandwidth...). Otherwise it
is heterogeneous. Our proposed method and bicriteria scheduling algorithm works with
heterogeneous architectures.

3.4 Static schedules

The graphs Alg and Arc are the specification of the system. Its implementation involves
finding a multiprocessor schedule of Alg onto Arc, composed on one hand of a spatial
allocation function, and on the other hand of a temporal allocation function. The spatial
allocation function X gives, for each operation of Alg (resp. for each data-dependency),
the subset of processors of Arc (resp. the subset of communication links) that will execute
it.

The temporal allocation function  gives the starting date of each operation (resp.
each data-dependency) on its processor (resp. its communication link). In general, for two
given graphs Alg and Arc, there exist several possible schedules.

A schedule is static if the function 2 is static. This means that all the scheduling
decisions have been made off-line. Otherwise the schedule is dynamic.

A static schedule is without replication if for each operation X (and for each data-
dependency), the set ¥(X) is a singleton, or in other words, |X(X)| = 1. In contrast, a
schedule is with (active) replication if for some operation X (or some data-dependency),
[2(X)| > 2. The number |X(X)| is called the replication factor of X. In a schedule with
replication, a given operation can start its execution as soon as it has received all its input
data at least from one active replica of each of its predecessors. In other words, it does not
need to wait for the reception of its input data sent by all the replicas of its predecessors.
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10 Alain Girault & Hamoud: Kalla

A schedule is partial if not all the operations of Alg have been scheduled, but of course
all the operations that are scheduled are such that all their predecessors are also scheduled.

Finally, the length or makespan of a static schedule is the max of the termination
times of the last operation scheduled on each of the processors of Arc. We note it Cpax-

3.5 Failure hypothesis

Both processors and communication links can fail, and they are fail-silent. Classically, we
adopt the failure model of Shatz and Wang [23]: failures are transient, and the maximal
duration of a failure is such that it affects only the current operation executing onto the faulty
processor, and not the subsequent operations (and similarly for the communication links);
this is known as the “hot” failure model. According to this failure model, the occurrence
of failures on a processor P (resp. a communication link L) follows a Poisson law with a
constant parameter A, called its failure rate per time unit. Moreover, failure occurrences
are statistically independent events. These assumptions are the same as those made in [23,
24,15,16,13,12,22,7,1,8,20]. Note also that transient failures are the most common failures
in modern embedded systems.

The reliability of a system measures its continuity of service. It is defined as the
probability that it functions correctly during a given time interval [2]. According to our
model, the reliability of the processor P (resp. the communication link L) during the duration
d is:

R—eM

Conversely, the probability of failure of the processor P (resp. the communication link L)
during the duration d is:
F=1-R=1-¢™

Hence, the reliability of the operation or data-dependency X placed onto the hardware
component C (be it a processor or a communication link) is:

R(X, 0) _ e—)\c&e(X,C) (1)

Modern fail-silent processors can have a failure rate around 10~%/hr. For instance, the
probability that a processor, whose failure rate is equal to 107¢/hr, be operational during 2
hours is e =10 °*2 ~ 0.999998. Concerning its probability of failure during the same duration,
it is equal to 1 — e~10""*2 ~ 0.000002.

3.6 Computing the reliability of a schedule

Definitions Reliability Block-Diagrams (RBD) have been introduced to compute the
reliability of a system [19]. Formally, an RBD is an oriented graph (N, E), for which each
node of N is a block representing an element of the system, and each arc of E is a causality
link between two blocks. In any RBD, there are two particular blocks: its source S and
its destination D. An RBD represents a system and is used to compute its reliability: an

INRIA



Revisiting the bicriteria (length,reliability) multiprocessor static scheduling problem 11

RBD is operational iff there exists at least one operational path from S to D. A path is
operational if and only if all the blocks in this path are operational. The probability that
a block be operational is its reliability. By construction, the probability that an RBD be
operational is therefore equal to the reliability of the system it represents.

In our case, the system is the multiprocessor static schedule, possibly partial, of Alg onto
Arc. Each block represents an operation X placed onto a processor P or a data-dependency
X>Y placed onto a communication link L. The reliability of a block is therefore computed
according to formula (1).

Computing the reliability in this way assumes that the occurrences of the failures are
statistically independent events. Without this hypothesis, the fact that some blocks
belong to several paths from S to D makes the computation of the reliability very complex.
Concerning hardware faults, this hypothesis is reasonable, but this would not be the case
for software faults [17].

The main drawback of this approach is that the computation of the reliability is, in
general, exponential in the size of the RBD. When the schedule is without replication, the
RBD is serial (i.e., there is a single path from S to D) so the computation of the reliability
is linear in the size of the RBD. But when the schedule is with replications, the RBD has no
particular form, so the computation of the reliability is exponential in the size of the RBD.
Also, an RBD is parallel if all its blocks are in parallel. Finally, an RBD is serial-parallel
if its consists of a sequence of parallel portions. In those last two cases, the computation of
the reliability is also linear in the size of the RBD.

O—0O

Figure 4: A simple Alg graph.

P1 L13 P3 123 P2 L14 P4 1.24 P5
Xl ) X2
[ xov | < B2 >
> L xev | > XoY
Yl M Y2 <

YooYy Y Y vy Y

Figure 5: A simple schedule without routing.

As an example, consider the simple Alg graph of Figure 4. A possible scheduling with
replication of this Alg graph is show in Figure 5, where operation X is replicated twice (its
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12 Alain Girault & Hamoud: Kalla

replicas being noted X! and X?) and operation Y is also replicated twice (its replicas being
noted Y! and Y?2). The RBD corresponding to this schedule is shown in Figure 6, with
source S and destination D. This RBD has no particular form

(X>Y/L13)

(X>Y/L23)

(XpY/L24

Figure 6: The RBD of the schedule of Figure 5.

Minimal cut sets method There are two main solutions to overcome this problem. First,
one can use the minimal cut sets method [14,4]. This method is used by commercial
tools such as Reliability Workbench from ISOGRAPH? or Item Toolkit from ITEMS3. A cut
set in an RBD is a set of blocks C such that there exist no path from S to D if we remove all
the blocks of C from the RBD. A cut C is minimal if, whatever the block that is removed
from it, the resulting set is not a cut anymore. The reliability of the static multiprocessor
schedule S is approximated by the reliability of the RBD composed of all the minimal cuts
put in sequence. The reliability of a minimal cut set C; is the reliability of all its blocks put
in parallel:

RC)=1- [] (1 — R(o, c)) )

(0,c)€C;

Hence, in order to approximate the reliability R(S) of an RBD, it suffices to compute all its
minimal cut sets C;, numbered from 1 to n, and then to compute the reliability R~ (S) of the
serial-parallel RBD composed of all these cuts. This computation is linear in the number of
minimal cut sets:

n

RS >R (S =[]|1- [I (1—3(076)) (3)

i=1 (0,c)€C;

This approximation is a lower bound, so if a schedule S is such that R~ (S) > Ro;, where
Ropj is the reliability objective that the target schedule must meet, then it proves that R(.S)
is greater than R,;, which is perfectly fine. The main problem of this method is that,

2IsOGRAPH: http://www.isograph-software.com.htm.
3IrTEM: http://www.itemuk.mcmail.com/rbd.html
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depending on the structure of the RBD, the total number of minimal cuts is between n — 1
and 2"~ 2, where n is the number of nodes of the RBD. For instance, the RBD of Figure 6 has
11 minimal cut sets: {1,2}, {3,4,5,6}, {7,8}, {1,5,6}, {2,3,4}, {3,5,8}, {4,6,7}, {1,6,7},
{1,5,8}, {2,4,7}, and {2,3,8}. As a consequence, the approximate computation of the
reliability with the minimal cut sets method is also exponential in the size of S. This is a
drawback of the bicriteria scheduling algorithm proposed in [1].

Serial-parallel schedule method For this reason, we propose to produce schedules in
such a way that the corresponding RBD will be, by construction, serial-parallel. This allows
us to compute its reliability in a linear time w.r.t. the size of S. The drawback is that
the schedules we produce have a greater Cpay, that is, a higher overhead; however, we will
see in Section 6.7 that the additional overhead incurred by this design choice is reasonable.
Indeed, unlike what we have said in Section 3.4 regarding the schedules with replication, our
proposal forces each operation to wait for the reception of all its input data sent by all the
replicas of its predecessors before starting its execution, otherwise the obtained RBD would
not be serial-parallel.

P e IR

Figure 7: (a) A transformed Alg graph with replication and with a routing operation R
when X and Y are replicated twice; (b) Same as (a) without the routing operation; (c) Same
as (a) when Y is replicated thrice; (d) Same as (¢) without the routing operation.

Concerning the scheduling algorithm, this method involves inserting an additional rout-
ing operation, whose WCET is equal to 0 time unit, between the data-dependencies coming
out of the source operation and the data-dependencies going towards the destination oper-
ation. The reason of this choice is that the RBD of such schedules with routing operations
are guaranteed to be serial-parallel, hence making the computation of the reliability linear
instead of exponential in the size of the RBD (see Section 3.6). Figure 7(a) shows the graph
transformation that occurs from the Alg graph of Figure 4 when X is replicated twice (X!
and X?) and Y is replicated thrice (Y!, Y2, and Y?). In such a case, a routing operation
R is inserted between the two replicas of X and the two replicas of Y. This guarantees that
each replica of Y will receive its input data from both replicas of X before starting its exe-
cution. The graph of Figure 7(a) has four communications. In comparison, when no routing
operation is inserted, Figure 7(b) shows the transformed .Alg graph: it also has four com-
munications, but they are concurrent, while in Figure 7(a), the routing operation limits the
concurrency: indeed, the two communications received by R must be scheduled before the
two communications sent by R. This difference in concurrency explains the additional length
overhead incurred by the routing operations. Figures 7(c) and 7(d) show a similar situation
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14 Alain Girault & Hamoud: Kalla

where X is replicated twice and Y is replicated thrice. In this case, the .Alg graph with the
routing operation has five communications, while the Alg graph without routing operation
has six communications. Again, there is less concurrency between the communications in
Figure 7(c), but in this case there are also fewer communications. This explains why the
additional length overhead is limited (see Section 6.7).

4 Computing the global system failure rate per time unit
(GSFR)

4.1 Definition of the GSFR

Using the reliability as a scheduling criterion raises technical difficulties because the
reliability depends intrinsically on the duration of the operations and communications
(equation (1)). More precisely, the function d — e % being decreasing, a bicriteria
(length,reliability) cost function will tend to give a greater importance to the length cri-
terion than to the reliability criterion. It follows that it is difficult to design a satisfactory
bicriteria scheduling heuristic. In particular, it is very tricky to control precisely the repli-
cation factor of the operations from the beginning to the end of the schedule.

For this reason, we propose a new criterion in place of the schedule reliability, namely
the failure rate per time unit of the global system, defined as follows:

Definition 4.1 (GSFR) Let Alg be an algorithm graph, Arc be an architecture graph, and
S be a static multiprocessor schedule of Alg onto Arc. The global system failure rate (GSFR)
of S, noted A(S), is the failure rate of S seen as if it were a single operation scheduled onto

a single processor. Let U be the total utilization of the hardware resources by S, and R be

its reliability, then A(S) = _1%5)(5), where U is computed as U(S) = Z&ce(oi).
0;€S

Since the failure rate is “per time unit”, it is intrinsically independent of the duration
of the operations. As a consequence, our new theoretical framework is consistent with the
intuition that replication is good for the reliability but bad for the length. Also, the definition
of U(S) is consistent with the “hot” failure model.

4.2 A schedule without replication

Consider again the very simple Alg graph of Figure 4, scheduled onto an Arc graph com-
posed of two processors P1 and P2, connected by a point-to-point communication link L12.
Figure 8 shows one possible schedule without replication of this Alg graph, where each op-
eration (resp. communication) is represented by a box whose height is proportional to the
WCET (resp. the WCCT) of that operation onto its processor (resp. its communication
link).
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Let A1 be the failure rate of P1, Ay be the failure rate of P2, and A2 be the failure
rate of L12. Let tLY=WCET(X,P1), t3=WCET(Y,P2), and t{?,,=WCCT(X>Y,L12). By
applying equation (1), we obtain R(X,P1) = e~ Mtk R(X»>Y,L12) = e~*2tXy | and
R(Y,P2) = e~ A2ty | Figure 9 shows the RBD corresponding to the schedule of Figure 8:

P1 L12 P2

»
'|

XY |

Y

\ v

Figure 8: A simple schedule without replication.

E»(x /}HHXDY /L12)HY/ P2j_2

Figure 9: The RBD of the schedule of Figure 8.

Since those three blocks are in sequence in the RBD, we have the following global relia-
bility:
R(S) = R(X,P1HR(Xv>Y,L12)R(Y, P2)
— e*)\ltkefAlztg?Ye*)\gt%

— e*()\ltAl)(+>\12t§(2y+)\2t§/)

By applying the formula of Definition 4.1, the GSFR of this system is:

A— —log R _ /\11%( + )\mt}?}/ + )\gt% (4)
U th + 43 + 13

In the particular case where the architecture is homogeneous w.r.t. the reliability, \; =
A2 = A1z, hence A = \;. This result is perfectly consistent with our definition of the GSFR
(Definition 4.1).

4.3 A schedule with replication

We now consider a schedule with replication of the same Alg graph, X—Y, scheduled onto
an Arc graph composed of five processors P1 to P5, completely connected by point-to-point
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communication links. Figure 10 shows one possible schedule with replication of .Alg onto
Arc, where two active replicas of both X and Y (respectively noted X!, X2, Y!, and Y?) are
scheduled. Note that the execution time of the routing operation R is 0, so it is represented
by a box whose height is 0. In this schedule, all the operations are placed onto distinct
processors, but of course this is not necessarily the case. Actually, the scheduling algorithm
will make its best to group some operations on the same processor so as to avoid inter-
processor communications. The RBD corresponding to this schedule is shown in Figure 11,
with source S and destination D.

P1 L13 P3 L23 P2 L34 P4 L35 P5

Xl XZ

e, |, v T
\V’/VIYDW -~ I xey

Yl YZ

A 4

\/ \/ \/ \/ \/ \/ ¢ \/ v

Figure 10: A simple schedule with replication.

(X!/P1) H(XDY/LIS X|>Y/L34 (Y!/P4)
5 > R/P3) 3
(X2/P2) H(XDY/MS X|>Y/L35 (Y?/P5)

block By block By block Bs

Figure 11: The RBD of the schedule of Figure 10.

First, we consider the partial schedule S’ composed only of the first two operations X'
and X2 (i.e., the two replicas of X) in the schedule of Figure 10. The corresponding RBD is
also shown in Figure 11, but with source S and destination D’ (it’s actually a sub-graph).
Since those two blocks are in parallel, the reliability of S’ is (we adopt the same compact
notations as in Section 4.2, e.g., t3 = WCET (X, P2)):

R(S") = 1-(1-R(X' P1)(1-R(X? P2))

= 1- (1 - e**ltﬁc) (1 - e*mi) (5)
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For the sake of the example, let us take the following numbers: A\; = Ay = 10~° per time
unit and t§ = t% = 5 time units. We thus obtain:

R(X!, P1) = 0.9999500 N
R(X?. P2) - 0.9999500} = R(S") = 0.999999997500
To compute the GSFR A(S’), we apply the formula of Definition 4.1:

—log R(S")
AS)=———
=)
In our case, U(S’) = 10 time units (5 + 5). Hence:
A(S') = 2.4998710 10

We can notice that, when x ~ 0, e* ~ 1+ x, or equivalently 1 —e¢~% ~ z, hence equation (5)
becomes:
R(S") =1~ (Mitx)(atX) (7)

By a similar reasoning, when z ~ 0, log(1 — z) ~ —=x, hence equation (6) becomes:

Mtk Xtk Mtx Aotk
uws)) ot +t

A(S") ~ (8)

This approximation can be easily verified in the above computation. Equation (8) can be
generalized to n active replicas of X scheduled in parallel onto n processors P1,... Pn, with
failure rates A1, ..., Ay, and such that the WCET of X* on Pi is t% . This yields:

A = L Xl ©)
St
i=1"X

The crucial point is that the order of magnitude of the GSFR is the product of the failure
rates of the n processors, divided by the product of the execution times. This is exactly
what one expects when adding active replicas to a schedule.

We now consider the full schedule S. The RBD is a sequence of three blocks (B;, Ba,
and Bs), whose reliabilities are:

R(B1)=1- (1—6*(’\1&“13%&)) (1_67(/\2%{%\231&3@))
R(Bs3) = 1 because the WCET of R is always 0
R(B3) =1- (l—e*(%@??yﬂﬁi)) (1_67(/\35&%“5&))

And the reliability of the schedule is R(S) = R(B1)R(B2)R(B3). For the sake of the
example, let us take the following numbers: Vi, \; = 107° per time unit, Vi, j, A;; = 107%
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per time unit, t = t% = 5 time units, ¢, = 3, = 5 time units, and Vi, j, t%Y = 3 time
units. We thus obtain:

R(B;) = 0.99999988
R(By) =1 y = R(S) = 0.99999976
R(Bs) = 0.99999988

According to the WCET of the individual operations and data-dependencies, the utilization
of the schedule S is equal to 32 time units, which yields:

—log R(S) _g
A(S) = UE) 7.500 10
As expected from the graph transformation (illustrated in Figure 7), the active replication of
X and Y decreases the GSFR, but the addition of the routing operation increases the Cpay (it
would have been 13 time units instead of 16). Of course, when computing the multiprocessor
schedule, our scheduling algorithm will try to group some operations on the same processor
so as to avoid inter-processor communications.

4.4 Mixed serial-parallel schedules

First, let us recall the two important formulas obtained in Sections 4.2 and 4.3. Both
formulas concern a RBD composed of two blocks By and Bs, with respective failure rate A\
and )Xo, and respective WCET ¢; and to:

serial schedule: A(B;-Bs) = M (10)
t1 +to
parallel schedule: A(B;|B2) =~ 7)\1t1/\2t2 (11)
t1 +t2

Like in the previous subsections, we consider a schedule of the same Alg graph of Figure 4,
where X is replicated twice and Y is not replicated. This schedule is actually a subset of
the one shown in Figure 10, where processor P5 and link L35 are removed, and where the
replica Y! is replaced by the non-replicated operation Y. The RBD starts with two blocks
in parallel (block By, for X'/P1 and B;, for X?/P2, and we note B; = By, || B1,) followed
by a sequence of three blocks (block B, = R- X >Y/L34 - Y/P4). Hence, by applying
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equations (10) and (11), we obtain:

Ay
' th +1%y
A = Aoty + Aost3dy
A
X XY
Al ~ A11T11A12T12

Ty, + 1,

04 Asat¥y + Aaty
Ay =

_ ity A+ sty

0+ 34 + t3

A=
T + 15

AT+ AT

T11 = t,lX + t_lXBY

T12 = t,QX + t_QXBY

T =T, +11,

Ty =0+t + 15

T=T+1T,

For the sake of the example, let us take the following numbers: Vi, \; = 1075 per time
unit, Vi, j, A\;; = 107 per time unit, ¢t} = t% = 5 time units, t{, = 5 time units, and
\V/i,j, tl)j(y = 3 time units. This ylelds T11 = T12 = TQ = 8, T1 = 16, T = 24, A11 = A12 = AQ,
Ay ~ 3T, A1, Ay, and A = 1(2A1 + A3). The numerical computations give Ay, = Ay, =

Ay =4.375107°, Ay ~ 7.656107°, and A ~ 2.917107°.

The order of magnitude of A; is 10™? while that of Ay is 107°. This is expected since
A is the GSFR of two blocks in parallel, while A5 is the GSFR of two blocks in sequence.
The order of magnitude of their sum is 1075, which means that A, “wins” over A1, but the

2

5 multiplicative factor allows us to “regain” some part of an order of magnitude.

GSFR
-4
10

s

10 1

-6 L e N LS

n

10 1 2 3 4 5

Figure 12: GSFR of a system composed of n blocks in sequence.
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It is interesting to generalize this RBD to n blocks in sequence, where the first n — 1
blocks are each composed of two blocks in parallel (because the corresponding operation or
data-dependency is replicated twice), while the last block corresponds to a single operation.
Assuming, for the sake of simplicity, that the execution times of all the blocks are identical
(and equal to 5), the GSFR is then A = 1(3""" | A;). Let us also assume that the failure
rates of all the processors and communication links are identical (and equal to 10~%); we
then have V1 < i < n—1,A; = 2.5107% and A,, = 10~%. Depending on n, we thus have
the GSFR shown in Figure 12. It follows that, in our example, if one operation is not
replicated, then six other operations must be replicated twice if we want to “regain” one
order of magnitude.

5 Bicriteria scheduling algorithm

5.1 Principle

Our bicriteria scheduling algorithm is a greedy list scheduling heuristic called BSH.
It takes as input an algorithm graph Alg, and architecture graph Arc, the table Eze of all
operations WCET and communications WCCT, and a constraint A,;. It produces as output
a static multiprocessor schedule S of Alg onto Arc, such that the GSFR of S is smaller than
Aovj, and such that its Cpay is as small as possible. BSH uses the active replication of
operations to meet the A,; constraint, and the dependable schedule pressure as a
cost function to minimize the Cyo;. Besides, it inserts routing operations to make sure
that the RBD of any partial schedule is serial-parallel. According to these principles, BSH
is based on the following proposition:

Proposition 5.1 In a serial-parallel RBD, if each macro-block in the sequence is such that
its GSFR is less than Ay, then the GSFR of the whole RBD is also less than Agy;.

Proof: Let us call (B;)i1<i<n the n macro-blocks of the serial-parallel RBD. Let us note
A(B;) the GSFR of B; and U(B;) the utilization of B;. By hypothesis, we have:

\Vll S Z S n, A(Bi) S Aobj
= V1I<i< n, A(Bl)U(Bl) < AobjU(Bi)

= Z AB)U(B;) < Z Aop;U(Bi)

= iA(Bi)U(Bi) < Agpy X i U(B;) (12)
i—1

i=1
Since the macro-blocks B; are in sequence, equation (10) gives the following GSFR, for the

whole RBD: .
XL AB)UB)

A= T
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Hence, according to inequality (12), we have A < Agp;. O

BSH works with two lists of operations of Alg: the candidate operations ngzl 4 and the
(n)

already scheduled operations L__; .,. The superscript (n) denotes the current iteration of the

scheduling algorithm (i.e., we are scheduling the n-th operation). Initially, ngd is empty

0)

while Lgan 4 contains the input operations of Alg. At any iteration n, all the operations in

ngzl 4 are such that all their predecessors are in Li’cl,)w g

The dependable schedule pressure is a variant of the schedule pressure cost function o
proposed in [26,10], which tries to minimize the length of the critical path of the algorithm
graph and by exploiting the scheduling margin of each operation. The schedule pressure

o is computed for each operation o; and each processor p; as follows:
o™ (0i,pj) = ETS(”)(oi,pj) + LTE™)(0;) — cPL™Y (13)

where CPL(™~1 is the critical path length of the partial schedule composed of the already
scheduled operations, ETS(")(oi, pj) is the earliest time at which the operation o; can start
its execution on the processor p;, and LTE™)(0;) is the latest start time from end of o,
defined to be the length of the longest path from o; to Alg’s output operations. When
computing the length of this path, since the operations and data-dependencies are not
scheduled yet, we do not know their WCET (resp. WCCT), so we compute the average
WCET (resp. WCCT) of each operation (resp. data-dependency) on all processors (resp.
communication links).
First, we generalize the schedule pressure o to a set of processors:

o™ (0;, Py) = ETS™ (0;, P) + LTE™ (0;) — CPL™ Y (14)

where ET'S™ (0;, Py) = maxpy, cp, ETS™ (0;,p;)-

Then, we consider the makespan as a criteria to be minimized and the GSFR as a
constraint to be met: for each candidate operation o; € Lngui, we compute the best subset
of processors to execute o; with equation (15):

P (o) = P; € 27 sit. (15)

est

U(n)(oi,'Pj) = min {a(”)(oi,PkHA(")(oi,”Pk) < Aobj}

P 2P

where A(”)(oi, Pi) is the GSFR of the partial schedule after replicating and scheduling o; on
all the processors of P. To guarantee the constraint A(”)(oi, Pr) < Aopj, the subset Py, is
selected such that the GSFR of the block that contains the replicas of o; on the processors
of Py is less than Ay, (see Figure 11). If all blocks are such that Apocr < Agpj, then
A < Aoy, thanks to Proposition 5.1.

RR n° 6319



22 Alain Girault & Hamoud: Kalla

Finally, we compute the most urgent operation with equation (16):

Ourg = 0, € L) st (16)
o™ (05, Pyliy(0) = max {o<"> (oj,Pé:;(oj))}
05 € cand

Computing the GSFR of the partial schedule has been explained in Section 4. How-
ever, when doing so, we must take into account the future communications for the data-
dependencies sent by the last scheduled operation Y. Indeed, according to Figure 7, these
communications will be replicated into the same number of replicas as Y, but the links
where they will be scheduled will only be known at the next step of BSH. As a consequence,
for an Alg graph of the form X—Y—Z, we build the RBD of Figure 13, where the future
communications are in red/dotted.

- -»{(R/P3)

Figure 13: A RBD taking into account the future communications of Y.

Furthermore, when selecting the links to compute the reliability of the blocks correspond-
ing to these future communications (L’ and L” in Figure 13), we choose the links having the
worse failure rates, in order to guarantee that, whatever the scheduling choice made during
the next step n + 1 of BSH, A"*1) will be less than Aopj-

5.2 Bicriteria scheduling heuristic (BSH)

The BSH scheduling heuristic is shown in Figure 14. Initially, Li%e 4 is empty and Li?l)n d

is the list of operations without any predecessors. At the n-th step, these lists are updated
according to the data-dependencies of Alg.

At each step n, one operation o; of the list ngzld is selected to be scheduled. For this,
we select at the micro-steps O and 0, for each candidate operation o;, the best subset of
processors Pé:s)t(oi) to replicate and schedule o;, such that the GSFR of the resulting partial

schedule is less than A,y;. Then, among those best pairs <0¢,Pégs)t(0¢)>, we select at the
micro-step [ the one having the biggest dependable schedule pressure value, i.e., the most
urgent pair <ourg,73§;)t(omg)). The selected operation o,,,4 is replicated and scheduled at
the micro-step 0 on each processor of Ppest(0urg) computed at micro-step 0, and the com-
munications implied by these implementations are also replicated and scheduled according
to the graph transformations of Figures 7(a) and 7(c). We check at the micro-step O if the
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failure rate objective is satisfied or not. If it is not, the user can change the failure rate
objective Ayy; or upgrade the architecture Arc, and re-execute the algorithm. Finally, we
update the lists of candidate and scheduled operations at the micro-step .

Algorithm BSH:

input: Alg, Arc, Exe, and Aop;;

output: a reliable distributed static schedule of Alg on Arc that minimizes the makespan and
satisfies Aop;, or a failure message;

begin

Compute the set 27 of all subsets of P;

/* the user can limit the degree k of processor combinations */

Li?n 4 := {operations without predecessors};
0

L‘(sc)hed = 0’

n:=0

5
while L‘(:led # (0 do
0 For each candidate operation o; € Lngm, compute a(”)(oi, Pi) for each subset Py of 2P,

O For each candidate operation o;, select the best subset Pé:s)t(oi) € 2% such that:

o™ (01, P, (0)) = min {a<"><oi,m>|

Pre2P

A™ (05, Py) < Aobj}

n
a

O Select the most urgent candidate operation o.,, among all o; of Lg /,q such that:

0 (0uro P o) = ma {0 (03, P (0) |
OjEL

cand

O Schedule each replica of 0.4 on each processor of Pé:s)t(ourg);
O if (P (0urg) = 0) then

return “fails to satisfy failure rate objective”; exit;

/* the user can modify A,; and re-execute the algorithm */

O Update the lists of candidate and scheduled operations:
n n—1
L\(SC})LEd = L‘(sched) U {0“7‘9};

Liand = Liana = {ourg} U

{t' € succ(ourg) | pred(t’) € L) .}

On:=n+1;

end while
end

Figure 14: The BSH scheduling heuristic.
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6 Simulation results

6.1 Target architecture

We have conducted extensive simulations of our BSH algorithm. The following figures
have been obtained by generating randomly 50 Alg graphs of 50 operations each, with a
Communication-to-Computation Ratio set to 1. Each of these graphs were then given
to BSH with the two heterogeneous Arc graph having respectively 4 and 6 processors,
completely connected. Table 1 gives the individual failure rates per time unit of all the
processors and communication links in the 4 processors architecture.

P1,P2 P5,P6 L12,115,1.16,1.25,1.26,L.56
)\1’2 =101 )\5,6 =107 A = 10~3

Table 1: Failure rates per time unit in the 4 processors architecture.

Table 2 gives the individual failure rates per time unit of the additional processors and
communication links in the 6 processors architectures

P3.P4 T13,L14,1.23,1.24,1.34,1.35,1.36,L45,1.46
/\374 =5.10"° A = 10-3

Table 2: Failure rates per time unit in the 6 processors architecture.

6.2 Variation of the GSFR in function of A,

Figure 15 shows the actual GSFR obtained by BSH in function of the objective A, averaged
over the 50 Alg graphs. The successive values of Ap; given to BSH were: 1072, 1073, 1074,
1075, 1075, and 10~ 7.

When Ap; is in the interval [1077,1074], A(S) remains very close to Ay;. In contrast,
when Ap; is in the interval [107%,1072], then A(S) is significantly lower than Ap;. This is
because it is not possible to obtain such a low level of failure rate with the processors and
communication links of Arc.

4The Communication-to-Computation Ratio is the ratio between the average WCTT (over all the data-
dependencies) and the average WCET (over all the operations).
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Failure rate per time unit
&
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/\Obj

10,6 10" 10° 15 16" 16° 10

Figure 15: Variation of the obtained GSFR A(S) in function of Agp;.

6.3 Variation of the average replication factor in function of A

Figures 16 and 17 show the average replication factor produced by BSH in function of
the objective Ap;, averaged over the 50 Alg graphs. Each point indicates the average
replication factor obtained for one Alg graph, and the curve passes through the middle of
all the points obtained with a given A,p;. Note that when A,y; is in the interval [107%,1072],
the replication factor is almost equal to 1, which is consistent with the remark made above
concerning the GSFR (the replication factor can never be below 1 since at least one replica
of each operation must be scheduled). As we can see, the replication factor grows almost
linearly when A, decreases from 1073 to 107°.

Also, we can see that the two curves are not very different. That is, the average replication
factor is not influenced by the size of the target architecture, but only by the objective Ay,
and the individual failure rates per time unit of the architecture hardware components.
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Average replication factor
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Figure 16: Variation of the average replication factor in function of A,; on a 4 processors

architecture.
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Figure 17: Variation of the average replication factor in function of A,;; on a 6 processors

architecture.
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6.4 Variation of the exact replication factor in function of A,

For Figures 18 and 19, we have chosen one particular Alg graph of 50 operations. Each
operation is numbered from 1 to 50. We have run BSH on this graph with A = 10~5
and drawn the exact replication factor of each operation. Both figures correspond to a fully
connected architecture, respectively with 4 and 6 processors (whose individual failure rates
per time units are respectively given in Tables 1 and 2). In the 4 processors case, the average
replication factor is equal to 2.18, while in the 6 processors case, it is equal to 2.22.

The important thing to note in Figures 18 and 19 is that the exact replication factors
are evenly distributed over the average. Indeed, the standard deviation is only 0.384 for
Figure 18 (resp. 0.414 for Figure 19). Furthermore, there is no bad “funnel” effect.

Finally, the fact that the average replication factor (2.18 for Figure 18 and 2.22 for
Figure 19) does not depend on the size of the target architecture is consistent with the
observation made in Section 6.3 above.

o T T T T T T T T T T T T T T T T T T T
0 5 10 15 20 25 30 35 40 45 50

Number of operation: i

Exact replication factor of operation i

Figure 18: Exact replication factor of each operation for Ag; = 10~° on a 4 processors
architecture.
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X P=6

0 T T T T T T T T T T T T T T T T T T T
0 5 10 15 20 25 30 35 40 45 50

Number of operation: i

Exact replication factor of operation i

Figure 19: Exact replication factor of each operation for A,,; = 1075 on a 6 processors
architecture.

6.5 Variation of the average replication factor in function of the
processors’ failure rate

We are also interested in the average replication factor of the operations scheduled (noted

AORP) on each processor of the architecture. Recall that, for an operation X, 3(X) is the

subset of processors that execute X. Hence, the replication factor of X is |X(X)|, and the
number AORP(P) is equal to:

Y, =X

X s.t. PEX(X)

oo

X s.t. PEX(X)

AORP(P) (17)

The AORP is very important to assess the quality of a (length,reliability) bicriteria
scheduling algorithm, because it shows how it is related to the failure rate per time unit
of each processor. We intuitively expect that, if Ap > Ap/, then AORP(P) < AORP(P’),
that is, operations scheduled on more reliable processors should be replicated less. This is
intuitive because an operation scheduled onto a very reliable processor (i.e., whose failure
rate is greater than A,;) does not need to be replicated, while an operation scheduled onto
an unreliable processor (i.e., whose failure rate is less than Aobj) must be replicated several
times to reach Ag;.

However, when computing the AORP, we have to be careful of the values of the failure
rate of the communication links. Indeed, these values have a direct influence on the actual
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replication factor of each operation (see Section 5.1 and in particular Figure 13). For this
reason, the simulation below (Figure 20) is run with three values of the failure rate of the
communication media \,,, different from those given in Tables 1 and 2: these new values of
Am are chosen such that the replicas of the data dependencies on the communication media
have a reduced influence on the replication factor of the operations.

Figure 20 shows the AORP of each processor P1 to P6 in the 6 processors architecture,
for a value of A,p; equal to 1075 and for three distinct values of ), namely 1074, 5.107°
and 10°. This figure shows very clearly that AORP(P) is directly related to the failure
rate per time unit of P, which demonstrates that our new BSH scheduling heuristic works
remarkably well.

22
o ® & ©
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Figure 20: Average replication factor for each processor for Ay,; = 1075.

As we can see in Figure 20, in the three cases, the more reliable the processor is, the less its
average replication factor becomes: AORP(P5&P6) > AORP(P3&P4) > AORP(P1&P2).
This order relationship is clearer in the \,, = 1075 case because, in that case, the commu-
nication media are more reliable than the processors (actually, they are as reliable as the
most reliable processors P5 and P6).

6.6 Variation of the schedule length overhead in function of A,;

Figure 21 shows the length overhead of the schedules produced by BSH in function of the
objective Ay, averaged over the 50 Alg graphs, computed by equation (18):

length(BSH) — length(BSH without replication)

100 18
length(BSH without replication) X (18)
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where “length(BSH without replication)” denotes the average schedule length obtained by
a modified BSH that does not replicate the tasks. This figure shows the compromise in
terms of schedule length that the user has to pay in order to gain one or several orders of
failure rate. Two curves are drawn, respectively for an architecture with 4 and 6 processors.
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]
0 i
<
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g ]
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Figure 21: Variation of the length overhead in function of Ay;.

The overhead grows when A,;; decreases, because the replication factor increases and
so does the number of replicas, hence the penalty incurred by the insertion of the routing
operations becomes more and more important. Another reason for the overhead is that the
insertion of routing operations (necessary to yield serial-parallel RBD) increases the schedule
length. Finally, the overhead is less when the architecture has more processors, because in
that case, the parallelism available in the architecture is greater, hence each processor must
execute a smaller number of replicas.
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Figure 22: Variation of the schedule length overhead in function of A,,.

Figure 22 gives the variations of the schedule length overhead in function of Ag;, for
two different values of the failure rate per time unit of the communication links A,,, in the
4 processors architecture. We can see that, when the communication links become more
reliable (i.e., \,, decreases), the overhead decreases: this is because the operations need
to be less replicated to achieve the desired Ay;. Notice that the curve for A, = 1073 is
identical to the curve for P= 4 in Figure 21.

6.7 Average schedule length overhead due to the routing operations
in function of )\,

Table 3 shows the average schedule length overhead due to the routing operations. For each
Alg graph and each value of A,;, we have computed two static schedules: the first one
with our bicriteria scheduling algorithm BSH (that is, with routing operations), and the
second one by removing the routing operations but keeping the same assignment choices of
the operations to the processors as in the first schedule. The overhead is then computed by
equation (19):

length(BSH) — length(BSH without routing)

100 19
length(BSH without routing) x (19)

For the two architectures (with 4 and 6 processors), we have averaged these overheads over
50 Alg graphs. We have taken three distinct values of the failure rate per time units of the
communication media \,,, namely 1073, 10~* and 107>, and we have averaged the overhead
over the six usual values of Ay;, from 1072 to 10~7. Table 3 shows that the overhead due
to the routing operations is very reasonable: it varies between —4.12% (an actual gain!)
and +9.96 %.
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| A | 1073 | 100 | 107° |
P=4 ] —412% | +2.43% | +4.09%
P=6 | +2.44% | +847% [ +9.96%

Table 3: Average schedule length overhead due to the routing operations.

| A (10771077 [ 1077 |
471207 [ 1.50 | 1.33
6] 2.10 | 1.52 | 1.35

P
P

Table 4: Average replication factor for the schedules with routing operations.

We can see that it decreases when the communication links become less reliable: this is
because the average replication factor of the operations increases (see Table 4); hence there
is more locality in the computations; hence there are more routing operations scheduled on
the same processor of either the source or the destination operation of the data-dependency,
resulting in fewer communications and less schedule length overhead. Also, we can see that
the overhead is greater for the 6 processors architecture than for the 4 processors one: this is
because there is more concurrency available to schedule the communications in parallel in a
fully connected 6 processors architecture (15 communication links) than in a 4 processors one
(6 communication links): indeed, recall that the absence of routing operations means more
data-dependencies in parallel (see Figure 7). Finally, the average overhead is only +3.88 %,
which is very reasonable.

7 Conclusion

We have proposed a new framework for the (length,reliability) bicriteria static multiprocessor
scheduling problem. Our first criteria remains the static schedule’s length (crucial to assess
the system’s real-time property). For our second criteria, we consider the global failure
rate (GSFR) of the system instead of the usual reliability. The GSFR is the failure rate
of the multiprocessor system seen as if it were a single operation scheduled onto a single
processor. The reason is that the GSFR does not depend on the schedule length like the
reliability does, due to its computation in the classical reliability model of Shatz and Wang.
Thanks to this key independence property we avoid three problems: first, the impossibility
to control the replication factor of each individual task of the dependency task graph given as
a specification, with respect to the desired reliability; second, the fact that the length criteria
overpowers the reliability criteria; and third, the non monotonousness of the reliability in
function of the schedule. Furthermore, we claim that any bicriteria optimization problem in
which the two criteria are not independent one from the other will always suffer for those
three problems.
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We have proposed a new bicriteria scheduling algorithm, called BSH, which takes as
input a task DAG (Alg), an heterogeneous distributed memory architecture (Arc), the worst
case execution and communication times of the operations and data-dependencies onto the
processors and communication links (€ze), and an upper-bound constraint on the GSFR
(Aop;). It returns a static multiprocessor schedule of the task DAG onto the distributed
architecture, such that its GSFR is less than A,y;. The GSFR is improved thanks to the
active replication of the operations. To make the computation of the reliability of the
partial schedules obtained during the execution of our BSH algorithm, we have chosen to
insert routing operations scheduled between the replicas of any operation that must send
some data and the replicas of any operation that must receive this same data: thanks to
this choice, the reliability block diagram corresponding to the schedule is guaranteed to be
serial-parallel, meaning that the reliability can always be computed in a linear time.

By invoking iteratively BSH with different values of A, we are able to produce the
Pareto curve for a given system (i.e., a given Alg, Arc, and Exe), therefore providing the
user with the choice among several tradeoffs between the execution time and the reliability.
Our simulation results indicate what execution time overhead can be expected depending
on the failure rate level imposed to a system. More important, our simulation results show
that BSH works remarkably well, producing static schedules where the replication factor of
the operations decreases when they are scheduled onto more reliable processors. Finally, the
overhead incurred by the routing operations is reasonable (only +3.88 % on average).
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