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Abstract

Thispaper has not been published with copyrighted proceedings and was
only presented, in french, in a national conference.

The theorems about incompleteness of arithmetic have often been cied as
argument against automatic theorem proving and expert systemsvidgwhese
theorems rely on a worst-case analysis, which might happen to be @esly
simistic with respect to real-world domain applications. For this reasonwa ne
framework for a probabilistic analysis of logical complexity is presentethis
paper. Specifically, the rate of non-decidable clauses and the ceneergf a set
of axioms toward the target one when the latter exists in the language aiedstud
by combining results from mathematical logic and from statistical learnimgp T
theoretical settings are considered, where learning relies respeativelyring
oracles guessing the provability of a statement from a set of statemedtspm-
putable approximations thereof. Interestingly, both settings lead to simialtse
regarding the convergence rate towards completeness.

1 INTRODUCTION

Inspired by the “Learning to Reason” framework [Khardon &udh, 1997], this paper
investigates the conditions for a hybrid inductive-detgcsystem (IDS). This system
is provided with a set of axioms or statements (e.g. exapdesl its goal is to de-
termine the truth value of any further statemeniVe consider a framework for deal-
ing with undecidable theories as well; this is a main diffex with many previous
works ([Shapiro, 1981]). We will often refer to arithmeticset theory, but many other
essentially undecidable theories could be consideredddsof this. From a mathe-
matical logic perspective, the question is whether i) theilalle set of statements is
complete, and ii) the logical setting is complete. Undeséassumptions, the truth
value ofe is determined using mathematical deduction; the algoiituallenge is to
provide an efficient search engine for constructing a prdaf or —e. When the set



of statements is not complete, by definition there existestantse which can nei-
ther be proved nor refuted; the famousdel's theorem (1931) states that sufficiently
powerful logical settings (e.g. including arithmetic) aneomplete. When the set
of statements is not sufficient for deciding relevant statets, inductive reasoning is
needed to find additional axioms, consistent with the ablglanes and sufficient for
determining the truth value ef The challenge here is to compare the different natural
methods available for adding new axioms. From a hybrid itideedeductive per-
spective, the logical setting considered must thus be exainiith respect to both its
completeness (deduction-oriented performances), aMitdimension or PAC learn-
ability (induction-oriented performances, Appendix A.Zypically, statement€’(1),
C(3), C(5), C(7), ~C(4), ~C(6), ~C(2), C(217), =C(200) do not allow deduction
of Vn C'(2n + 1) A =C(2n). In the meanwhile, inductive logic programming might
learn the hypothesign C'(2n + 1) A =C(2n), which could in turn allow for many
other deductions. This paper examines the convergenceies of an inductive-
deductive system, i.e. the probability that the- 1-st example can be proved from
the axioms learned from the previousexamples. The originality of the work is to
propose a probabilistic analysis of logical decidabilihndacompleteness, contrasting
with the worst-case analysis and undecidability resuleslus the literature. Indeed, a
worst-case perspective does not account for the fact thay nedevant statements can
yet be proved in an undecidable setting. The rest of thissedescribes the proposed
framework, discusses the relevant work and introducesthdts reported in the paper.

Formalisation. This paper considers a first order logic language, wherenitiali
set of axioms3 is an essentially undecidable ([Kleijnen, 1992, p277]r§Ka 1949]}
set of axioms with finite description lendtisuch as the Zermelo-Fraenkel set of ax-
ioms.

Let us consider a sequence of examples or stateragnitedependently and iden-
tically distributed from a probability distributiod/. We further assume that/ is
consistent with3, in the sense tha U {e s.t.M(e) > 0} is consistent. From each
set of example€,, = {ey, ..., e, }, the system extracts a recursive set of axioms noted
A, which together with3 allows for proving every example i&,,. Three types of
induction are distinguished:

e in deduction A,, includes all examples i&,,, except those examples which
could be proved from the theory learned from the previousnples (i.e. alle;
except those such that; 1,3 F ¢;). A, thus is an independent axiom set.

e in pruned-deductionA,, is a minimal subset o€,,, sufficient to prove every
example in¢, (4,,3 F &,).

e ininduction-deductionA4,, is a set of axioms, minimal wrt its description length,
such that every example i, can be proved fromi,, and3. Contrasting with
deduction and pruned-deductiof,, is no longer necessarily included &,.

The theoretical case where (deductive, pruned-deductisigraductive-deductive)
learning is based on Turing oracles will first be considereskictions 3 and 4, respec-

1A set of axioms is essentially undecidable if any recursieresion of this set is undecidable.
2In all the paper, the description length refers to any ctaéshathematical notation of statements or
proofs. Note that a set of axioms with finite description léngan include an infinite axiom schema.



tively devoted to the cases where the target set of axiomsiis ind infinite.
Section 5 extends the analysis, considering Turing-coaipetapproximations of Tur-
ing oracles, based on finite-length proofs.

Goals of the study. The behavior of an inductive-deductive system is examined
with respect to three stochastic variables, modeling @@y the completeness, the
accuracy and the compactness of the current axiom set (nbteid the following
instead ofA,,, 3 for simplicity of notation):

e the incompleteness of,, refers to the probability’,, that A,, does not allow
for deciding on further exampled.f, = M ({e s.t. A, / e A A, I/ —e})); in
order to distinguish this incompleteness from the stanttayidal one, it will be
refered to as theelativeincompleteness;

e the error or falsity ofA4,, is the probability thatd,, decides wrongly on further
example$;

e the compactness is measured as the descriptionsiZel,,) of the current ax-
iom set (this is not related to other definitions of compassnéut we keep this
notion as no ambiguity arises).

It must be noted that the behavior of the relative incompless ratd_,, is known
in some specific cases:

e In case3 is a complete set of axioms, no learning is required,;= 3 leads to
L, =0asforanye, 3 ecor3tF —e.

e Otherwise, if M is modified at each time step by a malign adversary with
unrestricted computational power, then aftérd@l’s first theorem/.,, = 1 for
all n, as the adversary can choageconcentrated on some undecided

Thus, our framework lies between the (too simple, unraglisbmplete case, and the
(too difficult, pessimistic) straightforward applicatiohessential undecidability.

The goal is to examine the practical limitations of learnimg@ powerful language
(e.g. including the axioms of set theory or arithmetic). Tingtations of such lan-
guages regarding completeness and decidability issuesedr&nown; these limita-
tions have significant impact on inductive learning as wedir example, in languages
including arithmetic there are always infinitely many thiesiproving a finite consistent
set of statements; discussions around this fact are refeyras Quine’s underdetermi-
nation thesis [List, 1999, Norton, 2003, Shook, 2002]. Hesveit might be the case
that the problems entailed by incompleteness and undekigathough certain, are
actuallynotfrequent. And if there are an infinite number of solutions timige learning
problem (Quine’s underdetermination thesis), then it miginteresting to assess the
average quality of these solutions. Therefore, our goaljsdvide a statistical study of
the relative incompleteness, compactness and falsityaohéa theories, applying the
statistical learning methodology and body of results t@ptharning criteria, namely

3Note that in the deduction or pruned-deduction cadgscannot be inconsistent with, 1 sinceA,, C
¢,, and distributionM is assumed to be consistent wh



the probability of facing an undecided example or introdgdinconsistencies in the
theory.

Related work. As far as we know, the simultaneous use of deduction and tiwuc
has not been studied yet in a statistical perspective ththgthree domains involved
(automatic deduction, inductive and statistical learningthematical logic) have some
intersection& Along an inductive-deductive setting, the works rela@@tine’s un-
derdetermination thesis [List, 1999, Norton, 2003, Sh@@2] focused on a worst
case analysis; they do not integrate the statistical lngrand generalization aspects.
Other studies deal with some kinds of incomplete framewalgs involving recursion
theory and referring to Turing machines with oracles or itéitime Turing machines
[Hamkins, 2002]. However, this work focuses on extendirggdét of decidable state-
ments and the role of induction is not considered.

Overview of the paper. As an alternative to the worst-case analysis, the frame-
work proposed in this paper is based on a logically condigterbability distribution
M over the set of statements. In each stgphe system outputs a set of axioms
A,, from the firstn statements, and one examines whether this set allows for pro
ing further statements. As noted earlier on, if these furiatements are selected
in a worst-case manneq,, does not allow for deciding their truth value even with
unbounded computational resources. However, a worst{paspective often leads
to overly pessimistic conclusions [Cheeseman et al., 199hE probabilistic setting
proposed is inspired by the standard Probably Approximaderrect (PAC) frame-
work [Valiant, 1984], and the study borrows the standardistieal learning tools
(VC-dimension [Vapnik and Chervonenkis, 1974]) in orderbtmund the relative in-
completeness expectatidn, = M ({e s.t. A, I/ e A A, I/ —e}).

The paper is organized as follows. Section 2 introducesrgédefinitions and
lemmas used in the rest of the paper. Section 3 presentisreddut the induction
of a target theory with bounded description length, compathedeductive, pruned-
deductiveandinductive-deductivéearning settings. It is shown that (corollaries 1-4):
i) in all cases, non-asymptotic performance depends onnberlying distribution)/
and it might be arbitrarily bad (as in the worst-case se}fing induction-deduction
and more generally restrictions on the description lengtfaiks faster convergence
rates thardeduction; iii) for any algorithm with a faster completeness conveigge
rate thardeductionthere exists a distribution such that the error or falsityat almost
surely zero §M, e s.t. Vn, P(A, F —e) > 0andM (e) > 0); iv) prunedlearning can
behave arbitrarily badly in the sense of an infinite asyniptbéscription length. Sec-
tion 4 considers the case of a target theory with infinite dpson length, and presents
negative results (corollaries 5-8): i) arbitrarily slownsergence rates can occur; ii)
the length of the axiom set can increase fast. However, thplieness rate goes to
1 as the number of examples goes to infinity. While resultsgortes! in sections 3 and
4 are based on an oracle (axiomatic optimization or theon@vimg with unbounded
computational power), section 5 considers the case of gtoomputable approxima-
tions of such an oracle. Results similar to those of the ereate are presented (with,
unfortunately, a huge computational complexity). The pagels with a discussion

4Some advances in mathematical logic have been exploited fomatic theorem proving, for instance
Craig’s interpolation theorem is used to design a “parifiased” logic [Amir and Mcllraith, 2003].



of the presented results; a short introduction to the teslogy and state of the art is
given in Appendix A.

For space limitations, some proofs are omitted in the papet,can be found in
[Baskiotis et al., 2007].

2 FORMAL BACKGROUND

Let 3 denote a consistent essentially undecidable set of axiengs (Zermelo-
Fraenkel). We notédDL(A) the description length of an axiom sét and by abuse
we use alsd L(e) = DL({e}). LetT’ denote the set of consistent theories including
3, and letT" C T’ be the set of consistent theories defined from an axiom sét wit
finite description lengthl = {t € 7",3A s.t. A+ t,DL(A) < co}). T andT’ can

be viewed as boolean mappings from the set of well-forme@stants {(¢) = 1 iff
t+e).

This section examines the VC-dimensions and shatteringepties of bothl" and
T’ spaces.

Theorem 1 [Baskiotiset al., 2007]: T has infinite VC-dimension.

AlthoughT and thereford” both have infinite VC-dimensions, they differ by their
shattering properties :

Theorem 2 [Baskiotis et al., 2007]: T’ shatters an infinite setThe above theorem
implies significant differences about learning in the skapaced” and7T’. Specifi-
cally, in the case df” there exists distributions leading to arbitrarily slow eergence
rates, such a§'/ log(log(log(n))) wheren is the number of examples. In contrast, we
shall see that a reasonable convergence rate is obtaingid Witalthough the conver-
gence can be delayed due to adverse distributions.

3 THEFINITE DESCRIPTION LENGTH CASE

Let M denote a probability distribution on the well-formed staénts, such that the
mass ofM is restricted to a consistent theonin T (3t € T s.t. M(t) = 1). A
first negative result concerns the incompleteness commeegate. We show that there
exists a distribution\/ such that the incompleteness rate is bounded from below.

In the corollary below, as in corollary 5, we will use a linktlween supervised
learning (i.e. learning statements with their truth vajumsd unsupervised learning
(i.e. finding theories covering true statements). Thisisthased on the fact that stating
e is exactly equivalent to statinge. A distribution M on coupleqz,y) = (e, true)
or (z,y) = (e, false), wheree is a statement, can be replaced by a distribufién
such thatV/ (e) is the probability of(e, true) plusthe probability of(e, false), as well
as we can identify sets of axioms with classifiers (the assediclassifier separates
theorems and non-theorems). This allows the use of coemmples from learning
in the framework of this paper. A family of classifiers (forpguvised learning) such
that for any learning algorithrit L,, > ¢ for some distribution on these classifiers,
is identified with a family of sets such that for any algorithfor some distribution
EL, > c.



Corollary 1: for anyn > 0, for anyd > 0, for any method generating,,, there
exists a generator of examples (distributidf) such thatE[L,,] > ﬁp(l) — 0.
Remark : This result can be reformulated as: for any- 0, for anyé > 0, there
existsM such that aften. examples the learned theory is at distance at lgas o~ 0

from the target one. Note that the above distributidrdepends om.

Proof of corollary 1: Follows from theorem 1 and the lower bound cited in Ap-
pendix A.2.

|

Let us first consider théne learning case, restricting the description length of the
induced axiom set. By abuse of notation, in the following description length of a
theory derived from an axiom seitis set toDL(A).

Theorem 3 [Baskiotiset al., 2007]: LetT, denote the set of theories Thwhich
can be generated from a set of axioms with description lelegh thans, and letV
denote the VC-dimension 8f. V; is finite asTj is finite. For each theory, let V' (¢)
be defined by () = inf{Vi|t € T }.

LetV denoteV (¢*) wheret* is the target theory, assuming it is finite. ltgtdenote
the theory extracted alonigduction-deductiorafter n examples.

Then the following results hold :

1. Convergencerate: if n >V,

P(L, >¢€) <2(2 eXp(l)n/V)VQ—nf/Q

2. Asymptotic behavior : almost surely, there existg such that

n>ng=L,=0

3. T does not shatter any infinite set.
4. V(t,) <V.

Let us now consider théeductiorandpruned-deductiofearning settings.

Theorem 4 [Baskiotiset al., 2007]: Consider the deduction or pruned-deduction
settings. For any decreasing sequengebounded byl /2 and converging td), there
exists a probability distributiod/ such that i)Vn, L,, > a,, ; ii) there exists € T (i.e.
DL(t) < oco) such thatM/(t) = 1.

Corollary 2 In thedeductioror pruned-deductioframework, for any decreasing
sequencer,, upper bounded by /2, there exists\M such that for anyn the relative
incompleteness of,, is bounded from below by a sumyoindependent binary random
variables X;, where X; takes valuel /0 with probability (a;,1 — a;). In particular,
under distribution}/, the relative incompleteness 4f, is greater than ., a;.

Corollary 3: Theorem 4 and corollary 2 can be extended to any learning ageth
producing a minimal (wrt set inclusion) theory such thatovers examples,, . .., e,.

Proof : This is a direct corollary of the proof of theorem 4. |

Corollary 4: Any method which does not incur the limitations stated bgréra 4
or corollary 2, can with non-zero probability select a thgot,, which is strictly larger
(wrt set inclusion) than the minimal theory generated from, ..e,,}. In particular,



for some distribution, there is a positive probability ohgeating a theory inconsistent
with some statement of non-zero measure.
Proof : Reformulation of corollary 3. [ |

4 THEINFINITE DESCRIPTION LENGTH CASE

Removing the finite length assumption has significant impacthe convergence re-
sults obtained in the previous section, notably in relatmthe lower bounds on the
convergence rate (see Appendix A.2). In the proof of theofailhg corollary, we use
the same correspondence as explained before corollary 1.

Corollary 5 : for any decreasing sequen¢e, ) running to0 and upper-bounded
by 1/16, there exists a distribution of examples such tBek,,) > a,,.

Proof : Direct consequence of the lower bound on the convergeneeinaip-

pendix A.2. |
Corollary 6 : for the deductionor pruned-deductiorsettings,E[DL(A,)] >
Zi<n a;.

Corallary 7 : In all learning cases such that the empirical error rate idinu.,,
goes ta) (in the sense that for any> 0, P(L,, > ¢) — 0).

Corollary 8 : For all learning methods such that,, is consistent and proves all
statementsy, . . ., e¢,, there exists a distribution/ such that the compactneBs.(A,,)
goes to infinity.

Proof : ConsiderM a distribution which support is a consistent non-recutgive
axiomatizable set of statements. For any axiom/Adet M (A) be the measure for
M of all statements proved from (M (A) =", ., 4. M(e)). ConsiderK (e), the
minimal description length over all axiom setssuch that\/(A) greater than — .

K (e€) is non-decreasing, andm._,oK () = oo. It is sufficient to see thak,, < ¢
implies thatDL(A,,) > K (e). |

These results show that although the error rate goessathe number of examples
increases, the convergence rate can be arbitrarily lowebar, the description length
of the induced theory cannot be bounded, as showed above.

5 TURING-COMPUTABLE ALGORITHMS
PROOFS OF BOUNDED LENGTH

By definition, deduction, pruned-deduction and inductitattuction all rely on Turing
machines with oracles. As a first step toward a practicalaiglthis section considers
instead approximate learning, based on Turing machinésufitoracles and bounded
length reasonimy The approximation is considered from an algorithmic caeripy
perspective.

Section 5.1 is devoted to a complexity analysis of axiomagittimization. This
result is used in section 5.2 to provide a bound on the coeweryof pruned-deductive

5Since recursion theory provides negative results in the ofiproofs with arbitrary length (ie, the set of
statements that can be proved, in many cases, is not recuusigeli recursively enumerable), we restricted
this study to proofs with bounded length.



and deductive-inductive learning toward the target theiorthe case where the latter
is finite.

5.1 Algorithmic complexity

Let us consider as hypothesis space the sets of axioms wié diescription length
(possibly including axiom schemas; proofs using axiom s are allowed as
well). Let us define theé:-deduction as follows: statemeantis k-proved from the
set of axiomsA, noted A ;. e, if there exists a proof oé from A with descrip-
tion length less thak. The algorithmic complexity of-deduction (i.e. the com-
plexity required to decide the fact that a statemenms k-proved fromA) is upper
bounded by a function note@omplexity(DL(A), k, DL(e)). In the arithmetic set-
ting consideredComplexity(DL(A), k, DL(e)) is dominated by &* term (consid-
ering all 2* strings of lengthk and determining whether they are proofsof- e).
Along the same lines, the-consistency of a set of axioms is defined as follows:
is k-consistent, notedd I/ L if there is no proof with length smaller thai that
A is inconsistent. Similarly, the algorithmic complexity bfconsistency is upper
bounded byComplexity(DL(A),k, DL(L)). Therefore, the generality and consis-
tency tests (respectively3 +, A and B /L) can be performed with complexity
> eca Complexity(DL(B), k, DL(e)), over all statements or axiom scheneds A.
The following proposition is then straightforward.

Proposition : Complexity of axiomatic optimization

Assume that there are at mo3t sets of axioms with description length less
thann. Given a setd of statements, axiomatic optimization aims at a set of ax-
ioms B with minimal description length such that it entails all &ments inA :
Find Arg ming{DL(B)|B by A, B/, L}. Its complexity is upper bounded by

0 (2DL(A> x DL(A) x Complexity(DL(A), k, DL(A)))

5.2 Axiomatic optimization

Given a set®,, of statements, the point here is to find a minimal dgtof axioms,
using a finite numbed,, of computation steps to check, consistency and complete-
ness wrt¢,,. We show that ifd,, increases sufficiently fast, there exists an algorithm
with essentially same convergence results as in the obeded analysis (section 3).
Practically, letd,, ..., d,, denote a sequence of integers. Then:

e Let 7,1 be the set of statements that can be proved with proofs otHeay
mostd,, from A4,, ;

e A, is & minimal description length set of axioms such thatA4j) proves all
examples ing&,, with proof of length at most,,; ii) A,, does not provel with
proof of length at mosi,, .

6In case of equality, the first axiom set in lexicographic oideetained.



Note thatA,, is not necessarily a minimal set of axioms in the usual semge, one
of the axioms could be proved from the others (but its presenakes it feasible to
prove k-completeness). We noté* the shortest axiom set capable of proving any
in the target theory (i.e. such thaf(e) > 0). Let L,, here denotd.,, = M ({e;e ¢
Tt1 V (me) € Tnpa}).

Theorem 5[Baskiotiset al., 2007]: Considere a random variable on statements
with probability law M and assume that the mean and the variance of the shortest
proof ofe from A* are finite, and assuming further th&t = Q(n?), then ,

1. P(DL(A,) > DL(A*) + €) < pn. With p, . is O(1/n?), as soon a1 =
Q(1/Ve).

2. A, reachesA* almost surely, and thus is consistent fosufficiently large.

3. L,, < € with probability at leastl — p,, . — 2 S 2-7¢'/2 for anye, ¢ > 0, where
S'is the number of axioms sets with description length bouhgddL( A*) + e.

This result shows that the theory extracted by inductiotad&on (using Turing
machines with no oracle and bounded-deduction) is comsjsier sufficiently large
number of examples; that its description length convergeard the optimal one, and
finally, that its relative incompleteness goe®dt@sO(1//n).

In summary, Theorem 5 shows that a Turing-machine algonitfitthnno oracle can
implement an inductive-deductive system, with essegtthlk same performances and
limitations regarding consistency and completeness dseirthteoretical case. Indeed
the complexity of this algorithm is exponentialsin

6 DISCUSSION

A probabilistic relational setting has been proposed is fiaper to study inductive-
deductive systems (IDS). Precisely, from a random genepatwiding statements and
their truth values, the IDS extracts a set of axioms via oneranthree settings: the
deductionone corresponds to a purely deductive algorithm;pghaed-deductiomne
extracts a minimal excerpt of the statements, sufficientrtweall seen statements;
and theinductive-deductivsetting selects the set of axioms with minimal description
length such that it proves all seen statements. Two casesirgguished: the “finitely
describable” (FDR) and “non-finitely describable” (NFDRJlities respectively cor-
respond to the case where the target set of axioms has a figsie (infinite) descrip-
tion length. FDR and NFDR cases are confrontededuction pruned-deductioand
induction-deductiosettings, considering two criteria: relative incompletesn(propor-
tion of statements which cannot be proved from the curresiryy) and compactness
(description length of the current theory). Though relativcompleteness always goes
to 0 as the number of examples goes to infinity, its convergeate can be arbitrarily
low in all cases, except when reality is finitely describabie in ainductive-deductive
setting, in other words, when the system actually perforrdsétion. In this favorable
case, the target concept is reached almost surely in finige tAlong the same lines, the
description length of the extracted theory is unboundeds@verse distributions) in all



cases, except again when reality is finitely describabléraaéhductive-deductiveet-
ting. This result provides additional precisions relae@uine’s under-determination
thesis. Despite the multiplicity of theories consistenttma finite set of statements,
if the IDS system extracts the theory consistent with theestants already seen, that
is minimal wrt its description length (as opposed to, wrisié$ inclusion), then a fast
convergence in terms of both incompleteness and length@am granted that the re-
ality is “finitely describable”. Interestingly, there etgssome distributions in the latter
case which entail errors and not only undecidabilities;there are cases such that the
eventdn; A,, b —e has strictly positive probability. This result can be ipteted in
the light of Popper’s notion of falsifiability, central toatnistory of science; as shown
by the very general corollary 4, if one abstains from prodgdiypotheses which can
be falsified by examples, the convergence rate of the IDStibetter than that of rote
learning. The last part of this paper has shown that the attmaretical results, ob-
tained for Turing machines with oracles, essentially holdTuring machinesvithout
oracles— although the considered algorithms are indeed of limitesl dige to their
huge computational complexity. In summary, the main ambitf this paper is to
contribute to a less pessimistic view of inductive-deductiystems in relational logic,
than allowed by a worst-case analysis and based on undéitidedsults.

A STATE OF THE ART AND DEFINITIONS

This appendix briefly summarizes the notations and lealibat@sults used in the pa-
per. Notatiorsup X, whereX is a real-valued random variable, denotes the (possibly
infinite) supremum of the such thatP(X > z) > 0.

A.1 Logical notations

A theorem is a statement which can be proved, which dependstinthe logical
setting and the axiom set considered. The paper only caissitiessical logic. Each
axiom setA includes3 and has finite description length. Afteb@el’s theorem, there
exists thus such that neithee nor —e can be proved fromd. For the feasibility of
the study, it is assumed thatis consistent, although in many cases of interest, this
has not been proved (and cannot be, e.g. for Zermelo Fraeriterl Gy del’'s theorem).
Notation A e (respectivelyA ;. e) denotes the fact thatcan be proved fromd
(resp. with proof of description length less thian In the whole paper, the description
length DL(-) (of sets of axioms or proofs) refers to a standard logic a@dimith no
compression).

A.2 Statistical learning theory

The interested reader is referred to [Devroye et al., 19%idlyasagar, 1997] for an
exhaustive presentation. L&tdenote the example space, andHedenote the hypoth-
esis space, where each hypothesis is viewed as a subget Afset X of examples
is said to be shattered by if for any subsetX’ of X there existsf € F such that
fNX = X'. TheVC-dimension of F is the cardinal of the largest finite set that is

10



shattered by If arbitrarily large such sets exists, then the VC-dimenss said infi-
nite. Hypothesig is consistent with a set of exampl&siff LN X = h*N X, whereh*
denotes the target concept. A learning algorithm assac@mt®nsistent hypothesis,
to each training seX,, made ofrn iid examples drawn according to some probability
distributionM. Accordingly, the loss variablg,, stands for the error expectation/of
(M{z,z € Z,hn(2) # h*(2)}). Fundamental results in the statistical learning theory
can be summarized as: if the VC-dimension is finite, then ther expectation goes to
0 reasonably fast as the number of examples goes to infinity.

Theorem, case of null empirical error (see [Vapnik and Chervonenkis, 1974],
[Devroye et al., 1997, Th. 12.7, p202]) :

DefineL(P) = 137 Xp(aiysy: @nd L(P) = Exp(x)zy, With the (z;,y;) a
sample of size iid according to the law of the random variab{é&, Y").

Considerg a family of boolean functions on a domak and letV be its VC-
dimension. Then, forany> 0 if s > V,

P( sup  |L(P)— L(P)| > ¢) < 2(2eap(1)s/V)" 275/
Peg;L(P)=0

where(2 exp(1)s/V)V can be replaced by thes-shattering coefficient .

Lower bound : ([Devroye et al., 1997, p239], theorem 14.3). Assume thai@-
dimension off’ is infinite. Then for any, > 0, for anyé > 0, for any classification
rule, there exists at least one distribution such tEat, > ﬁp(l) — 0 and F' contains
at least a functiory such thatZ(f) = 0.

Lower bound on the convergence rate : Assume thaf” shatters an infinite set.
Then for any sequende,,) decreasing td® and upper bounded b} for any classi-
fication rule, there exists at least one distribution suchtttv. EL,, > a,, whereasF
containsf such thatZ(f) = 0.

Mainly, the difference with the previous result is that thetidbution does not de-
pend upom.

Lemma : learning on countable domains Consider learning on a countable do-
main with a distribution and an algorithm ensuring that thmirical error L is zero.
Then, the generalization error almost surely convergesitdw.
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