Termination of rewriting strategies: a generic approach
Isabelle Gnaedig, Hélène Kirchner

To cite this version:

HAL Id: inria-00172897
https://inria.hal.science/inria-00172897
Submitted on 18 Sep 2007

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Termination of rewriting strategies: a generic approach

Isabelle Gnaedig, Hélène Kirchner

LORIA-INRIA & LORIA-CNRS
P 239 F-54506 Vandœuvre-lès-Nancy Cedex
Fax: + 33 3 83 27 83 19
e-mail: gnaedig@loria.fr, Helene.Kirchner@loria.fr

Abstract. We propose a generic termination proof method for rewriting under strategies, based on an explicit induction on the termination property. Rewriting trees on ground terms are modeled by proof trees, generated by alternatively applying narrowing and abstracting steps. The induction principle is applied through the abstraction mechanism, where terms are replaced by variables representing any of their normal forms. The induction ordering is not given a priori, but defined with ordering constraints, incrementally set during the proof. The generic method is then instantiated for the innermost strategy, as an example.

1 Introducing the problem

Rewriting techniques are now widely used in automated deduction, especially to handle equality, as well as in programming, in functional, logical or rule-based languages. Termination of rewriting is a crucial property, important in itself to guarantee a result in a finite number of steps, but it is also required to decide properties like confluence and sufficient completeness, or to allow proofs by consistency. Existing methods for proving termination of term rewriting systems (TRS in short) essentially tackle the termination problem on the free term algebra, for rewriting without strategies. Most are based on syntactic or semantic noetherian orderings containing the rewriting relation induced by the TRS; other ones consist in transforming the termination problem of a TRS \( \mathcal{R} \) into the decreasingness problem of another TRS or of pairs of terms, then handled with techniques of the previous category [5, 27].

In the context of proof environments for rule-based programming languages, such as ASF+SDF [20], Maude [3], CafeOBJ [12], ELAN [2], or TOM [25], where a program is a term rewriting system and the evaluation of a query consists in rewriting a ground expression, more specific termination proof tools are required, to allow termination proofs under specific reduction strategies. There are still few results in this domain. To our knowledge, methods have only been given for the innermost strategy [1, 13] and for the context-sensitive rewriting [24], which involves particular kinds of local strategies [23]. In previous works, we have also obtained termination results on ground term algebras for the innermost strategy [15, 8], for general local strategies on the operators [7], and for the outermost strategy [9].

In this paper, we propose a generic proof principle, based on an explicit induction mechanism on the termination property, which is a generalization of our three previous results. We then show how it can be instantiated to give an effective termination proof algorithm for the innermost strategy. The other instances - outermost and local strategies - are presented in the full version of the paper [14]. This generalizing work allowed not only to propose a generic version of our proof method, but also to considerably simplify the technical features of the algorithms initially designed for the different strategies.

The three above strategies have been chosen for their relevance to programming languages. The most widely used innermost strategy consists in rewriting always at the lowest possible positions. It is often used as a built-in mechanism in evaluation of rule-based or functional languages. In addition, for non-overlapping or locally confluent overlay systems [18], or systems satisfying critical peak conditions [19], innermost termination is equivalent to standard termination (i.e. termination for standard rewriting, which consists in rewriting without any strategy). As proved in [21], termination of rewriting is equivalent for the leftmost innermost and the innermost strategies.

The outermost strategy for evaluating expressions in the context of programming is essentially used when one knows that computations can be non-terminating. Outermost computations are of interest in particular for functional languages, where interpreters or compilers generally involve a
strategy for call by name. Often, lazy evaluation is used instead, but lazy evaluation may diverge while the outermost computation terminates. Lazy termination of functional languages has already been studied (see for example [26]), but to our knowledge, except our previously cited work, no termination proof method exists for specifically proving outermost termination of rewriting.

Local strategies on operators are used in particular to force the evaluation of expressions to terminate. A famous example is the evaluation of a recursive function defined with an \texttt{if.then_else.} expression, for which evaluating the first argument in priority may allow to avoid divergence. This kind of strategy is provided by languages such that OBJ3, CafeOBJ or Maude, and described in [16].

Local strategies are to be compared with context-sensitive rewriting, where rewriting is also allowed at some specified positions only in the terms: as local strategies specify in addition an ordering on these rewriting positions, they are more specific.

The termination proofs we propose rely on a generic principle and a few common concepts, that are emphasized in this paper. Our approach is based on an explicit induction mechanism on ordering constraints are often simpler to solve than for other approaches, and even, in many cases, do not need any constraint solving algorithm.

Directly using the termination notion on terms has also been proposed in [17], but for inductively proving well-foundedness of binary relations, among which path orderings.

2 The background

We assume that the reader is familiar with the basic definitions and notations of term rewriting given for instance in [6]. $T(F,X)$ is the set of terms built from a given finite set $F$ of function symbols $f$ having arity $n \in \mathbb{N}$ (denoted $f : n$), and a set $X$ of variables denoted $x,y,\ldots$. $T(F)$ is the set of ground terms (without variables). The terms reduced to a symbol of arity 0 are called constants. Positions in a term are represented as sequences of integers. The empty sequence $\epsilon$ denotes the top position. Let $p$ and $p'$ be two positions. The position $p$ is said to be (a strict) prefix of $p'$ (and $p'$ suffix of $p$) if $p' = p\lambda$, where $\lambda$ is a non-empty sequence of integers. Given a term $t$, $\text{Var}(t)$ is the set of variables of $t$, $\mathcal{O}(t)$ is the set of positions in $t$, inductively defined as follows: $\mathcal{O}(t) = \{\epsilon\}$ if $t \in X$, $\mathcal{O}(t) = \{\epsilon\} \cup \{i.p \mid 1 \leq i \leq n \text{ and } p \in \mathcal{O}(t_i)\}$ if $t = f(t_1,\ldots,t_n)$. The notation $t[p]$ stands for the subterm of $t$ at position $p$. If $p \in \mathcal{O}(t)$, then $t[p']$ denotes the term obtained from $t$ by replacing the subterm at position $p$ by the term $t'$.

A substitution is an assignment from $X$ to $T(F,X)$, written $\sigma = (x \mapsto t) \ldots (y \mapsto u)$. It uniquely extends to an endomorphism of $T(F,X)$. The result of applying $\sigma$ to a term $t \in T(F,X)$ is written $\sigma(t)$ or $\sigma t$. The domain of $\sigma$, denoted $\text{Dom} (\sigma)$ is the finite subset of $X$ such that $\sigma x \neq x$. The range of $\sigma$, denoted $\text{Ran} (\sigma)$, is defined by $\text{Ran} (\sigma) = \bigcup_{x \in \text{Dom} (\sigma)} \text{Var} (\sigma x)$. We have in addition $\text{Dom} (\sigma) \cap \text{Ran} (\sigma) = \emptyset$. A ground substitution or instantiation is an assignment from $X$ to $T(F)$. The composition of substitutions $\sigma_1$ followed by $\sigma_2$ is denoted $\sigma_2 \sigma_1$.

Given a set $\mathcal{R}$ of rewrite rules (a set of pairs of terms of $T(F,X)$), denoted $l \rightarrow r$, such that $\text{Var} (r) \subseteq \text{Var} (l)$ or term rewriting system on $T(F,X)$, a function symbol $f$ in $F$ is called a constructor if it does not occur in $\mathcal{R}$ at the top position of a left-hand side of rule, and is called a defined function symbol otherwise. The set of defined function symbols of $F$ for $\mathcal{R}$ is denoted by $\text{Def}_\mathcal{R} (\mathcal{R} \text{ is omitted when there is no ambiguity}).$ The rewriting relation induced by $\mathcal{R}$ is denoted by $\rightarrow^R$ ($\rightarrow$ if there is no ambiguity on $\mathcal{R}$), and defined by $s \rightarrow t$ if there exists a substitution $\sigma$ and a position $p$ in $s$ such that $s[p] = o\lambda$ for some rule $l \rightarrow r$ of $\mathcal{R}$, and $t = s[\sigma l]$. The term $s[p]$ is called a redex. The reflexive transitive closure of the rewriting relation induced by $\mathcal{R}$ is denoted by $\rightarrow^*$. Let $\mathcal{R}$ be a TRS on $T(F,X)$. A term $t$ is narrowed into $t'$, at the non-variable position $p$, using the rewrite rule $l \rightarrow r$ of $\mathcal{R}$ and the substitution $\sigma$, when $\sigma$ is a most general unifier of $l[p]$ and $l$, and $t' = \sigma(t[p])$. This is denoted $t \rightarrow^P_l \sigma \rightarrow^R_t t'$ where either $p$, or $l \rightarrow r$ or $\sigma$ may be omitted. It
is always assumed that there is no variable in common between the rule and the term, i.e. that \( \text{Var}(l) \cap \text{Var}(t) = \emptyset \).

An ordering \( \succ \) on \( T(F, \mathcal{X}) \) is said to be noetherian iff there is no infinite decreasing chain for this ordering. It is \( F \)-stable iff for any pair of terms \( t, t' \) of \( T(F, \mathcal{X}) \), for any context \( f(\ldots t \ldots) \), \( t \succeq t' \) implies \( f(\ldots t' \ldots) \succeq f(\ldots t \ldots) \). It has the subterm property iff for any \( t \) of \( T(F, \mathcal{X}) \), \( f(\ldots t \ldots) \rightarrow t \). Observe that, for \( F \) and \( \mathcal{X} \) finite, if \( \succ \) is \( F \)-stable and has the subterm property, then it is noetherian [22]. If, in addition, \( \succ \) is stable under substitution (for any substitution \( \sigma \), any pair of terms \( t, t' \in T(F, \mathcal{X}) \), \( t \succeq t' \) implies \( \sigma t \succeq \sigma t' \)), then it is called a simplification ordering.

Let \( t \) be a term of \( T(F) \); let us recall that \( t \) terminates if and only if any rewriting derivation (or derivation chain) starting from \( t \) is finite.

Rewriting strategies are in general aimed at reducing the derivation tree (for standard rewriting) of terms. The following definition expresses that rewriting a term with a strategy \( S \) can only give a term that would be obtained with the standard rewriting relation.

**Definition 1 (rewriting strategy).** Let \( R \) a TRS on \( T(F, \mathcal{X}) \). A rewriting strategy \( S \) for \( R \) is a mapping \( S : T(F, \mathcal{X}) \rightarrow T(F, \mathcal{X}) \) such that for every \( t \in T(F, \mathcal{X}) \), \( S(t) = t' \) (we write \( t \rightarrow^S t' \)) where \( t' \) is such that \( t \rightarrow R t' \).

Let \( t \) be a term of \( T(F) \); we say that \( t \) terminates (w.r.t. to the strategy \( S \)) if and only if every rewriting derivation (or derivation chain) (w.r.t. to the strategy \( S \)) starting from \( t \) is finite. Given a term \( t \), we call normal form (w.r.t. to the strategy \( S \)) or \( S \)-normal form of \( t \), and we note it \( t \), any irreducible term, if it exists, such that \( t \rightarrow^S t \).

### 3 The inductive proof process

For proving that a term \( t \) of \( T(F) \) terminates (for the considered strategy), we proceed by induction on \( T(F) \) with a noetherian ordering \( \succ \), assuming that for any \( t' \) such that \( t \rightarrow t' \), \( t' \) terminates. To warrant non emptiness of \( T(F) \), we assume that \( F \) contains at least a constructor constant.

The main intuition is to observe the rewriting derivation tree (for the considered strategy) starting from a ground term \( t \in T(F) \) which is any instance of a term \( g(x_1, \ldots, x_m) \), for some defined function symbol \( g \in \text{Def} \), and variables \( x_1, \ldots, x_m \). Proving termination on ground terms amounts proving that all rewriting derivation trees have only finite branches, using the same induction ordering \( \succ \) for all trees.

Each rewriting derivation tree is simulated, using a lifting mechanism, by a proof tree, developed from \( g(x_1, \ldots, x_m) \) on \( T(F, \mathcal{X}) \), for every \( g \in \text{Def} \), by alternatively using two main operations, namely narrowing and abstraction, adapted to the considered rewriting strategy. More precisely, narrowing schematizes all rewriting possibilities of terms. The abstraction process simulates the normalization of subterms in the derivations, according to the strategy. It consists in replacing these subterms by special variables, denoting one of their normal forms, without computing them. This abstraction step is performed on subterms that can be assumed terminating by induction hypothesis.

The schematization of ground rewriting derivation trees is achieved through constraints. The nodes of the developed proof trees are composed of a current term of \( T(F, \mathcal{X}) \), and a set of ground substitutions represented by a constraint progressively built along the successive abstraction and narrowing steps. Each node in a proof tree schematizes a set of ground terms: the ground instances of the current term, that are solutions of the constraint.

The constraint is in fact composed of two kinds of formulas: ordering constraints, set to warrant the validity of the inductive steps, and abstraction constraints combined to narrowing substitutions, which effectively define the relevant sets of ground terms. The latter are actually useful for controlling the narrowing process, well known to easily diverge.

The termination proof procedures given in this paper are described by deduction rules applied with a special control \( Strat-Rules(S) \), depending on the studied rewriting strategy \( S \).

To prove termination of \( R \) on any term \( t \in T(F) \) w.r.t. the strategy \( S \), we consider a generic reference term \( t_{ref} = g(x_1, \ldots, x_m) \) for each defined symbol \( g \in \text{Def} \), and empty sets \( \top \) of constraints. Applying the deduction rules according to the strategy \( Strat-Rules(S) \) to the initial state \( \{g(x_1, \ldots, x_m)\}, \top, \top \) builds a proof tree, whose nodes are the states produced by the inference rules. Branching is produced by the different possible narrowing steps.
Termination is established when the procedure terminates because the deduction rules do not apply anymore and all terminal states of all proof trees have an empty set of terms.

4 Ordering constraints and abstraction

The induction ordering is constrained along the proof by imposing constraints between terms that must be comparable, each time the induction hypothesis is used in the abstraction mechanism. As we are working with a lifting mechanism on the proof trees with terms of \( T(F, X) \), we directly work with an ordering \( \succ_P \) on \( T(F, X) \) such that \( t \succ_P u \) implies \( \theta t \succ \theta u \), for every \( \theta \) solution of the constraint associated to \( u \).

So inequalities of the form \( t \succ u_1, \ldots, u_m \) are accumulated, which are called ordering constraints. Any ordering \( \succ_P \) on \( T(F, X) \) satisfying them and which is stable under substitution fulfills the previous requirements on ground terms. The ordering \( \succ_P \), defined on \( T(F, X) \), can then be seen as an extension of the induction ordering \( \succ \), defined on \( T(F) \). For convenience, the ordering \( \succ_P \) will also be written \( \succ \).

It is important to remark that, for establishing the inductive termination proof, it is sufficient to decide whether there exists such an ordering.

**Definition 2 (ordering constraint).** An ordering constraint is a pair of terms of \( T(F, X) \) noted \( (t \succ t') \). It is said to be satisfiable if there exists an ordering \( \succ \), such that for every instantiation \( \theta \) whose domain contains \( \text{Var}(t) \cup \text{Var}(t') \), we have \( \theta t \succ \theta t' \). We say that \( \succ \) satisfies \( (t \succ t') \).

A conjunction \( C \) of ordering constraints is satisfiable if there exists an ordering satisfying all conjunctions. The empty conjunction, always satisfied, is denoted by \( \top \).

Satisfiability of a constraint conjunction \( C \) of this form is undecidable. But a sufficient condition for an ordering \( \succ \) to satisfy \( C \) is that \( \succ \) is stable under substitution and \( t \succ t' \) for any constraint \( t \succ t' \) of \( C \).

To abstract a term \( t \) at positions \( i_1, \ldots, i_p \), where the \( t|j_i \) are supposed to have a normal form \( t|j_i \), we replace the \( t|j_i \) by abstraction variables \( X_j \) representing respectively one of their possible normal forms. These variables are taken in a set \( X_A \) disjoint from \( X \). Abstraction and instantiations are extended to \( T(F, X \cup X_A) \) in the following way. Let \( X \in X_A \); for any substitution \( \sigma \) (resp. instantiation \( \theta \)) such that \( X \in \text{Dom}(\sigma) \), \( \sigma X \) (resp. \( \theta X \)) is in S-normal form.

**Definition 3 (term abstraction).** The term \( t[t|j_i]_j \in \{i_1, \ldots, i_p\} \) is said to be abstracted into the term \( u \) (called abstraction of \( t \)) at positions \( \{i_1, \ldots, i_p\} \), if \( u = t[X_j]_j \in \{i_1, \ldots, i_p\} \), where the \( X_j, j \in \{i_1, \ldots, i_p\} \) are fresh distinct abstraction variables.

Termination on \( T(F) \) is proved by reasoning on terms with abstraction variables, i.e. on terms of \( T(F, X \cup X_A) \). Ordering constraints are extended to pairs of terms of \( T(F, X \cup X_A) \). When subterms \( t|j_i \) are abstracted by \( X_j \), we state constraints on abstraction variables, called abstraction constraints to express that their instances can only be normal forms of the corresponding instances of \( t|j_i \). Initially, they are of the form \( t|X_j = X \) where \( t \in T(F, X \cup X_A) \), and \( X \in X_A \), but we will see later how they are combined with the substitutions used for the narrowing process.

5 Narrowing and the involved constraints

After abstraction of the current term \( t \) into \( t[X_j]_j \in \{i_1, \ldots, i_p\} \), we check whether the possible ground instances of \( t[X_j]_j \in \{i_1, \ldots, i_p\} \) are reducible, according to the possible values of the instances of the \( X_j \). This is achieved by narrowing \( t[X_j]_j \in \{i_1, \ldots, i_p\} \).

The narrowing relation depends on the considered strategy \( S \) and the usual definition needs to be refined. The first idea is to use innermost (resp. outermost) narrowing. Then, if a position \( p \) in a term \( t \) is a narrowing position, a suffix (resp. prefix) position of \( p \) cannot be a narrowing position too. However, if we consider ground instances of \( t \), we can have rewriting positions \( p \) for some instances, and \( p' \) for some other instances, such that \( p' \) is a suffix (resp. a prefix) of \( p \). So, when narrowing at some position \( p \), the set of relevant ground instances of \( t \) is defined by excluding the ground instances that would be narrowable at some suffix (resp. prefix) position of \( p \), that we call \( S \)-better position: a position \( S \)-better than a position \( p \) in \( t \) is a suffix position of \( p \) if \( S \) is the
innermost strategy, a prefix position of \( p \) if \( S \) is the outermost strategy. Note that local strategies are not of the same nature, and there is no \( S \)-better position in this case.

Moreover, to preserve the fact that a narrowing step of \( t \) schematizes a rewriting step of possible ground instances of \( t \), we have to be sure that an innermost (resp. outermost) narrowing redex in \( t \) corresponds to the same rewriting redex in a ground instance of \( t \). This is the case only if, in the rewriting chain of the ground instance of \( t \), there is no rewriting redex at a suffix position of variable of \( t \) anymore. So before each narrowing step, we schematize the longest rewriting chain of any ground instance of \( t \), whose redexes occur in the variable part of the instantiation, by a linear variable renaming. Linearity is crucial to express that, in the previous rewriting chain, ground instances of the same variables can be reduced in different ways. For the innermost strategy, abstraction of variables performs this schematization. For the outermost strategy, a reduction renaming is introduced \([14]\). For local strategies however, this variable renaming is not relevant.

The \( S \)-narrowing steps applying to a given term \( t \) are computed in the following way. After applying the variable renaming to \( t \), we look at every position \( p \) of \( t \) such that \( t | p \) unifies with the left-hand side of a rule using a substitution \( \sigma \). The position \( p \) is a \( S \)-narrowing position of \( t \), iff there is no \( S \)-better position \( p' \) of \( t \) such that \( \sigma t | p' \) unifies with a left-hand side of rule. Then we look for every \( S \)-better position \( p' \) than \( p \) in \( t \) such that \( \sigma t | p' \) narrows with some substitution \( \sigma' \) and some rule \( \rho \to \rho' \), and we set a constraint to exclude these substitutions. So the substitutions used to narrow a term have in general to satisfy a set of disequalities coming from the negation of previous substitutions. To formalize this point, we need the following notations and definitions.

In the following, we identify a substitution \( \sigma = (x_1 \mapsto t_1) \ldots (x_n \mapsto t_n) \) on \( T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A) \) with the finite set of solved equations \((x_1 = t_1) \land \ldots \land (x_n = t_n)\), also denoted by the equality formula \( \bigwedge_j (x_j = t_j) \), with \( x_i \in \mathcal{X} \cup \mathcal{X}_A \), \( t_i \in T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A) \), where \( = \) is the syntactic equality. Similarly, we call negation \( \overline{\sigma} \) of the substitution \( \sigma \) the formula \( \bigvee_i (x_i \neq t_i) \). A constrained substitution \( \sigma \) is a formula \( \sigma_0 \land \bigwedge_i \bigvee_j (x_j \neq t_i) \), where \( \sigma_0 \) is a substitution.

**Definition 4 (S-narrowing).** A term \( t \in T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A) \) S-narrows into a term \( t' \in T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A) \) at the non-variable position \( p \) of \( t \), using the rule \( l \to r \in \mathcal{R} \) with the constrained substitution \( \sigma = \sigma_0 \land \bigwedge_{j \in [1..k]} \overline{\sigma_j} \), which is written \( t \downarrow^S_{l \to r, \sigma} \) \( t' \) iff \( \sigma_0 (l) = \sigma_0 (t | p) \) and \( t' = \sigma_0 (t | r | p) \) where \( \sigma_0 \) is the most general unifier of \( t | p \) and \( l \) and \( \sigma_{j, \ell} \in [1..k] \) are all most general unifiers of \( \sigma_0 | p' \) and a left-hand side \( l' \) of a rule of \( \mathcal{R} \), for all position \( p' \) which are \( S \)-better positions than \( p \) in \( t \).

Abstraction constraints have to be combined with the narrowing constrained substitutions to characterize the ground terms schematized by the proof trees. Hence the introduction of abstraction constraint formulas.

**Definition 5 (abstraction constraint formula).** An abstraction constraint formula \( (ACF \ in \ short) \) is a formula \( \bigwedge_{i \in [1..k]} (t_i = t'_i) \land \bigwedge_j (x_j = t_j) \land \bigwedge_k \bigvee_{u_i \neq v_i} \), where \( t_i, t'_i, j, u_i, v_i \in T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A) \), \( x_j \in \mathcal{X} \cup \mathcal{X}_A \).

**Definition 6 (satisfiability of an ACF).** An abstraction constraint formula \( \bigwedge_{i} (t_i = t'_i) \land \bigwedge_j (x_j = t_j) \land \bigwedge_k \bigvee_{u_i \neq v_i} \), is satisfiable iff there exists at least one instantiation \( \theta \) such that \( \bigwedge_{i} (\theta t_i = \theta t'_i) \land \bigwedge_j (\theta x_j = t_j) \land \bigwedge_k \bigvee_{u_i \neq v_i} (\theta u_i \neq \theta v_i) \). The instantiation \( \theta \) is then said to satisfy the ACF \( A \) and is called solution of \( A \).

Integrating a constrained substitution \( \sigma = \sigma_0 \land \bigwedge_i \bigvee_j (x_j \neq t_i) \) to an ACF \( A \) is done by adding the formula defining \( \sigma \) to \( A \), thus giving the formula \( A \land \sigma \). For a better readability on examples, we can propagate \( \sigma \) into \( A \) (by applying \( \sigma_0 \) to \( A \)), thus getting instantiated abstraction constraints of the form \( t_i = t'_i \) from initial abstraction constraints of the form \( t_i \neq X_i \).

An ACF \( A \) is attached to each term \( a \) in the proof trees; its solutions characterize the interesting ground instances of this term, i.e. the \( \theta u \) such that \( \theta \) is a solution of \( A \). When \( A \) has no solution, the current node of the proof tree represents no ground term. Such nodes are then irrelevant for the termination proof. Detecting and suppressing them during a narrowing step allows to contain the narrowing mechanism.

So we have the choice between generating only the relevant nodes of the proof tree, by testing satisfiability of \( A \) at each step, or stopping the proof on a branch on an irrelevant node, by testing unsatisfiability of \( A \). These are both facets of the same question, but in practice, they are handled in different ways.
Checking satisfiability of $A$ is in general undecidable. The disequality part of an ACF is a particular instance of a disunification problem (a quantifier free equational formula), whose satisfiability has been addressed in [4], that provides rules to transform any disunification problem into a solved form. Testing satisfiability of the equational part of an ACF is undecidable in general, but sufficient conditions can be given, relying on a characterization of normal forms.

Unsatisfiability of $A$ is also undecidable in general, but simple sufficient conditions can be used, very often applicable in practice. They rely on reducibility, unifiability, narrowing and constructor tests, and can be found in [14].

So both satisfiability and unsatisfiability checks need to use sufficient conditions. But in the first case, the proof process stops with failure as soon as satisfiability of $A$ cannot be proved. In the second one, it can go on, until $A$ is proved to be unsatisfiable, or until other stopping conditions are fulfilled.

It is important to point out the flexibility of the proof method that allows the combination with auxiliary termination proofs using different techniques: when the induction hypothesis cannot be applied on a term $u$, i.e. when it is not possible to decide whether the ordering constraints are satisfiable, it is often possible to prove termination (for the considered strategy) of any ground instance of $u$ by another way. In the following we use a predicate $\text{TERMIN}(S, u)$ that is true iff every ground instance of $u$ terminates for the considered strategy $S$.

In particular, $\text{TERMIN}(S, u)$ is true when every instance of $u$ is in normal form. This is the case when $u$ is not narrowable, and all variables of $u$ are in $\mathcal{X}_A$. This includes the cases where $u$ itself is an abstraction variable, and where $u$ is a non narrowable ground term.

Every instance of a narrowable $u$ whose variables are all in $\mathcal{X}_A$, and whose narrowing substitutions are not compatible with $A$, is also in normal form. As said previously, these narrowing possibilities do not represent any reduction step for the ground instances of $u$, which are then in normal form.

Otherwise, in many cases, for proving that $\text{TERMIN}(S, u)$ is true, the notion of usable rules [1] is relevant. Complete results on usable rules for the three considered strategies are respectively given in [14, 9, 7].

6 The termination proof procedure

We are now ready to describe the different steps of the proof mechanism presented in Section 3.

The proof steps generate the proof trees in transforming 3-tuples $(T, A, C)$ where $T$ is a set of terms of $T(\mathcal{F}, \mathcal{X} \cup \mathcal{X}_A)$ containing the current term $u$ whose termination has to be proved, $A$ is a conjunction of abstraction constraints, $C$ is a conjunction of ordering constraints stated by the abstraction steps.

Starting from initial states $(T = \{t_{ref} = g(x_1, \ldots, x_m)\}, A = \top, C = \top)$, where $g \in \mathcal{D}_{ef}$, the proof process consists in iterating the following generic steps:

- The first step abstracts the current term $t$ at given positions $i_1, \ldots, i_p$. If the conjunction of ordering constraints $\bigwedge_j t_{ref} > t_{ij}$ is satisfiable for some $j \in \{i_1, \ldots, i_p\}$, we suppose, by induction, the existence of irreducible forms for the $t_{ij}$. We must have $\text{TERMIN}(S, t_{ij})$ for the other $t_{ij}$. Then, $t_{i_1}, \ldots, t_{i_p}$ are abstracted into abstraction variables $X_{i_1}, \ldots, X_{i_p}$. The abstraction constraints $t_{i_1,i} = X_{i_1}, \ldots, t_{i_p,i} = X_{i_p}$ are added to the ACF $A$. We call that step the abstract step.
- The second step narrows the resulting term $u$ in one step with all possible rewrite rules of the rewrite system $\mathcal{R}$, and all possible substitutions $\sigma$, into terms $v$, according to Definition 4. This step is a branching step, creating as many states as narrowing possibilities. The substitution $\sigma$ is added to $A$. This is the narrow step.
- We then have a stop step halting the proof process on the current branch of the proof tree, when $A$ is detected to be unsatisfiable, or when the ground instances of the current term can be stated terminating for the considered strategy. This happens when the whole current term $u$ can be abstracted, i.e. when the induction hypothesis applies on it, or when we have $\text{TERMIN}(S, u)$.

The satisfiability and unsatisfiability tests of $A$ are integrated in the previously presented steps. If testing unsatisfiability of $A$ is chosen, the unsatisfiability test is integrated in the stop step. If
testing the satisfiability of \( A \) is chosen, the test is made at each attempt of an abstraction or a narrowing step, which are then effectively performed only if \( A \) can be proved satisfiable. Otherwise, the proof cannot go on anymore and stops with failure.

As we will see later, for a given rewriting strategy \( S \), these generic proof steps are instantiated by more precise mechanisms, depending on \( S \), and taking advantage of its specificity. We will define these specific instances by inference rules.

Note that there are different ways to simulate the rewriting relation on ground terms, using abstraction and narrowing. For example, the abstraction positions can be chosen so that the abstraction mechanism captures the greatest possible number of rewriting steps. For that, we abstract the greatest possible subterms in the term. We can also choose in priority the smallest possible subterms \( u_i \), that are constants or variables. The ordering constraints \( t > u_i \) needed to apply the induction hypothesis, and then to abstract the term, are easier to satisfy than in the previous case since the \( u_i \) are smaller.

The previous proof steps, applied to every reference term \( t_{\text{ref}} = g(x_1, \ldots, x_m) \), where \( x_1, \ldots, x_m \in X \) and \( g \in \text{Def} \), can be combined in the same way whatever \( S \in \{ \text{Innermost, Outermost, Local} - \text{Strat} \} \):

\[
\text{Strat-Rules}(S) = \text{repeat}^{*}(\text{try}(\text{abstract}), \text{try}(\text{narrow}), \text{try}(\text{stop})).
\]

"\( \text{repeat}^{*}(T_1, \ldots, T_n) \)" repeats the strategies of the set \( \{T_1, \ldots, T_n\} \) until it is not possible anymore. The operator "\( \text{try} \)" is a generic operator that can be instantiated, following \( S \), by \( \text{try-}\text{skip}(T) \), expressing that the strategy or rule \( T \) is tried, and skipped when it cannot be applied, or by \( \text{try}-\text{stop}(T) \), stopping the strategy if \( T \) cannot be applied.

For each strategy \( S \in \{ \text{Innermost, Outermost, Local} - \text{Strat} \} \), we write \( \text{SUCCESS}(g, \succ) \) if the application of \( \text{Strat-Rules}(S) \) on \( \{ (g(x_1, \ldots, x_m)), 1, \top \} \) gives a finite proof tree, whose sets \( C \) of ordering constraints are satisfied by a same ordering \( \succ \), and whose leaves are either states of the form \( \emptyset, A, C \) or states whose set of constraints \( A \) is unsatisfiable.

**Theorem 1.** Let \( R \) be a TRS on a set \( F \) of symbols containing at least a constructor constant. If there exists an \( F \)-stable ordering \( \succ \) having the subterm property, such that for each symbol \( g \in \text{Def} \), we have \( \text{SUCCESS}(g, \succ) \), then every term of \( T(F) \) terminates with respect to the strategy \( S \).

The proof is given in [14].

7 Instantiating the generic process: the innermost case

As an example, here, we instantiate our generic proof process with the innermost strategy, which is the rewriting strategy such that for a given TRS \( R \) and any term \( t \in T(F,X) \), if \( t \rightarrow^S t' \), the rewriting position \( p \) in \( t \) is such that there is no suffix position \( p' \) of \( p \) such that \( t \) rewrites at position \( p' \).

When rewriting a ground instance of the current term according to the innermost principle, the ground instances of variables in the current term have to be normalized before a redex appears higher in the term. So the variable renaming performed before narrowing corresponds here to abstracting variables in the current term. Then, any innermost proof tree from a pattern \( g(x_1, \ldots, x_m) \) begins in abstracting \( x_1, \ldots, x_m \). All the following terms in the tree are then in \( T(F,X_A) \) [14], which makes superfluous the further renamings.

The inference rules Abstract, Narrow and Stop instantiate respectively the proof steps abstract, narrow, and stop defined in Section 6. They are given in Table 1. Their application conditions depend on whether satisfiability of \( A \) or unsatisfiability of \( A \) is checked. We present here the conditions where unsatisfiability is checked.

Once instantiated, the generic strategy \( \text{Strat-Rules}(S) \) simply becomes:

\[
\text{repeat}^{*}(\text{try-skip}(\text{Abstract}); \text{try-skip}(\text{Narrow}); \text{try-skip}(\text{Stop})).
\]

The procedure can diverge, with infinite alternate applications of Abstract and Narrow. In this case, nothing can be said on termination. Termination is proved when, for all proof trees, the procedure stops with an application of Stop on each branch, generating only final states of the form \( \emptyset, A, C \).
Example 1. Let us now give an example illustrating how the usable rules can be helpful and why detecting unsatisfiability of $A$ can be important. Let us consider the following system $R$, which is not terminating but terminates with the innermost strategy:

\[
\begin{align*}
\text{plus}(x, 0) & \rightarrow x \\
\text{plus}(x, s(y)) & \rightarrow s(\text{plus}(x, y)) \\
f(0, s(0), x) & \rightarrow f(x, \text{plus}(x, x), x) \\
g(x, y) & \rightarrow x \\
g(x, y) & \rightarrow y
\end{align*}
\]

We prove innermost termination of $R$ on $T(F)$, where $F = \{0 : 0, s : 1, \text{plus} : 2, f : 3, g : 2\}$. The defined symbols of $F$ are $f, \text{plus}$ and $g$. Since we are interested in the narrowing substitution applied to the terms of the proof trees, but not in its definition on the variables of the rules, the narrowing substitutions are restricted here to the variables of the narrowed terms.

Let us apply the inference rules checking unsatisfiability of $A$, whose conditions are given in Table 2. Applying the rules on $f(x_1, x_2, x_3)$, we get the proof tree given in Table 3.

The first Abstract applies since $f(x_1, x_2, x_3) > x_1, x_2, x_3$ is satisfiable by any simplification ordering. The second Abstract applies by using the TERMIN predicate. Indeed, the usable rules of $\text{plus}(X_3, X_3)$ consist of the system $\{\text{plus}(x, 0) \rightarrow x, \text{plus}(s(x), y) \rightarrow s(\text{plus}(x, y))\}$, that can be proved terminating with any precedence based ordering (independent of the induction ordering) with the precedence $\text{plus} \succ x \cdots s$, which ensures the property $\text{TERMIN}(\text{Inn}, t_3, X_3)$.

Without abstraction here, the process would have generated a branch containing an infinite number of Narrow applications.

Finally, Stop applies because the constraint $A$ becomes unsatisfiable. Indeed, it contains the abstraction constraint $\text{plus}(0, 0)_t = s(0)$, which is not true since the unique normal form of $\text{plus}(0, 0)$ is 0.

Considering now $\text{plus}(x_1, x_2)$, we get the proof tree given in Table 4.

Abstract applies since $g(x_1, x_2) > x_1, x_2$ is satisfiable by any simplification ordering. Stop applies on the left branch because $X_1$ is an abstraction variable, hence we trivially have TERMIN.
Table 3. Proof tree for the symbol $f$

\[
\begin{align*}
&f(x_1, x_2, x_3) \\
&A = \top \\
&C = \top \\
\end{align*}
\]

Abstract

\[
\begin{align*}
&f(X_1, X_2, X_3) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = X_2 \land x_3 \downarrow = X_3) \\
&C = f(x_1, x_2, x_3) > x_1, x_2, x_3 \\
\sigma = (X_1 = 0, X_2 = s(0)) \rightarrow \text{Narrow} \\
&f(X_3, \text{plus}(X_3, X_3), X_3) \\
&A = (x_1 \downarrow = 0 \land x_2 \downarrow = s(0) \land x_3 \downarrow = X_3) \\
&C = f(x_1, x_2, x_3) > x_1, x_2, x_3 \\
\end{align*}
\]

Abstract

\[
\begin{align*}
&f(X_3, X_4, X_3) \\
&A = (x_1 \downarrow = 0 \land x_2 \downarrow = s(0) \land x_3 \downarrow = X_3 \land \text{plus}(X_3, X_3) \downarrow = X_4) \\
&C = f(x_1, x_2, x_3) > x_1, x_2, x_3 \\
\sigma = (X_3 = 0, X_4 = s(0)) \rightarrow \text{Narrow} \\
&f(0, \text{plus}(0, 0), 0) \\
&A = (x_1 \downarrow = 0 \land x_2 \downarrow = s(0) \land x_3 \downarrow = 0 \land \text{plus}(0, 0) \downarrow = s(0)) \\
&C = f(x_1, x_2, x_3) > x_1, x_2, x_3 \\
\text{Stop} \\
\sigma = (X_3 = 0, X_4 = s(0)) \rightarrow \text{Narrow} \\
&f(0, \text{plus}(0, 0), 0) \\
&A = (x_1 \downarrow = 0 \land x_2 \downarrow = s(0) \land x_3 \downarrow = 0 \land \text{plus}(0, 0) \downarrow = s(0)) \\
&C = f(x_1, x_2, x_3) > x_1, x_2, x_3
\end{align*}
\]

Table 4. Proof tree for the symbol $\text{plus}$

\[
\begin{align*}
&\text{plus}(x_1, x_2) \\
&A = \top \\
&C = \top \\
\end{align*}
\]

Abstract

\[
\begin{align*}
&\text{plus}(X_1, X_2) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = X_2) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\end{align*}
\]

\[
\begin{align*}
&\text{plus}(X_1, X_2) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = X_2) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\sigma = (X_2 = s(X_3)) \rightarrow \text{Narrow} \\
&\text{plus}(X_3, X_3) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = s(X_3)) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\end{align*}
\]

\[
\begin{align*}
&\text{plus}(X_1, X_2) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = X_2) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\sigma = (X_2 = 0) \rightarrow \text{Narrow} \\
&\text{plus}(X_3, X_3) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = s(X_3)) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\end{align*}
\]

\[
\begin{align*}
&\text{plus}(X_1, X_2) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = X_2) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\text{Stop} \\
\sigma = (X_2 = s(X_3)) \rightarrow \text{Narrow} \\
&\text{plus}(X_3, X_3) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = s(X_3)) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2 \\
\text{Stop} \\
\sigma = (X_2 = 0) \rightarrow \text{Narrow} \\
&\text{plus}(X_3, X_3) \\
&A = (x_1 \downarrow = X_1 \land x_2 \downarrow = s(X_3)) \\
&C = \text{plus}(x_1, x_2) > x_1, x_2
\end{align*}
\]
(Innermost, X1). Stop applies on the right branch by using the TERMIN predicate. Indeed, the usable rules of s(plus(X1, X3)) consist of the previous terminating system \{\text{plus} (x, 0) \rightarrow x, \text{plus}(x, s(y)) \rightarrow s(\text{plus}(x, y))\).

Applying the inference rules on \(g(x_1, x_2)\), we get a similar termination proof tree.

8 Conclusion

The generic termination proof method presented in this paper is based on the simple ideas of schematizing and observing the derivation trees of ground terms and of using an induction ordering to stop derivations as soon as termination is ensured by induction. The method makes clear the schematization power of narrowing, abstraction and constraints. Constraints are heavily used on one hand to gather conditions that the induction ordering must satisfy, on the other hand to represent the set of ground instances of generic terms.

Our technique is implemented in a system named CARIBOO [8, 10], providing a termination proof tool for the innermost, the outermost, and the local strategies \(^1\).

To deal with the generated constraints, the proof process of CARIBOO can use integrated features, like the computation of usable rules, the use of the subterm ordering or the Lexicographic Path ordering to satisfy ordering constraints, and the test of sufficient conditions for detecting unsatisfiability of \(A\).

It can also delegate features, as solving the ordering constraints or orienting the usable rules when the LPO fails, proving termination of a term, or testing satisfiability of \(A\). Delegation is either proposed to the user, or automatically ensured by the ordering constraint solver Cme2.

CARIBOO provides several automation modes for dealing with constraints. Dealing with unsatisfiability of \(A\) allows a complete automatic mode, providing a termination proof for a large class of examples (a library is available with the distribution of CARIBOO). It is interesting to note that thanks to the power of induction, and to the help of usable rules, the generated ordering constraints are often simple, and are easily satisfied by the subterm ordering or an LPO.

Finally, the techniques presented here have also been applied to weak termination in [11].

As our proof process is very close to the rewriting mechanism, it could easily be extended to conditional, equational and typed rewriting, by simply adapting the narrowing definition. Our approach is also promising to tackle inductive proofs of other term properties like confluence or ground reducibility.
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