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#### Abstract

This article tackles Kahan's algorithm to compute accurately the discriminant whatever the inputs. This is a known difficult problem and this algorithm leads to an error bounded by 2 ulps of the result. The proofs involved are long and tricky and even trickier than expected as the test involved may give an unexpected result. We give here the total demonstration of the validity of this algorithm and we provide sufficient conditions to guarantee neither Overflow, nor Underflow will jeopardize the result. The program was annotated using the Caduceus tool and the proof obligations were done using the Coq automatic proof checker.


## Index Terms

Floating-point, discriminant, formal proof.

## I. Introduction

Floating-point arithmetic is a field that seems dangerous and obscure to most programmers. However, floating-point experts can create very tricky algorithms that take advantage of inexact computation to get correct or accurate results.

This category includes for example:

- expansions algorithms that allow multiprecision computations using only the floating-point unit [1], [2],
- CRlibm that computes correctly rounded elementary functions on IEEE double precision [3]
- multiprecision algorithms on higher precision with correct rounding [4],
- Horner's rule under assumptions (such as elementary function evaluation) [5],
- accurate summation under tough assumptions (all numbers are nonnegative for example) [6],
- accurate discriminant computation [7].

We here are interested in the last algorithm. The reason is that the pen-and-paper proofs provided are described as "far longer and trickier" than the algorithms and programs and Professor Kahan deferred their publication [7].

Due to the difficulty of the proof, we are interested in formally proving this algorithm. Moreover, we want to prove it fully, Overflow and Underflow included. We may have too tight bounds, but we want to be able to give sufficient conditions for this algorithm to work as expected, meaning to give an accurate result.

This program (Program 1 page 4) computes the value of the discriminant, meaning given $a$, $b$ and $c$, it computes $b^{2}-a c$. This is of course useful to compute the zeroes of the polynomial $a x^{2}+2 b x+c$, but also for computing the orientation test. The orientation test determines whether a point lies to the left of, to the right of, or on a line or plane defined by other points.

For example, to know if a point $p$ defined by its abscissa and its ordinate lies on the left or on the right of $\overrightarrow{q r}$, we compute

$$
\left|\begin{array}{ccc}
q_{x} & q_{y} & 1 \\
r_{x} & r_{y} & 1 \\
p_{x} & p_{y} & 1
\end{array}\right|=\left|\begin{array}{cc}
q_{x}-p_{x} & q_{y}-p_{y} \\
r_{x}-p_{x} & r_{y}-p_{y}
\end{array}\right| .
$$

Its sign gives the answer. And this orientation test is known to possibly give the incorrect answer due to round-off errors [8].

The responsibility of this program is then rather high. This calls for a high level of reliability in the proof of the correctness of this program. This is the reason why we guarantee it using formal proofs. The formalization of the floating-point numbers and arithmetic is the following one [9]: a float is a pair of signed integers $(n, e)$ with $n$ and $e$ bounded and has a value equal to $n \times 2^{e}$. This formalization has been able to prove both old and new results [10].

As we want to prove the real program, we use the Caduceus tool for the verification of C programs [11], [12] and the associated floating-point annotations [13]. There is therefore no doubt about the algorithm proved and the property proved because the given specifications are C-like and therefore much more understandable than Coq theorems.

## Notations

All floating-point numbers are on prec bits (in IEEE double precision, prec $=53$ ). $\mu$ is the smallest (subnormal) floating-point number (in IEEE double precision, $\mu=2^{-1074}$ ).

The unit in the last place is denoted by ulp. The successor of a float $x$ is denoted as $x^{+}$and its predecessor by $x^{-}$.

The model for a floating-point number $x$ is composed of an integer significand $n_{x}$ such that $\left|n_{x}\right|<2^{\text {prec }}$ and of an exponent $e_{x}$ greater or equal to the minimal exponent. The real value associated to $x$ is then $n_{x} \times 2^{e_{x}}$.

## II. The program

The initial program is an incredibly long program in MATLAB [7] that handles any kind of floating-point arithmetic (after testing the underlying architecture). We assume here that we use IEEE-754 double precision floating-point arithmetic. This means that we know beforehand the radix (2), the precision (53) and the rounding (to nearest, even, if the programmer does not change it). We then rewrite the initial program in the C language (Program 1).

```
Program 1 Accurate discriminant computation
double Kahan_discr
            (double a, double b, double c) {
    double p,q,d,dp,dq;
    p=b*b;
    q=a*c;
    if (p+q<= 3*fabs (p-q))
        d=p-q;
    else {
        dp=exactmult(b,b,p);
        dq=exactmult(a,c,q);
        d=(p-q)+(dp-dq);
    }
    return d;
}
```

The functions used inside Kahan_discr are

- fabs, that computes the absolute value of a floating-point number,
- exactmult, that computes the floating-point error of a multiplication. Indeed, for two floating-point numbers $x$ and $y$, if $x y$ is the rounded result of $x \times y$, then the value $x y-$ $x \times y$ fits in a floating-point number and can be effectively computed using floating-point operations. This algorithm was discovered at the same period by Veltkamp and Dekker [1], [14], [15] and the respective paternities are unknown.

If a fused multiply-and-add is available, a very simplified algorithm gives the same result as
exactmult using only one floating-point operation [16].
The function fabs is assumed to give the correct answer (that is to say the float which value is the absolute value of the input). The function exactmult is proved to be correct. The proof of this algorithm is described in [17] whatever the radix. The program given here does not rely on any other complex function: the demonstration is self-contained.

## III. Proof of the "Ideal" AlGorithm

This partial proof has already been published in [18]. The main ideas of the proof are nevertheless explained, as there was not space enough in [18] and as part of them will be used afterwards. The notations are those of Program 1.

The "ideal" algorithm means that we assume the test is made on real values: it is not if $\circ(p+q) \leq \circ(3 \circ(|p-q|))$ but we here assume that we use if $p+q \leq 3 \times|p-q|$. The limits of this approach will be discussed in the next section.

## A. Proof

I assume for this section there is neither Underflow, nor Overflow. Let us prove that $d$ is within 2 ulps of $b^{2}-a c$. Let $\delta=\left|d-\left(b^{2}-a c\right)\right|$.

We know that $p \geq 0$ as $p=\circ\left(b^{2}\right)$.

1) First case: $3|p-q| \geq p+q$ : This corresponds to the first possibility in the if. We here split into two subcases depending on the respective values of $p$ and $q$.
a) First subcase: $p \geq q$ : Then $|p-q|=p-q$ and we know that $3(p-q) \geq p+q$, therefore $p \geq 2 q$ and $p-q \geq \frac{p}{2}$.

- Assume $q$ is positive or zero.

If $q \geq 0$ then $p \geq 2 q$ implies that $\operatorname{ulp}(p) \geq 2 \operatorname{ulp}(q)$. As $p-q \geq \frac{p}{2} \geq 0$, we have the fact that $\operatorname{ulp}(d) \geq \frac{1}{2} \operatorname{ulp}(p)$. Then $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(p)+\frac{1}{2} \operatorname{ulp}(q) \leq 2 \operatorname{ulp}(d)$.

- Assume $q$ is negative.

Then $p$ and $-q$ share the same sign and $d \geq p$ and $d \geq|q|$ so we easily have that $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(p)+\frac{1}{2} \operatorname{ulp}(q) \leq \frac{3}{2} \operatorname{ulp}(d)$.
b) Second subcase: $q \geq p$ : Then $q \geq 0$ and $|p-q|=-p+q$ and $3(-p+q) \geq p+q$, therefore $q \geq 2 p$ and $q-p \geq \frac{q}{2} \geq 0$. Then $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(p)+\frac{1}{2} \operatorname{ulp}(q)$, and therefore $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(d)+\operatorname{ulp}(d)=2 \operatorname{ulp}(d)$.
2) Second case: $3|p-q|<p+q$ : This corresponds to the second possibility in the if. This case is much more complex. We prove several intermediate results before splitting into cases.

First, if $p=q$ then $d$ is correct within half an ulp. Let us now assume that $p \neq q$.
a) The computation of $p-q$ is correct:

If $q \leq 0$, then we have $3|p-q|<p+q=|p|-|q| \leq|p-q|$ that is absurd. Therefore $q>0$. So $p=|p| \leq|p-q|+|q| \leq \frac{1}{3}(p+q)+q$ so $p \leq 2 q$.

In the same way, $q=|q| \leq|p-q|+|p| \leq \frac{1}{3}(p+q)+p$ so $q \leq 2 p$. Therefore the subtraction is exact by Sterbenz's theorem [19].
b) Bounding $\circ(d p-d q)$ :

As $p \neq q$, we know the fact that $|p-q| \geq \min (\operatorname{ulp}(p), \operatorname{ulp}(q))$. And as $\frac{q}{2} \leq p \leq 2 q$, we know that $\max (\operatorname{ulp}(p), \operatorname{ulp}(q)) \leq 2 \min (\operatorname{ulp}(p), \operatorname{ulp}(q))$.

So $|d p-d q| \leq|d p|+|d q| \leq \frac{1}{2} \operatorname{ulp}(p)+\frac{1}{2} \operatorname{ulp}(q) \leq \frac{3}{2} \min (\operatorname{ulp}(p), \operatorname{ulp}(q)) \leq \frac{3}{2}|p-q|$. Therefore $|\circ(d p-d q)| \leq 2|p-q|$.

This may seem a not tight enough bound, but we are in the few cases where $p \approx q$. Therefore, $p-q$ may be very small, so this bound (2) is not far from the lowest possible bound (just under 1.5).
c) Evaluation of $\delta$ :

If the computation of $d p-d q$ is exact, then $\delta=\left|\circ\left(b^{2}-a \times c\right)-\left(b^{2}-a \times c\right)\right| \leq \frac{1}{2} u l p(d)$.
The first easy case is when $\operatorname{ulp}(p)=u \operatorname{lp}(q)$, then the computation of $d p-d q$ is exact and $\delta \leq \frac{1}{2} \operatorname{ulp}(d)$. We now split into two subcases.

First, we assume we are in the general case corresponding to $|p-q| \geq 3 \min (\operatorname{ulp}(p), \operatorname{ulp}(q))$.
Then $|d p-d q| \leq \frac{3}{2} \min (\operatorname{ulp}(p), \operatorname{ulp}(q)) \leq \frac{1}{2}|p-q|$. So $|p-q+\circ(d p-d q)| \geq \frac{1}{2}|p-q| \geq|d p-d q|$. In that case, we have $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(\circ(d p-d q)) \leq \operatorname{ulp}(d)$.

Now, we assume we are not in the general case. Therefore, we have left the cases where the ulps of $p$ and $q$ are different but $|p-q|$ is either $2 \min (\operatorname{ulp}(p), \operatorname{ulp}(q))$ or $\min (\operatorname{ulp}(p), \operatorname{ulp}(q))$. It means that $p$ and $q$ are very near a power of 2 .

We first assume that $p \geq q$ as $p$ and $q$ are here symmetrical. We then shift the exponents of
$p$ and $q$, so that they are near 1 . The cases are then either ( $p=1, q=1^{-}$), or $\left(p=1, q=1^{--}\right)$ or ( $p=1^{+}, q=1^{-}$). Note that the latest case fits into the general case.

We now assume that $p=1$ and $q$ is either $1^{-}$or $1^{--}$.

- Assume $d p$ and $d q$ share the same sign.

Then we prove that the computation of $d p-d q$ is exact that implies that $\delta \leq \frac{1}{2} \operatorname{ulp}(d)$. If $d q=0$ then $d p-d q$ is exactly $d p$. If not, then $d p$ fits on $p r e c+1$ bits with exponent $-2 p r e c$ and $d q$ fits on prec bits with exponent $-2 p r e c$. So $d p-d q$ can use the exponent -2 prec. More, as $|d p| \leq 2^{-p r e c},|d p-d q|<2^{-p r e c}$ so $|d p-d q| \leq 2^{-p r e c}-2^{-2 p r e c}$ that fits into prec bits. So $d p-d q$ is computed exactly.

- Let us now assume that $d p$ and $d q$ have opposite signs. We split one more time into two subcases.
- Assume $d p-d q \geq 0$.

Then $d \geq p-q=2^{-p r e c}$ if $q=1^{-}$and $d \geq 2^{1-\text { prec }}$ if $q=1^{--}$. In any case, $d p-d q \leq 2^{-p r e c}+2^{-1-p r e c}=3 \times 2^{-1-p r e c}$. So, $\circ(d p-d q) \leq 3 \times 2^{-1-\text { prec }}$ and $\operatorname{ulp}(\circ(d p-d q)) \leq 2^{1-2 p r e c}$.
Finally, we bound $\delta$ by $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+\frac{1}{2} \operatorname{ulp}(\circ(d p-d q))$.
Then $\delta \leq \frac{1}{2} \operatorname{ulp}(d)+2^{-2 \text { prec }} \leq \frac{1}{2} \operatorname{ulp}(d)+2^{-p r e c} d$ and $\delta \leq \frac{3}{2} \operatorname{ulp}(d)$.

- Assume $d p-d q \leq 0$.

It means that $d p \leq 0$. As $p=1$, we easily have that $|d p| \leq 2^{-1-p r e c}$. We then prove that $d p-d q$ is computed exactly, and this implies $\delta \leq \frac{1}{2} \mathrm{ulp}(d)$.
As $d p$ and $d q$ accept $-2 p r e c$ as exponent, and $|d p-d q| \leq 2^{-1-p r e c}+2^{-1-p r e c}=2^{-p r e c}$, we either have $|d p|=|d q|=2^{-1-p r e c}$ where $d p-d q=-2^{-p r e c}$ is representable; or we have $|d p-d q|<2^{-p r e c}$ so it fits on prec bits with exponent $-2 p r e c$.

In all cases of all cases, the rounding error is bounded and the result holds.

## IV. Proof of the program

We now prove that the real-life program satisfies the same property, meaning that $d$ is within 2 ulps of $b^{2}-a c$. Let us now assume a floating-point test. Unfortunately, this means that the preceding proof does not work any more. There may indeed be cases where the real test and the floating-point test disagree.

Let us use a toy-example floating-point format with a 5-digit mantissa. Let $p=27=11011_{2}$ and $q=14=1110_{2}$, then $p+q=41>3|p-q|=3 \times 13=39$. But $\circ(p+q)=\circ(41)=40$ and $\circ(p-q)=p-q=13$ and $\circ(3 \circ(p-q))=\circ(39)=40$. Therefore

$$
\circ(p+q)=\circ(3 \circ(p-q)) \text { and } p+q>3|p-q|
$$

so the floating-point and the real test disagree.
In most cases, the floating-point and real tests agree, then the result holds by results of Section III. We now just have to look into disagreements.

## A. First disagreement

We first assume that $3|p-q|<p+q$ and, on the "contrary", that $\circ(3 \circ(|p-q|)) \geq \circ(p+q)$. We may assume without loss of generality that $p \geq q$.

We prove some intermediate results and then cut down and solve all subcases.

1) Neighboring of $p$ and $q$ :

As $3|p-q|<p+q$, we know that $p$ and $q$ fit in Sterbenz's theorem. Therefore $q \leq p \leq 2 q$ and $\circ(p-q)=p-q$.

In fact, we have $p \approx 2 q$ :
$p+q-3(p-q) \leq \operatorname{ulp}(\circ(3|p-q|)) \leq 2^{1-p r e c} \circ(3|p-q|) \leq 2^{1-p r e c} \times 3(p-q) \frac{1}{1-2^{-p r e c}}$. So $-2 p+4 q \leq(3 p-3 q) \frac{2^{1-p r e c}}{1-2^{-p r e c}}$ and therefore $q \leq p \frac{1+2^{1-\text { prec }}}{2+2^{- \text {prec }}}$.
2) Exponents of $d$ and $q$ :

If $e_{d} \geq e_{q}$, then $\delta=\left|p-q-\left(b^{2}-a c\right)\right| \leq \frac{1}{2}(\operatorname{ulp}(p)+\operatorname{ulp}(q)) \leq \frac{3}{2} \operatorname{ulp}(q) \leq \frac{3}{2} \operatorname{ulp}(d)$. Let us now assume that $e_{d}<e_{q}$.
3) Same exponents for $p$ and $q$ :

As $p$ and $q$ are positive, this implies that either: $\operatorname{ulp}(p)=\operatorname{ulp}(q)$ or $\operatorname{ulp}(p)>\operatorname{ulp}(q)$.
If $\operatorname{ulp}(p)=\operatorname{ulp}(q)$, then $\delta=\leq \frac{1}{2}(\operatorname{ulp}(p)+\operatorname{ulp}(q))=u \operatorname{lp}(q)$. And $d=p-q \geq q \frac{1-2^{- \text {prec }}}{1+2^{1-\text { prec }}} \geq \frac{q}{2}$ so $\operatorname{ulp}(d) \geq \frac{\operatorname{ulp}(q)}{2}$ and $\delta \leq 2 \operatorname{ulp}(d)$.
4) Different exponents for $p$ and $q$ :

If $\operatorname{ulp}(p)>\operatorname{ulp}(q)$, we know that $p \leq 2 q \leq p \frac{1+2^{1-p r e c}}{1+2^{-1-p r e c}}$. We want to prove that $2 q=p^{+}$.
First, $p=2 q$ is impossible as $3|p-q|<p+q$, so $p<2 q$ and $p^{+} \leq 2 q$.
Next, $p^{++} \geq p+2 \operatorname{ulp}(p) \geq p+\frac{2 p}{2^{\text {prec }}-1}=p 2^{2^{\text {prec }}+1}$. So $p^{++}>p \frac{1+2^{1-\text { prec }}}{1+2^{-1-\text { prece }}} \geq 2 q$ so $p^{+} \geq 2 q$.
This case is in fact impossible. This is achieved by looking at all the possible cases for $n_{q}$ :

- If $q$ is a power of 2 , then $q=2^{\text {prec }-1+e_{q}}$ and then $p^{+}=2^{\text {prec }-1+\left(1+e_{q}\right)}$ and $p=\left(2^{\text {prec }}-1\right) 2^{e_{q}}$ so $\operatorname{ulp}(q)=\operatorname{ulp}(p)$ which is absurd.
- If $q$ is not a power of the radix, then $p=(2 q)^{-}$is equal to $2 q-2 u \operatorname{lp}(q)$ As $e_{d} \leq e_{q}-1$, we have $d<2^{\text {prec-1+e }}$ so $2^{\text {prec }-1+e_{q}}>d=p-q=q-2 \operatorname{ulp}(q)=\left(n_{q}-2\right) 2^{e_{q}}$ so $n_{q}<2^{\text {prec-1 }}+2$. This implies that $n_{q}=2^{\text {prec-1 }}+1$. So $p=2^{\text {prec }+e_{q}}$.
Then $3|p-q|=2^{e_{q}} \times 3 \times\left(2^{\text {prec }}-\left(2^{\text {prec-1 }}+1\right)\right)$ so $3|p-q|=2^{e_{q}}\left(3 \times 2^{\text {prec }-1}-3\right)$ is rounded into $2^{e_{q}}\left(3 \times 2^{\text {prec-1 }}-4\right)$. And $p+q=2^{e_{q}}\left(2^{\text {prec }}+2^{\text {prec-1 }}+1\right)$ is rounded into the value $2^{e_{q}}\left(3 \times 2^{\text {prec-1 }}\right)$. Those values are not equal as they should.


## B. Second disagreement

We now assume that $3|p-q| \geq p+q$ and, on the "contrary", that $\circ(3 \circ(|p-q|))<\circ(p+q)$. We may assume without loss of generality that $p \geq q$.

1) First facts:

We have $p-q \leq \circ(p-q)\left(1+2^{- \text {prec }}\right) \leq \frac{1}{3} \circ(3 \circ(|p-q|))\left(1+2^{- \text {prec }}\right)^{2} \leq \frac{1}{3} \circ(p+q)\left(1+2^{- \text {prec }}\right)^{2}$, so $p-q \leq \frac{1}{3}(p+|q|) \frac{\left(1+2^{- \text {prec }}\right)^{2}}{1-2^{\text {prec }}}$.

If $q \leq 0$, the preceding inequality becomes $p-q \leq \frac{1}{3}(p-q) \frac{\left(1+2^{- \text {prec }}\right)^{2}}{1-2^{-p r e c}}$ and that implies that $1 \leq \frac{1}{3}(1+\varepsilon)$ with $0<\varepsilon \ll 1$, which is absurd. Therefore $0<q$.

As $3|p-q| \geq p+q$, we have $2 q \leq p$ and $q \leq \circ(p-q)$.
2) Bounding $d p-d q$ :

Next, $p-q \leq \frac{1}{3}(p+q) \frac{\left(1+2^{- \text {prec }}\right)^{2}}{1-2^{-p r e c}}$ implies that $p \leq 3 q$.
So $|d p-d q| \leq \frac{1}{2}(\operatorname{ulp}(p)+\operatorname{ulp}(q)) \leq 3 \operatorname{ulp}(q) \leq 3 u l p(\circ(p-q))$. So $\circ(|d p-d q|) \leq 3 u \operatorname{ulp}(\circ(p-q))$.
3) Bounding $\delta$ :

Then $\circ(p-q)+\circ(d p-d q) \geq \circ(p-q)-3 \operatorname{ulp}(\circ(p-q))$ so $d \geq \circ(p-q)-3 \operatorname{ulp}(\circ(p-q))$ and $\operatorname{ulp}(d) \geq \frac{1}{2} \operatorname{ulp}(\circ(p-q))$.

Now, we can end the proof:
$\delta \leq \frac{1}{2}(\operatorname{ulp}(d)+\operatorname{ulp}(\circ(p-q))+\operatorname{ulp}(\circ(|d p-d q|))) \leq \operatorname{ulp}(d)\left(\frac{1}{2}+1+2^{1-p r e c} \times 3 \times 2\right) \leq 2 \operatorname{ulp}(d)$.
In any disagreement, the result still holds. Finally, the result holds whatever the results of the floating-point and real tests.

## V. Overflow

Overflow is usually disregarded as it usually creates non-numerical quantities ( NaN or $\pm \infty$ ). Unfortunately, it may happen that Overflow occur but that such quantities disappear during the following computations.

Our choice is to prohibit Overflow: we prove that each and every computation has a result smaller or equal to the maximal floating-point number in IEEE double precision that is to say $\left(2-2^{-52}\right) 2^{1023}$. This is done using a command line option of Caduceus to turn on this check. As by default, we also prohibit division by zero and square root of negative numbers, this prevents any creation of infinities or NaNs.

In Program 1 or in the exactmult function (see Program 2), you can easily get infinities or NaNs as soon as any of these value gets bigger: either $b^{2}$ or $a \times c$, or even $a$, due to the - $\left(\left(2^{27}+1\right) \times a\right)$.

We then require $|a|$ and $|c|$ to be smaller than $2^{995}$ so that $\left(2^{27}+1\right) \times a$ or $c$ does not overflow. We also require $|a \times c|$ to be smaller than $2^{1020}$ and $|b| \leq 2^{510}$ so that the other computations, including especially $3 \times \circ(p-q)$ do not overflow.

## VI. UndERFLOW

The hypothesis "there is no Underflow" is a customary one, usually used without a qualm. Nevertheless it is really unclear as a subnormal value is not difficult to get in the middle of a computation, even if all the inputs are normal.

One advantage of the use of the formal proof checker is that it forces us to add all the necessary hypotheses. Therefore the "no Underflow" hypothesis must be clear so that the proof can be done. Moreover, these hypotheses can be worked on afterwards. For example, we first assumed that the exponent of $p$ must be greater than the minimal exponent plus 2 . We then can try to prove that the minimal exponent plus 1 is a sufficient exponent. If we can prove it, then the theorem has been improved. The possibility of patching a proof afterwards to improve it is a huge benefit.

The proved sufficient conditions for the preceding proof are:

- $p, q$ and $d$ are either zeroes or normal floats,
- $b^{2} \geq 2^{2 p r e c-1} \mu$ or $b=0$,
- $|a c| \geq 2^{2 p r e c-1} \mu$ or $a c=0$,
- the exponents of $d$ and $\circ(p-q)$ must be greater than the minimal exponent plus 1 .

The idea is that we need all the involved floats to be normal, so that the intuitive used theorems hold: for example, we need $\circ(r)$ to be normal to have $|r| \leq|\circ(r)|\left(1+2^{-p r e c}\right)$. It includes $d p$ and $d q$ that must be either zeroes or normal, hence the bounds on $b^{2}$ and $|a c|$.

These hypotheses are quite technical. The last one is especially ponderous as it depends on the exponent of a float and also as it depends on the value of either the output or a intermediary value. We therefore give sufficient conditions to guarantee these requirements. We need either $b$ to be 0 or $b^{2}$ to be greater than $2^{3 p r e c-1} \mu$ and we need either $a \times c$ to be 0 or $|a \times c|$ to be greater than $2^{3 p r e c-1}$.

The formal proof checker helped us to think about all the subcases depending on the fact that a given float, namely $a, b, c, p, q$ or $d$ is zero or not.

## VII. Fully annotated program

The fully annotated program is Program 2. The annotations interpreted by Caduceus are comments beginning with @. Details on the syntax of Caduceus’ annotations can be found in [11], [13]. We here give the necessary keys to understand this program:

- Each function has some needed hypotheses to work correctly, beginning with requires. It also guarantees properties concerning its result, beginning with ensures.
- The result of a function is denoted by \result.
- $|\mathrm{x}|$ denotes the absolute value of $x$ and $2^{\wedge}{ }^{\wedge} \mathrm{e}$ is $2^{e}$.
- The notations $\& \&$ and $|\mid$ have the usual $C$ meaning of $\wedge$ (and) and of $\vee$ (or).
- round (r) is the rounding to nearest even of the real $r$ and $u l p$ is the unit in the last place of a floating-point number.

Note that the notation round is needed as all computations inside the annotations are exact ones. For example $\mathrm{x} * \mathrm{y}-\mathrm{xy}$ means the exact real value $x \times y-x y$ with mathematical multiplication and subtraction and without any rounding.

## VIII. Conclusion

All the formal proofs were done "by hand". The conclusion of that is that part of them must be automatized. The proofs on Overflow by hand were really cumbersome, and therefore the bounds are not very tight on that point of view. The bounds sufficient to guarantee there is no

## Program 2 Fully annotated accurate discriminant computation

```
/*@ ensures \result==|f| */
double fabs(double f);
```

```
/*@ ensures \result==2^^e */
```

double exp2(int e);

```
/*@ requires xy==round(x*y) &&
    @ (x*y==0 || 2^^(-969) <= |x*y|) &&
    @ |x|<= 2^^995 && |y|<= 2^^995 &&
    @ |x*y| <=2^^1022
    @ ensures \result==x*y-xy
    @ */
```

double exactmult
(double $x$, double $y$, double $x y)\{$
double $\mathrm{C}, \mathrm{px}, \mathrm{hx}, \mathrm{tx}, \mathrm{py}, \mathrm{hy}, \mathrm{ty}$;
$\mathrm{C}=\exp 2(27)+1$;
/*@ assert C==2^^(27)+1 */
$\mathrm{px}=\mathrm{x} * \mathrm{C}$;
$h x=(x-p x)+p x ;$
$\mathrm{t} \mathrm{x}=\mathrm{x}-\mathrm{hx}$;
py $=\mathrm{y} * \mathrm{C}$;
$h y=(y-p y)+p y ;$
$t y=y-h y$;
return $-((((x y-h x * h y)-h x * t y)-h y * t x)-t x * t y) ;$
\}

Program 2 Fully annotated accurate discriminant computation (continued)

```
/*@ requires
    @ (b==0 | | 2^^(-916) <= | b*b |) &&
    @ (a*c==0 || 2^^(-916) <= |a*c|) &&
    @ |b| <= 2^^510 &&
    @ |a| <= 2^^995 &&
    @ |C| <= 2^^995 &&
    @ |a*c| <= 2^^1020
    @ ensures \result==0 ||
    @ |\result-(b*b-a*c)| <= 2*ulp(\result)
    @ */
```

double Kahan_discr
(double $a$, double $b$, double $c$ ) $\{$
double $p, q, d, d p, d q ;$
$\mathrm{p}=\mathrm{b} * \mathrm{~b}$;
$\mathrm{q}=\mathrm{a} * \mathrm{c}$;
if $(\mathrm{p}+\mathrm{q}<=3 * \operatorname{fabs}(\mathrm{p}-\mathrm{q}))$
$d=p-q ;$
else \{
$\mathrm{dp}=\mathrm{exactmult}(\mathrm{b}, \mathrm{b}, \mathrm{p})$;
$\mathrm{dq}=\mathrm{exactmult}(\mathrm{a}, \mathrm{c}, \mathrm{q})$;
$\mathrm{d}=(\mathrm{p}-\mathrm{q})+(\mathrm{dp}-\mathrm{dq}) ;$
\}
return d;
\}

Overflow could probably be multiplied by 2 and still hold. But it would have been too much a bore. This automation is currently in progress using the Gappa tool [20]. This should give better bounds on Overflow that would also be certified by Coq proofs.

This case study has validated our method in several ways:

- The annotations are short and understandable by people who have never met a formal proof checker.
- Some preceding results on that Veltkamp/Dekker algorithms have been re-used without any difficulty.
- A known difficult algorithm has been proved.
- An unexpected difficulty that does not appear in the initial proof (the fact that the decisive test $p+q<=3 *$ fabs $(p-q)$ can be wrong) has been isolated and solved.
- Precise sufficient conditions, including Underflow and Overflow hypotheses, have been given and proved.

The main drawback of this work is does not fulfill the observation that the proofs are still "far longer and trickier than the algorithms and programs in question" [7]. The annotations are just shorter than the program, but the pen-and-paper proof is noticeably long for such a short program and the Coq proof is nearly five thousand lines long (plus about seven thousand for the Veltkamp/Dekker algorithm). The ratio 1 line of C for 500 lines of (formal) proof will certainly not convince Prof. Kahan.
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