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The inventory routing problem 
ombines the issue of organizing produ
t delivery orpi
k-up, and managing the inventory at ea
h 
ustomer site. Our appli
ation deals withplanning produ
t pi
k-ups, 
ustomer inventory being emptied on ea
h visit. We assume adeterministi
 produ
tion rate. The inventory 
osts are limited to those resulting from thetransportation model. In this ta
ti
al model, the obje
tive is to minimize the �eet sizeand to ensure that routes are geographi
ally 
lustered. The planning must be repeatedover the time horizon with 
onstrained periodi
ity. We develop a trun
ated bran
h-and-pri
e algorithm 
ombined with rounding and lo
al sear
h heuristi
s that yield both primalsolutions and dual bounds. On a large s
ale test problem 
oming from industry, we obtaina solution within 6.5% deviation of the optimal. A rough 
omparison with the industrialpra
ti
e shows a 10% de
rease in number of vehi
les as well as in travel distan
e. Thekey to the su

ess of the approa
h is the use of a state-spa
e relaxation te
hnique informulating the master program to avoid the symmetry in time. The paper also in
ludesa short review of 
olumn generation based heuristi
s.Keywords: Inventory Routing, Bran
h-and-Pri
e-and-Cut, Primal Heuristi
, Symmetry.
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Introdu
tionIn the mid-1980s, resear
h work began on integrating the inventory 
ontrol to vehi
lerouting in an e�ort to better manage an important segment of the supply 
hain. TheInventory Routing Problem (IRP) 
onsists in designing routes for deliveries or pi
k-upsthat integrate issues of inventory management at 
ustomer sites. Three de
isions have tobe made: (i) when to serve a 
ustomer; (ii) how mu
h to deliver (resp. pi
k-up) to (resp.from) a 
ustomer when it is served; and (iii) whi
h delivery (resp. pi
k-up) routes to use.Many variants are dis
ussed in the literature (see the 
lassi�
ation in Table 1 of Se
tion 2for a summary). Federgruen and Sim
hi-Levi [31℄ dis
uss the �rst studies on IRP, whilea re
ent survey is provided by Cordeau et al. [25℄.The appli
ation that motivates our study 
on
ern the design of routes for 
olle
ting asingle produ
t from 
ustomers who a

umulate it in their sto
k. Our aim is to provide ade
ision aid algorithm for ta
ti
al planning. One needs �rst to dimension the size of thevehi
le �eet needed to 
olle
t the produ
t. Then, among equal �eet size solutions, one
an 
onsider several side obje
tives. Our industrial partner raised issues that are moreimportant to him that the traditional minimization of travel distan
es (the latter is leftfor the operational planning model). One issue is to arrive at a solution where 
luster ofvisited points that are assigned to a vehi
le are gathered in a 
ompa
t geographi
al area.Hen
e, we attempt to minimize dispersion from a 
luster 
enter. Another issue 
on
ernsthe ease of the implementation of the planning. Hen
e, we impose a 
y
li
 planning of
onstrained periodi
ity over the time horizon. The ta
ti
al solution should serve as a tar-get in operational planning so as to make the latter less myopi
. Therefore, it is desirableto build robust solutions that resist to sto
hasti
 variation of the a

umulation rate atthe operational level. A standard pra
ti
e is to a

ount for su
h variations by reservingbu�er spa
e in the vehi
les and/or the 
ustomer sto
ks, and/or by overestimating the�lling rates.The model 
onsidered here was, to the best of our knowledge, not expli
itly 
onsid-ered in the literature, but many variants were. Most of the existing approa
hes tendto make restri
tive assumptions (su
h as assuming a �xed partition poli
y as explainedbelow) or to adopt a hierar
hi
al optimization s
heme where planning is de
ided beforerouting. Most approa
hes are heuristi
s with no warranty on the deviation to optimalityand are spe
i�
 to the problem variant. We develop a trun
ated bran
h-and-pri
e-and-
utalgorithm 
ombined with rounding and lo
al sear
h heuristi
s that yields both primal so-2



lutions and dual bounds and hen
e allows to bound the deviation to optimality. Periodi
plans are generated for vehi
les by solving a multiple 
hoi
e knapsa
k subproblem. Theissues related to the 
onstru
tion of the 
ustomer planning are dealt with in a masterprogram. We were 
onfronted with the issue of symmetry in time that naturally arises inbuilding a 
y
li
 s
hedule (
y
li
 permutations along the time axis de�nes alternative so-lutions). Central to our approa
h is a state-spa
e relaxation idea that allows to avoid thissymmetry. Our algorithm provides solutions with reasonable deviation to optimality forlarge s
ale problems (260 
ustomers, 60 time periods, 10 vehi
les) 
oming from industry.The paper is organized as follows. Se
tion 1 des
ribes our problem and spe
i�es ourassumptions. We then make a review of the existing literature (Se
tion 2). In Se
tion3, we outline our de
omposition approa
h. The Dantzig-Wolfe reformulation eliminatesthe symmetry in vehi
le indexing (vehi
les are identi
al) but not the symmetry in time.Hen
e, we model an average behavior by 
onsidering a single aggregate variable measuringhow many times a spe
i�
 route and asso
iated pi
k-up quantities is used over all possiblestarting dates. In Se
tion 4 we 
ompare this aggregate formulation to the dis
rete timeformulation. Se
tion 5 presents the spe
i�
 features of our 
olumn generation approa
hto solve the master LP. Cutting planes and partial bran
hing are used to improve thedual bounds as presented in Se
tion 6. Heuristi
s based on 
olumn generation give primalbounds. A short review of su
h methods is given in Se
tion 7. Our implementation ispresented in Se
tion 8. Finally, Se
tion 9 presents our results on an industrial test problemand 
ompares them with the 
urrent industrial pra
ti
e before 
on
luding the paper.1 The Ta
ti
al Planning ProblemA �eet of vehi
les is devoted to 
olle
ting a single produ
t from geographi
ally dispersedsites. Ea
h site has its own a

umulation rate and sto
k 
apa
ity. At the ta
ti
al planninglevel, �lling rates at 
olle
tion points are seen as deterministi
. Be
ause of te
hni
al 
on-straints, the sto
k must be fully emptied on ea
h pi
k-up, so the inventory managementrule is what is known as an �order-up-to-level� poli
y. Thus, the 
olle
ted quantities 
anbe normalized in number of periods that have passed sin
e the last visit. The 
ustomersto
k 
apa
ity implies a maximum interval between two visits. The sto
k management
osts redu
e to the transportation 
osts.The problem is to design a planning and asso
iated routes for 
olle
ting the produ
tfrom 
ustomers over a given time horizon. In fa
t, we 
onsider an in�nite time horizon3



but we sear
h for a periodi
 solution. We restri
t the solution spa
e by imposing thatroute periodi
ities are sele
ted from a restri
ted set P . This implies a bound, T , on thetime horizon beyond whi
h the solution is repeated. T is the least 
ommon multiple(LCM) of the periodi
ities in P . For our study, we take P = {1, 2, 3, 4, 5, 6}1 and, hen
e,
T = 60. For ea
h route, we must sele
t its periodi
ity p ∈ P and its �rst o

urren
e,i.e. its starting date, s ≤ p. Then, the solution is H periodi
 where H is the LCM ofthe periodi
ities used in the solution. T a
ts as the maximal length of the regeneration
y
le, i.e. H ≤ T . Hen
e, T 
an be seen as the �nite time horizon that results from therestri
tion on the periodi
ities. The planning requirements boil down to ensuring thatthe sto
ks produ
ed on ea
h period, t = 1 . . . , T , are pi
ked-up in some route.The exa
t routing of vehi
les is 
onsidered as an operational issue. In the ta
ti
alplanning model, we minimize �eet size and attempts �to regionalize� vehi
le routes. Inthe sequel, we abusively use of the term �route� to denote the planning restri
ted to aspe
i�
 vehi
le and a spe
i�
 period: a route is de�ned by the 
luster of visited 
ustomersites and the spe
i�
 quantities that are 
olle
ted on ea
h visited point (their sum 
annotex
eed the vehi
le 
apa
ity); a vehi
le 
an only 
over one route per period. The obje
tivesare to minimize the maximum number of routes used per period (i.e. the size of the vehi-
le �eet), and to a
hieve some form of regional 
lusterization. We de�ne below a 
luster
ost that estimates the regional 
ompa
ity of a 
luster. The obje
tive of our model is aweighted sum of the number of used vehi
les per period and the average 
luster 
ost perperiod.The input to our model are the periodi
ity set, P , the resulting time horizon bound,
T (periods are indexed by t = 1, . . . , T ), and a set of 
ustomers, N , where 0 stands forthe garage where routes start from and 1 is the depot where vehi
les are unloaded (let
N ′ = N\{0, 1} be its restri
tion to true 
ustomer sites). For ea
h 
ustomer, i ∈ N ′, weknow the maximum time lag between two visits, tmax

i , the normalized inventory �lling rateper period, ri, and the 
olle
t time, fi. Moreover, we know the distan
e matrix betweensites: {dij}(ij)∈N×N denotes the shortest distan
es between sites (in time unit). Finally,we have V identi
al vehi
les of 
apa
ity W (we assume V ≥ ⌈
P

i tmax
i ri

W
⌉).A 
luster of visited 
ustomer sites, S ⊂ N , has a 
ost de�ned as the sum of thedistan
es of the visited points to the 
luster 
enter. The latter is sele
ted as one of the1In our real-life data, the frequen
y of visits that is indu
ed by the maximum interval between twovisits falls naturally into set {1, 2, 3, 4, 5, 6} for 60% of the 
ustomers.4



visited points (it is the seed of the route). Thus, ea
h route is asso
iated to a star in thegraph of 
ustomer points2. To be more a

urate, the 
ost of a 
luster, S, that is builtaround a seed, k ∈ S, in
ludes a setup 
ost that is de�ned as length of a shortest pathfrom the garage to the depot passing by this seed, plus the seed 
olle
t time, i.e., the �xed
luster 
ost is ck = d0k + dk1 + fk, where d0k, dk1 are the travel times between the garage
0 or the depot 1 and the site k. Then, the 
onne
tion 
ost for 
ustomer i to the seed
k is the 
ost of the best insertion of site i in the path garage-seed-depot plus its 
olle
ttime, i.e., cik = dik + min{d0i − d0k, d1i − d1k} + fi

3. Minimizing this measure favor thegrouping of 
ustomers who are geographi
ally 
lose to ea
h other or who are on the pathgarage-seed-depot. The planning 
onstraints will indu
e the formation of 
lusters thatgroup 
ustomers sharing the same frequen
y of 
olle
t.A 
ompa
t formulation of the problem 
an be derived in terms of the following vari-ables: xiℓvps = 1 i� 
ustomer i ∈ N ′ is 
olle
ted a quantity equal to the a

umulation ofits sto
k over ℓ ≤ tmax
i periods by vehi
le v that performs a route of periodi
ity p ∈ Pand starts in s ≤ p; yvps indi
ates the use of vehi
le v for a route of periodi
ity p ∈ Pthat starts in s ≤ p; zikvps = 1 i� 
ustomer i ∈ N ′ is visited by a route of seed k ∈ N ′performed by vehi
le v that has periodi
ity p ∈ P and starts at date s ≤ p (note that

zkkvps = 1 i� the 
ustomer k is a seed); and V max is the maximum number of vehi
lesthat are used in a period. We make use of an indi
ator ve
tor, δps, that tells us whethera vehi
le is used by a plan indexed by (p, s) in a given period t (if yvps = 1, vehi
le v isused in periods t ∈ {s, s + p, s + 2 p, . . .}):
δ

ps
t =

{

1 if ∃m ∈ IN su
h that s + m ∗ p = t,

0 otherwise. (1)Similarly, we de�ne an indi
ator matrix, δℓps, saying whether the sto
k produ
ed by a
ustomer i ∈ N ′ in a given period t ∈ {1, . . . , T} is 
olle
ted by a plan indexed by (l, p, s)(if xiℓvps = 1, the produ
tion of 
ustomer i is 
olle
ted for periods t ∈ {s − ℓ + 1, . . . , s −
1, s, s − ℓ + 1 + p, . . . , s − 1 + p, s + p, . . .}):

δ
ℓlps
it =

{

1 if ∃m ∈ IN and τ ∈ {0, . . . , ℓ − 1} su
h that s + m ∗ p − τ = t,

0 otherwise. (2)2Christo�des and Eilon [23℄ have shown that the expe
ted route length Do is monotonously linked tothe sum of radial distan
es Dr between the 
ustomers and a given 
enter r : Do ≈ B
√

a
√

Dr, where Bis a 
onstant and a is the side of the square 
ontaining the 
ustomers. Thus, our radial 
ost 
an also beunderstood as an approximation of travel times.3This 
ost stru
ture was used by Fisher and Jaikumar [32℄ for their heuristi
 to solve the VRP.5



Thus, our 
ompa
t formulation is:
min V max + α

∑

v,p,s

1

p

∑

i,k

(ckzkkvps + ckizikvps) (3)
∑

ℓ,v,p,s

δ
ℓps
it xiℓvps = 1 ∀i ∈ N ′, t = 1, . . . , T (4)

∑

k∈N ′

zikvps =
∑

ℓ

xiℓvps ∀i ∈ N ′, v, p, s (5)
zikvps ≤ zkkvps ∀i ∈ N ′, k ∈ N ′, v, p, s (6)

∑

i∈N ′,ℓ

ℓ ri xiℓvps ≤ Wyvps ∀v, p, s (7)
∑

v,p,s

δ
ps
t yvps ≤ V max ∀t = 1, . . . , T (8)
xiℓvps ∈ {0, 1} ∀i, ℓ, v, p, s (9)
yvps ∈ {0, 1} ∀v, p, s (10)

zikvps ∈ {0, 1} ∀k, i, v, p, s (11)
V max ∈ IN (12)where 
onstraints (4) ensure that, for ea
h 
ustomer, the sto
k produ
ed in ea
h periodis 
olle
ted, 
onstraints (5) enfor
e the relation between variables x and z, 
onstraints(6) de�ne 
luster 
enters, 
onstraints (7) enfor
e the bound on the vehi
le 
apa
ity, and
onstraints (8) determine the �eet size. The obje
tive (3) minimizes the number of vehi
lesused and in
ludes the average 
luster 
ost per period weighted by a 
oe�
ient 0 ≤ α < 1whi
h balan
es both terms.2 Literature ReviewTo 
larify the position of our appli
ation in the diversity of variants of the InventoryRouting Problem (IRP), we present a 
lassi�
ation in Table 1. This review is fo
usedon deterministi
 approa
hes and deliberately omit other papers (as [40℄, f.i., where thesto
hasti
 IRP is formulated as a Markov de
ision pro
ess). We then provide a briefsummary of the solution approa
hes that have been used. In the 
lassi�
ation of Table1, we take 3 basi
 
riteria to 
hara
terize IRPs: the number of produ
ts, the length ofthe time horizon (we spe
ify T when the horizon involves multiple base periods), and thetype of demand. A more 
omprehensive 
lassi�
ation 
ould be designed that 
ombinesall the variants of the VRP with the variants of the inventory management problem for
ustomers. Moreover, some studies 
onsider a produ
tion management problem for sup-pliers in addition to the 
ustomer inventory 
ontrol and routing model.6



Regarding, the number of produ
ts, we note that in most of the problems en
ounteredin the literature, one transports a single produ
t type. When several produ
t types are
onsidered, one has two situations: either the produ
ts 
an be loaded in the same tru
k,or a tru
k has di�erent tanks and ea
h tank re
eived a single produ
t type (f.i., in theproblem of delivering fuel to gas stations [6, 41, 48℄). In the multiple produ
t 
ase, one 
anoften return to the the single produ
t situation: either one 
an aggregate produ
ts in asingle type with an average 
onsumption rate [34℄, or de
ouple the problem into indepen-dent produ
t problems [14, 53℄ (if produ
ts are loaded in di�erent tru
ks and 
ustomersare dupli
ated for ea
h produ
t), or 
onsider indistin
tive produ
ts [8℄ (if produ
ts areloaded in the same tru
ks and 
ustomers are dupli
ated for ea
h produ
t).In the 
lassi�
ation a

ording to the time horizon, we distinguish �nite versus in�nitehorizon. The horizon, T , is divided into base periods whi
h often stand for a day, but it
ould be a hour [1, 34℄ or a week as in our appli
ation. In some studies, one optimizes overa single period (T = 1) at the time and reiterates the pro
ess on ea
h period. This hierar-
hi
al optimization pro
edure, although sub-optimal, allows to adjust to operational data(re
eiving real data every morning as in [20℄ or from the latter routes as in [35℄). Whendealing with multiple periods (T > 1), a 
lassi
al approa
h is to use a rolling horizon: theplanning is optimized on T periods, but the operational routes are implemented only forthe �rst τ < T periods and the pro
ess reiterates from τ + 1 using updated data. (Thisis applied, f.i., in spe
ial 
ases as in [53℄, where ea
h 
ustomer needs a single visit during
T ).Global optimization approa
hes over the T periods 
an be distinguished into opera-tional models that assume an initial situation [2, 4, 10, 22, 30℄ or ta
ti
al planning modelsthat aim at providing a periodi
 solution [34℄. An in�nite horizon is only used at the ta
-ti
al level where one minimizes the average 
osts on the long term. In this 
ase, sear
hingfor an optimal solution 
an be very di�
ult and solution 
an be
ome qui
kly impra
ti-
able where the horizon of the regeneration 
y
le is huge 4. To over
ome this drawba
k,one often restri
ts the solution spa
e using replenishment strategies as for example:
(i) dire
t shipping: a tour delivers a single 
ustomer; or
(ii) zero inventory poli
y: a 
ustomer is replenished if and only if its inventory is down tozero (with this poli
y, however, the stru
ture of the solution spa
e remains too 
omplex4Consider a vehi
le with unlimited 
apa
ity and 12 
ustomers i = 1, . . . , 12, where 
ustomer i mustbe visited every i periods. If a route visits all 12 
ustomers in period 1, it will be re-used only in period
27720 = LCM({1, . . . , 12}). 7



• 1 produ
t :
∗ horizon with a single period:� deterministi
 demands: [20℄;� sto
hasti
 demands: [35℄ (liquid propane);
∗ rolling horizon:� on-line demands: [8℄ (T= 2 to 5 days while τ = 1 day, gases: oxygen, nitro-gen...);� deterministi
 demands: [26℄ (T=2 periods while τ =1 period), [53℄ (T= 5days while τ = 1 day, gas), [14, 15℄ (T= 30 days while τ = 2 days, gas);� sto
hasti
 demands: [38, 7℄ (T=10 days while τ = 5 days, liquid propane);
∗ horizon with multiple periods:� deterministi
 demands: [34℄ (T= 6 days, supermarket 
hain, periodi
 solu-tion), [4, 10, 21, 22℄ (T= 30 days, ship routing of ammonia);� sto
hasti
 demands: [30℄ (T= 5 days);
∗ in�nite horizon:� deterministi
 demands: [1, 3, 12, 19, 52℄;

• multiple produ
ts, loaded in same tank:
∗ in�nite horizon:� deterministi
 demands: [27℄ (frozen produ
ts);� sto
hasti
 demands: [45℄;

• multiple produ
ts, loaded in di�erent tanks:
∗ horizon with a single period:� deterministi
 demands: [6, 41, 48℄ (gas stations);
∗ horizon with multiple periods:� deterministi
 demands: [2℄ (liquid bulk produ
t by ship);Table 1: Classi�
ation of previous studies on the Inventory Routing Problemto permit a reasonable sear
h, hen
e the following restri
tion is more 
ommon);

(iii) the �xed partition poli
y [12℄: the set of 
ustomers is partitioned into disjoint setsand ea
h set is served separately, i.e., whenever a 
ustomer of the set is served, all the8




ustomers in that set must be served. Some extensions of the �xed partition poli
y areproposed in the literature. In [3℄, the demand of a 
ustomer 
an be split in several 
lus-ters. In [1℄, the route of a 
luster is split into several sub-tours between whi
h the vehi
lereturns to the depot for re-loading;
(iv) power of two poli
y [27℄: replenishment times are multiples of a power of two; and
(v) periodi
 review poli
y [45℄: a periodi
ity (restri
ted to be a integer multiple of a baseperiod) and a replenishment level is set for ea
h 
ustomer.When dealing with a short time horizon at the operational level as in [8℄, the data areregularly updated and the route 
onstru
tion takes into a

ount an heterogeneous �eet,time windows, ... Whereas, at the ta
ti
al level, the studies often simplify the problemby 
onsidering an unlimited number of vehi
les [3, 52℄, making restri
tive assumptionssu
h that the �xed partition poli
y [1, 3, 12, 34℄, or ignoring the storage 
apa
ity of the
ustomers [1, 12℄.Our third 
riteria for 
lassi�
ation is the 
onsumption rate (or the �lling rate). It 
anbe deterministi
 or sto
hasti
, stationary or time dependent (f.i., [34℄ assumes a deter-ministi
 time-varying demand). The sto
hasti
 
ase is the 
losest to reality: the risk thata 
ustomer falls in sto
k-out exists. At the operational level, when a 
ustomer is in asto
k-out situation, he must be replenished by an urgent delivery at a high 
ost. To takesu
h risk into a

ount, a probability of sto
k-out is de�ned. This probability permits toadd an error term to average rate [35℄, or to 
ompute the mean amount of demand in asto
k-out and the asso
iated penalties [45℄ (at the ta
ti
al level, one 
ould 
ompute thesequantities for all time intervals).Using a deterministi
 model is either motivated by the desire to simplify the problem,or by the assumption that variation in 
onsumption rate are small, or it results fromhaving taken into a

ount the sto
hasti
 
hara
ter by way of safety threshold: for ea
h
ustomer, i, a maximum interval between two visits is de�ned su
h that the probabilityto be in sto
k-out does not ex
eed a given probability pi [52℄; a safety sto
k is 
onsidered[27℄, or a bu�er spa
e 
an be reserved in tru
ks [34℄. Finally, another way to restri
t theproblem to a deterministi
 model is to 
onsider online demand. For instan
e, [8℄ de�neslower and upper limits on the amount of produ
t that must be delivered to ea
h 
ustomerin ea
h time period. Then, 
ustomers with a high level of variability, give a telephone
all to establish their exa
t inventory level. Sto
ks 
an also be monitored in real-timeusing sensors. In other appli
ations, users 
an manage risks with an intera
tive interfa
e9



to 
hange s
hedules. For these online problems, [8, 53℄ develop heuristi
s to re-optimizethe planning daily in response to 
ontingen
ies su
h as extra demand.Our 
lassi�
ation hides some elements 
hara
terizing the variants of the IRPs. Let usmention just a few that are related to our appli
ation. [10, 30, 52℄ assume that, on ea
hdelivery, the quantity delivered is su
h that the maximum level of inventory is rea
hed(this is 
alled the order-up-to-level poli
y). Then, the quantity delivered is de�ned bythe s
hedule and is not a de
ision variable, as in our model. Another 
onsideration iswhether a vehi
le is limited to exe
ute a single route per period, or whether it 
an 
over asequen
e of several 
onse
utive routes with a visit to the depot in between ea
h sub-tourbefore going ba
k to the garage (this is 
alled a multi-tour or a rotation) as in [1, 35℄.The obje
tive fun
tion varies also depending on the stand point. When the de
ision-maker is the transporter, he minimizes transportation 
ost. If 
ustomers are in the same
ompany as the transporter, inventory 
ost are minimized too. If the revenue dependson the quantity delivered, then the obje
tive is to maximize total pro�t [8, 20℄. Whenthe number of vehi
les is unlimited, the average vehi
le requirement 
an be minimized [52℄.In view of the problem variants reported above, we 
an summarize the literature bysaying that none of the previous study deals with the same model as ours under the sameassumptions. The 
losest study is probably the paper of Webb and Larson [52℄. Theydeal with a ta
ti
al planning problem where the sto
k management poli
y is an order-up-to-level poli
y assuming deterministi
 
onsumption rate. They show that the �xedpartition poli
y 
ombined with order-up-to-level poli
y is very restri
tive. They partitiontheir 
ustomers in subsets and de�ne for ea
h partition a set of routes that are repeatedperiodi
ally. Their heuristi
 uses the 
on
ept of Clarke Wright savings. In our 
ase, the
ustomers are not partitioned a priori and our approa
h is based on an exa
t method.It is also interesting to 
onsider the size of the data for problems that are dealt within the literature. For example, the number of 
ustomers is limited to 15 in the ammoniadistribution by ship in [22℄ and it goes up to 3000 in liquid propane distribution in [35℄.Let us also look at the number of 
ustomers that are visited by a single vehi
le (a measureof the di�
ulty of the vehi
le route generation subproblem): in [34℄, 2 supermarkets arereplenished by a vehi
le; in [6, 8℄, 4 
ustomers or gas stations are served; while in ourappli
ation, around 10 points are 
olle
ted. Note that a route 
an take a few hours [53℄or several days as in ship routing [22℄. 10



Let us 
on
lude this literature review with an overview of the solution approa
hes thathave been used to ta
kle these 
omplex problems. Most are heuristi
s with no warrantyon the deviation to optimality and are spe
i�
 to the problem variant. However someasymptoti
 analysis of delivery poli
ies are provided in [3, 12, 19℄. Exa
t approa
hes havebeen used to solve very small problems: [21, 22℄ use a Bran
h-and-Pri
e algorithm, [4℄ aBran
h-and-Cut algorithm. The existing heuristi
 approa
hes tend to adopt a hierar
hi
aloptimization s
heme where planning is de
ided before routing (f.i., see [15℄). In a �rststep, 
ustomers to be visited and/or replenishment volumes are de�ned for ea
h periodin trying to take into a

ount the impa
t on transportation 
osts (by generating a set ofpossible vehi
le routes a priori [8, 15℄, or by solving a TSP as in [35℄, or estimating a �xed
ost linked to routes as in [30℄). In the se
ond step, routes are developed for ea
h period(typi
ally by an insertion heuristi
 followed by an ex
hange heuristi
). These two steps
an be re-optimized iteratively by passing feedba
k information as done in [45℄. Withthe �xed partition poli
y, these two steps are �tted into ea
h other be
ause the 
hoi
eof 
lusters also de�nes the routes (one needs to solve a TSP for ea
h 
luster) and theplanning (one 
an solve a shortest path problem for ea
h 
luster as in [34℄, or solve aEOQ model as in [3, 12℄).Most methods somehow make use of a 
on
ept of de
omposition with 
lassi
al sub-problems su
h as a TSP, a VRP, a bin pa
king, a knapsa
k problem, or an EOQ model.The above two-step method amounts to de
omposing the problem with the inventorymanagement on the one hand and the routing problem on the other hand. An expli
itDantzig-Wolfe de
omposition is used by [53℄ (the master problem manages inventory andsubproblems manage the routes), and by [21, 22℄ (the problem is de
omposed into a shiproute subproblem for ea
h ship and a harbor inventory subproblem for ea
h harbor).[8, 20℄ base their heuristi
s on a Lagrangian relaxation whi
h de
omposes the probleminto knapsa
k subproblems.3 A Dantzig-Wolfe De
omposition approa
hIn the line of the previous literature, a de
omposition approa
h seems natural for theta
ti
al inventory routing planning problem. We apply the Dantzig-Wolfe reformulationprin
iple [51℄ to 
ompa
t formulation (3-8), dualizing the planning 
onstraints (4) andthe �eet size 
onstraints (8). The problem de
omposes into a master program taking 
areof the inventory planning issues on one hand and subproblems de�ning routing 
lusterson the other hand (a subproblem solution de�nes a route spe
ifying the visited 
ustomers11



with the quantities pi
ked-up at ea
h site expressed in number of periods worth, its peri-odi
ity and its starting date).On
e the periodi
ity, p, of a route is �xed, as well as its starting date, s, and its seed,
k, the problem of sele
ting the members of the 
luster and asso
iated pi
ked-up quantitiesredu
es to a variant of the multiple 
hoi
e knapsa
k problem (noted MCKP). Let xiℓ = 1i� 
ustomer i is in the 
luster and the quantity that is 
olle
ted is its produ
tion of ℓperiods. The asso
iated pro�t is piℓ. The MCKP takes the form:

max
∑

i,ℓ

piℓxiℓ (13)
∑

ℓ

xkℓ = 1 (14)
∑

ℓ

xiℓ ≤ 1 ∀ i 6= k (15)
∑

i,ℓ

ℓ ri xiℓ ≤ W (16)
xiℓ ∈ {0, 1} ∀ i, ℓ. (17)Constraint (14) determines the 
olle
ted quantity for seed k, 
onstraints (15) 
hoose atmost one 
olle
ted quantity for the other 
ustomers, and 
onstraint (16) is the knapsa
k
onstraint enfor
ing the bound on vehi
le load.Let {(cq, xq, pq, sq)}q∈Q be the enumerated set of periodi
 routes, q, that are de�nedas a solution, xq, to the above knapsa
k subproblem for a �xed triplet (k, p, s) alongwith its 
ost, cq, its periodi
ity, pq, and its starting date, sq. From the information givenby (xq, pq, sq), one 
an generate the indi
ator δq similarly to (1-2). Thus, the inventoryrouting problem 
an be reformulated as the master program:

Zd
IP = min V max + α

∑

q∈Q

cq

pq
λq (18)

∑

q

δ
q
itλq ≥ 1 ∀i ∈ N ′, t = 1, . . . , T (19)

∑

q

δ
q
t λq ≤ V max ∀t = 1, . . . , T (20)
λq ∈ {0, 1} ∀ q ∈ Q (21)

V max ∈ IN (22)where λq = 1 i� periodi
 route q is used, while V max is the maximum number of vehi
lesused in a period. Zd
LP denotes the asso
iated LP relaxation value. The variables, λq,12



and asso
iated 
olumns are generated dynami
ally in the 
ourse of the LP optimizationpro
edure using a 
olumn generation approa
h.The above formulation (18-22) avoids the symmetry in the vehi
le indexing v that waspresent in 
ompa
t formulation (3-8), but it still su�ers from a symmetry in t: equivalentsolutions 
an be de�ned that di�er only by a permutation in the 
hoi
e of starting dates.In sear
h for integer solutions, one might enumerate these equivalent solutions. Moreover,the instability in dual variables π and σ asso
iated respe
tively to 
onstraints (19) and(20) for every period t is harmful for the 
onvergen
e of the 
olumn generation pro
edureused to 
ompute dual bounds. To avoid these drawba
ks, we aggregate periods and modelan average behavior. Te
hni
ally speaking, we implement a state-spa
e relaxation in thespa
e of the 
olumns: aggregating all 
olumns that di�er only by their starting dates, sq,we proje
t our 
olumn spa
e as follows:
{(cq, xq, pq, sq)}q∈Q → {(cr, xr, pr)}r∈R.To ea
h 
olumn, r ∈ R, is asso
iated a set, Q(r), of 
olumns, q ∈ Q, su
h that r is theproje
tion of q:

Q(r) = {q ∈ Q : cq = cr, xq = xr, pq = pr, sq ∈ {1, . . . , pr}} .While the former formulation is referred to as the dis
rete time master problem, thereformulation obtained after performing this mapping is 
alled the aggregate master. Ittakes the form:
Za

IP = min V aver + α
∑

r∈R

cr

pr
λr (23)

∑

r∈R,l

ℓ

pr
xr

iℓ λr ≥ 1 ∀ i ∈ N ′ (24)
∑

r∈R

1

pr
λr ≤ V aver (25)
λr ∈ IN ∀ r ∈ R (26)

V aver ∈ IN, (27)where λr is the total number of times that a vehi
le uses periodi
 route r (λr =
∑

q∈Q(r) λq),and V aver is the average number of vehi
les used per period (V aver ≤ V max). Con-straints (19) are repla
ed by (24): ea
h route 
overs a fra
tion of the aggregate demand.13



Constraints (20) are repla
ed by (25): ea
h route uses a fra
tion of a vehi
le (the same fra
-tion in ea
h period, in this average model). The dual values, πi, asso
iated to 
onstraints(24) represent now the average 
olle
t 
ost for 
ustomer i. Za
LP denotes the asso
iated LPrelaxation value. In a 
olumn generation solution approa
h of the master LP, the pri
ing
ore subproblem takes the form (13-17) as for the dis
rete master formulation, but onedoes not have to enumerate on ea
h possible starting date anymore, as dual reward aretime independent.4 Comparing dis
rete and aggregate master programWe show that dis
rete and aggregate master program have the same optimal LP solu-tion, but the solution of the aggregate master by 
olumn generation is mu
h faster (seeTable 2). Hen
e, we use the aggregate master to 
ompute dual bounds. However, froman integer solution point of view, both formulations are not equivalent: the aggregateformulation is a relaxation of the problem. Hen
e, the dis
rete time formulation remainsuseful for 
omputing primal bounds through heuristi
s.Let us �rst illustrate the mapping between dis
rete and aggregate master solutions ona simple example. Consider a problem with two 
ustomers and a solution involving twoaggregate routes. Route A 
olle
ts the produ
tion of 2 periods from 
ustomer 1 every 2periods. Route B 
olle
ts the produ
tion of 3 periods from 
ustomer 2 every 3 periods.In short notation, we have

• route A: 0 − 1(2) − 0 with pA = 2,
• route B: 0 − 2(3) − 0 with pB = 3,where the digit in the parentheses is the 
olle
ted quantity. The LP solutions of bothformulations 
an be represented in the form of the following table:

λr in the aggregate form. λq in the dis
rete form. t1 t2 t3 t4 t5 t6
λA = 1

λA1 = 1
2

sA1 = 1 X X X

λA2 = 1
2

sA2 = 2 X X X

λB = 1

λB1 = 1
3

sB1 = 1 X X X X

λB2 = 1
3

sB2 = 2 X X X X

λB2 = 1
3

sB3 = 3 X X X XFor the aggregate formulation, ea
h route is taken on
e. In the dis
rete formulation, pdis
rete time 
olumns are asso
iated to ea
h aggregate route, one for ea
h starting date.14



The value λq of ea
h 
olumn is 1
pq . In the right part of the table, we indi
ate, alongwith the 
olumn value, the periods where the vehi
le is used by a sign and we markby a Xsign the period for whi
h the asso
iated 
ustomer demand is 
olle
ted by the route.With the intuition of this example, it is 
lear that every aggregate LP solution, {λ̂r}r,of (23-27) 
an be translated into a dis
rete time solution, {λ̂q}q, to (18-22): the mapping,

λ̂q =
1

pr
λ̂r ∀r, q ∈ Q(r) , (28)de�nes a solution su
h that V̂ max = V̂ aver and Ẑd

LP = Ẑa
LP . Note that an alter-native dis
rete solution (λ, V max) other that the above symmetri
 mapping (where

V̂ max = V̂ aver) 
ould yield V max > V̂ aver, and therefore an in
rease 
ost value. Hen
e,restri
ting the dis
rete LP-solution spa
e to time symmetri
 solution is not suboptimal.The reverse mapping is trivial. Simply set
λ̂r =

∑

q∈Q(r)

λ̂q ∀r . (29)Then, V̂ aver ≤ V̂ max and therefore Ẑa
LP ≤ Ẑd

LP . From the above mappings, we 
an
on
lude that if the dis
rete master solution is LP optimal for (18-22), then we must have
V̂ aver = V̂ max (otherwise, use transformation (29) followed by (28) to redu
e V̂ max).Thus, we have shown thatProposition 4.1 The LP optimal solution of the dis
rete master (18-22) 
an be trans-formed in an LP optimal solution of the aggregate master (23-27) with the same 
ost
Zd∗

LP = Za∗
LP and vi
e versa.To evaluate the 
omparative advantage of the aggregate master over solving the dis-
rete master LP by 
olumn generation, we have 
arried-on 
omparative tests on realand randomly generated instan
es. In Table 2, instan
es named �IND8� and �IND27�are extra
tion from real-life industrial data with respe
tively 8 and 27 
ustomers (resultsare averages on multiple su
h extra
tions). Instan
es named �RAND100� are random in-stan
es with 100 
ustomers imitating the real problem for the order of magnitude of �llingrates ri's and maximal time interval between visits tmax

i 's. The 
ustomer 
oordinates aregenerated a

ording to 3 s
hemes: urban, rural or mixed. A

ording to a s
heme, a regionis 
ut up into squares with spe
i�ed probability that a 
ustomer falls in these squares.On
e the square area to whi
h a 
ustomer belong has been randomly generated, its 
o-ordinates within the square are generated a

ording to an uniform distribution. Travel15



times are then assumed to be proportional to Eu
lidean distan
es. (We make these ran-dom instan
es available on our web site [37℄.) Table 2 reports the number of generated
olumns, �Col�, and the overall time spent in 
omputing the LP optimal solution, �Time�.All 
omputational times are on a PC bi-pro. Xeon 3GHz, 2Go. A limit of 1 hour is set.Missing inputs 
orrespond to the 
ase where this time limit is rea
hed. On the RAND100,using the dis
rete formulation in
rease the 
omputing time by a fa
tor of at least 15.dis
rete form. aggregate form.instan
es Col Time Col TimeIND8 (average over 5 inst.) 71 1s75t 20 25tIND27 (average over 10 inst.) - >1h 123 5sRAND100 (average over 6 inst.) - >1h 701 3m52sTable 2: Numeri
al 
omparison of LP solution 
omputing e�ortLet us now show that both formulations are not equivalent from an integer solutionpoint of view. Some aggregate integer solutions do not have their feasible 
ounterpart inthe dis
rete formulation as illustrated by the following examples. Let us �rst return onthe previous example where one had an integer solution to the aggregate master using
V aver = 1 ≥ 1

2
+ 1

3
vehi
les. One 
an observe that no matter how one 
hooses the startingdates, there is always one period where both routes require a vehi
le; thus, there is nofeasible integer solution to the dis
rete problem using only 1 vehi
le. Consider for anotherillustration a problem where 
ustomer 1 that has tmax

1 = 3 is visited by 2 routes:
• route A: 0 − · · · − 1(3) − · · · − 0 with pA = 6, and
• route B: 0 − · · · − 1(2) − · · · − 0 with pB = 4.The routes are presented in the following table from the point of view of 
ustomer 1 for�xed starting dates (sA = 5 and sB = 2 respe
tively) � we make use of the same notationas above: t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12route A δA

1t X X X Xroute B δB
1t X X XAssume the aggregate solution has λA = λB = 1. Although these starting dates avoid
on�i
ts for vehi
le use, the produ
tion of 
ustomer 1 is not properly 
olle
ted. In fa
t,there is no integer dis
rete planning using these 2 routes as any sele
tion of starting dateswould leave some demands unsatis�ed while over-
overing others. In 
on
lusion, even16



though the aggregate integer solution 
an sometimes be translated into a feasible solu-tion for the dis
rete formulation, this 
annot be guaranteed as the aggregate formulationde�nes a relaxation of the problem. Hen
e, we work with the dis
rete time formulationwhen it 
omes to 
onstru
ting primal integer solutions.5 Solving the Aggregate Master LPWe brie�y present the 
olumn generation pro
edure that we use to solve the aggregatemaster LP detailing only the appli
ation spe
i�
 features. We initialize the master formu-lation with arti�
ial 
olumns asso
iated to 
onstraints (24): arti�
ial 
olumn i is de�nedby the unit ve
tor ei (the ith 
olumn of identity matrix) for i = 1, . . . , |N ′|. Its 
ostde�nes an initial upper bound on the dual value πi (see [50℄). We run a dual heuristi
 toobtain meaningful upper bounds on dual variable values, πi. These bounds are then useas initial 
ost for the arti�
ial 
olumns. ([13℄ shows the impa
t on the 
onvergen
e of the
olumn generation pro
edure of an intelligent initialization that redu
es the heading-ine�e
t as it 
alled in [50℄.) In solving the master LP, we perform a 
ombined phase 1 andphase 2: if arti�
ial variables remain in the LP optimal solution, their 
ost is multipliedby 1.8 and the 
olumn generation starts again. However, if we fail to eliminate arti�
ial
olumns from the master solution after several 
ost in
reases, we perform a pure phase 1,keeping only the arti�
ial 
olumns in the obje
tive fun
tion.The dual heuristi
 goes as follows. In an �ideal� solution, ea
h 
ustomer i is 
olle
tedat its optimal frequen
y peri = max{p ∈ P, p ≤ tmax
i }; a vehi
le uses its full 
apa
ityand 
olle
ts on average n = ⌈ W

(
P

i ri tmax
i )/|N ′|

⌉ 
ustomers that are 
lose neighbors. Morerealisti
ally, we assume for our dual heuristi
 that a 
luster 
ontains 
ustomers who aremore spa
ed out geographi
ally: we assume that a 
ustomer i 
an be 
onne
ted to oneof the 2 n nearest neighbors. Thus, we estimate the 
ontribution of 
ustomer i to theinter-
ustomer travel 
ost to be P

j∈Ni
dij

2 n
where Ni is the set of the 2 n 
losest neighborsto 
ustomer i. To this 
ost, we must add the �xed 
olle
t 
ost, fi, and an estimate ofthe garage-depot return trip: 
ustomer i 
ontribution to the latter is estimated by d0i+d1i

n
.Considering that, at LP optimality, ∑

i π
∗
i = V aver∗ + α

∑

r
cr

pr λ
∗
r, the average 
olle
t
ost per period, πi, should also in
lude a �xed 
ost for vehi
le use. The latter is derivedby estimating V aver∗: if we assume that 
lusters are ideally made of 
ustomers sharingthe same frequen
y, p ∈ P , and that vehi
les are devoted to one frequen
y group, we
an derive that they would be m(p)

n

lusters of periodi
ity p, where m(p) is the numberof 
ustomers i with peri = p. Then, m(p)

p n
vehi
les would be required to 
over 
ustomers17



of ideal frequen
y equal to p. Thus, on average, the �xed vehi
le 
ost attributed to a
ustomer 
an be estimated by P

p(m(p)
p n

)

|N ′|
. In summary, our estimator of the 
ontribution of
ustomer i to the total 
ost is

∑

p(
m(p)
p n

)

|N ′| + α
fi + d0i+di1

n
+

P

j∈Ni
dij

2 n

peri
. (30)As these πi estimates are optimisti
, we use as initial values for the πi upper bounds, thevalue given by (30) multiplied by a fa
tor 1.2.On
e the master is initialized with the above arti�
ial 
olumns, a standard 
olumngeneration pro
edure follows. In sear
h for the smallest redu
ed 
ost 
olumns, we feedthe dual information π and σ to the pri
ing problem solver. The latter iterates on ea
hperiodi
ity p and possible seed k, solving the asso
iated 
ore multiple 
hoi
e knapsa
kproblem (13-17) having set piℓ = ℓπi − αcki for ea
h ℓ ≤ min{tmax

i , p}. The ora
lefor the multiple 
hoi
e knapsa
k is the dynami
 program of Pisinger [44℄. The asso-
iated solution value is denoted ζpk(π). The redu
ed 
ost of the optimal 
olumn r∗ is
c(π, σ) = minp∈P,k∈N ′

1
p
(σ + αck − ζpk(π)).Some prepro
essing is performed to speed up the pro
ess. If πk ≤ 0, then site k 
annotbe a seed in an optimal solution. For a �xed i and k, xiℓ 
an be set to zero if ℓπi ≤ αcki.For a �xed k and p, a 
ut o� value on ζpk(π) is de�ned from the best redu
ed 
ost valueen
ountered on previous pairs (k, p), denoted cbest: we want 1

p
(σ +αck −ζpk(π)) ≤ cbest,thus σ + αck − p cbest de�nes an lower bound on ζpk(π) (in parti
ular, if the knapsa
kproblem LP relaxation does not satisfy this bound the problem 
an be 
uto�). In pra
-ti
e, the enumeration of the multiple 
hoi
e knapsa
k subproblems stops as soon as a
olumn with negative redu
ed 
ost is found (if none su
h 
olumn is found, the optimalityis proved). In our numeri
al tests, we noted that stopping the enumeration of the pri
ingproblem as soon as a 
olumn with negative redu
ed 
ost is found (instead of sear
hing thebest 
olumn at ea
h iteration) divides the time by a fa
tor 3.4. Hen
e, we always use thisstrategy. To in
rease the 
han
es to qui
kly generate good 
olumns, we enumerate peri-odi
ities p from the largest down to the smallest (in the LP solution, 
olumns with largerperiodi
ities are more likely to be used). The seeds, k, are sorted by de
reasing ratio ofestimated pro�t (= πk ∗min{p, tmax

k }) over estimated 
luster 
ost (= d0k+d1k+
P

i∈Nk
cik

2 n+2
). Apost-optimization improves the returned 
olumn: the seed sele
tion is re-optimized andthe smallest periodi
ity p = maxi{ℓ : xiℓ = 1} is 
omputed (it 
an be shown that themaster LP solution 
an be restri
ted to 
olumns having minimal periodi
ity).18



6 Adding Cuts and Performing Partial Bran
hingAggregate master LP dual bounds 
an be slightly improved using a 
utting plane pro
e-dure. We derive 
uts from 
onstraints (24) using a rounding pro
edure. To illustrate thesort of fra
tional solution that we aim to 
ut o�, 
onsider the following example. Assumea 
ustomer i, with tmax
i = 5, is visited by a single route of periodi
ity 6 whi
h 
overs 5

6of its demand. To 
over the average demand, this route is taken 1.2 times in the LPsolution. An integer solution should use su
h route at least twi
e or it should 
over theresidual demand with another route. A valid inequality to 
ut this solution is:
∑

r,ℓ: ℓ=pr

xr
iℓ λr +

1

2

∑

r,ℓ: ℓ 6=pr

xr
iℓ λr ≥ 1,saying that, to 
over any two 
onse
utive periods, one needs either one route whi
h 
oversall demand or two routes. Su
h 
uts 
an be generalized into

∑

r,ℓ: hℓmod p = 0

ℓ

p
xr

iℓ λr +
∑

r,ℓ: hℓmod p 6= 0

(⌈hℓ

p
⌉ − hℓ

p
) xr

iℓ λr ≥ 1 ∀i ∈ N ′, h ∈ IN . (31)These inequalities 
an be proved valid: they are obtained from (24) using a super-additivefun
tion (following Proposition 4.1, page 229, in [42℄) and the equality ∑

r h ℓ
p
xr

iℓλr = hthat derives from (24) in its equality form. The super-additive fun
tion takes the form:
Fγ; IR → IR; Fγ(d) = ⌊d⌋ +

(d − ⌊−d⌋ − γ)+

1 − γwith parameter γ 
hosen su
h that 0 ≤ γ = 1 − ǫ < 1 and (.)+ := max{0, .} (the super-additivity is proved in Proposition 4.7, page 233, in [42℄). Note that when tmax
i = 1, (31)are dominated by (24) sin
e, when h mod p 6= 0, ⌈h

p
⌉− h

p
≥ 1

p
. Similarly, when h = T , (24)dominates (31), and when h = T −1, (24) is equivalent to (31). Moreover, 
onstraints (31)are T−periodi
 in h. Thus, we 
onsider 
uts (31) for integer h ranging from 1 to T − 2.As their number is polynomial, separation 
an be 
ompleted by enumeration. One 
anstop as soon as a violated 
ut is found. To have a better 
han
e to �nd violated 
ut earlyin the pro
ess, the enumeration is made a

ording to some observations. In pra
ti
e, theinequalities with small values of h are more likely to be violated, just as the ones 
on
ern-ing 
ustomers i with a large tmax

i but that is not equal to Pmax. After adding a 
ut, wereturn to the 
olumn generation pro
edure. The stru
ture of the pri
ing problem does not
hange, as only the pro�ts piℓ are a�e
ted. In order to keep the feasibility of the masterafter adding 
uts, a global arti�
ial variable is used. Its 
ost is an estimation of solution
ost (we set it equal to the sum over 
ustomer i of estimators (30)). The 
ontribution of19



these 
uts to dual bound improvement is limited as shown in our numeri
al experimentsbelow.To further improve dual bounds, we perform a partial enumeration s
heme: we bran
honly on variable V aver. Given the stru
ture of our obje
tive that fo
uses on vehi
les use,this bran
hing has an important impa
t on the bound. Assume V aver = β 6∈ IN in theroot node aggregate master LP solution, we de�ne two bran
hes(Node 1) V aver ≤ ⌊β⌋ or V aver ≥ ⌈β⌉ (Node 2) . (32)In node 1, the bran
hing 
onstraint is very restri
ting: this bran
h 
an often be provedinfeasible. In node 2, V aver is typi
ally integer as a result of the bran
hing 
onstraintand the 
ost 
an sometime in
rease signi�
antly.To evaluate the impa
t of 
uts and partial bran
hing on the dual bound, we have made
omparative tests on the real and randomly generated instan
es of similar to those of Se
-tion 4. We have 5 instan
es extra
ted from real-life data with 60 
ustomers on average,this group is named �IND60�, and 2 bigger instan
es with 172 and 157 
ustomers, named�IND172� and �IND157�. Moreover, we use the 10 random instan
es with 100 
ustomernamed �RAND100� that are the same instan
es as those generated for Se
tion 4.On this test bed, the dual bound improvements observed by adding 
ut are small (lessthan 2%). However, 
uts 
hange the stru
ture of the LP solution: in the LP solutionbefore adding 
uts, the 
lusters are all 6-periodi
, whereas 
lusters have periodi
ity of 1up to 6 in the LP solution after adding 
uts. In the dynami
 
ut generation pro
edure,on average only 7.63% of the valid inequalities (31) are added to the formulation. Onthe other hand, the improvements obtained through partial bran
hing 
an get bigger (de-pending on the instan
e and, more spe
i�
ally, on the fra
tional part of V aver), it rangesfrom less than 1% up to more than 15%. To evaluate these bound improvements, we
ompute the gap to a primal solution (obtained as explained in Se
tion 8). In Table 3, wepresent the gap obtained at the root of the bran
h-and-pri
e tree, �gap-root�, the gap tothe bound obtained after adding 
ut, �gap-
ut�, and the gap to the bound obtained afterpartial bran
hing, �gap-br�, as well as 
ombining the latter two, � gap-br-
ut� (we 
allon the 
utting plane pro
edure only at node 2 after rounding up V aver). The root nodedual bound is improved by 12.42% when using both 
uts and partial bran
hing (whi
hamounts to a 58.5 % improvement in the gap on average).20



Name gap-root gap-
ut gap-br gap-br-
utav RAND100 22.81 21.31 10.37 9.24av IND60 26.38 25.51 12.51 11.83IND172 16.46 15.59 8.65 7.89IND157 15.40 14.39 5.83 5.11av 17 inst 23.05 21.80 10.63 9.67Table 3: Dual bound improvements obtained from 
utting planes and partial bran
hingWe also attempt to evaluate the 
omputational burden of adding 
uts by 
omparing
omputational times. The bulk of the time (around three quarter of the time) is spentin the re-optimization of the master by 
olumn generation after ea
h round of additional
uts. However, we observed on our test bed that the average time spent in the 
uttingplane pro
edure (in
luding re-optimization of the master) is divided by 3 when we returnthe �rst violated 
ut found instead of the more violated 
ut (keep in mind our spe
i�
order in whi
h we test 
ut violation). Furthermore, when we add 10 
uts during the sameiteration (instead of one at the time), we divide again the time spent in the 
utting planepro
edure by 1.35. This time is further divided by 1.18 if we solve the pri
ing problemexa
tly only every 20 iterations.When bran
hing on V aver, proving the infeasibility of Node 1 
an be very time 
on-suming too. To 
ontrol this, we limit the number of arti�
ial variable 
ost in
reases to 3,after whi
h we perform a pure phase 1. In the Table 4, we show how the 
omputing time isshared between the di�erent 
omponent of our dual bound 
omputation. The overall timespent in 
omputing our best dual bound (using 
uts and partial bran
hing) varies from 10minutes for the smallest instan
es up to more than 2 hours for the largest. The 
olumns ofTable 4 indi
ate the average per
entage of that time spent in the pri
ing problem, "PP",in solving the restri
ted master, "RM", in the 
utting plane generation pro
edure (whi
hin
ludes separation and re-optimization), "CP" , in the separation pro
edure alone, �Sep�,and in the di�erent nodes: the root of the bran
h-and-pri
e tree, "N0", the bran
h where
V aver is rounded down, "N1", and the bran
h where V aver is rounded up, "N2".PP RM CP Sep N0 N1 N210.84 8.14 73.49 4.14 5.87 16.17 77.91Table 4: Average time partition (in %)
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7 A short review of heuristi
s based on 
olumn gener-ationSeveral 
lassi
al heuristi
s 
an be adapted to the 
ontext of a 
olumn generation approa
hto obtain primal bounds. Let us brie�y review previous work where greedy, lo
al sear
h,rounding or other LP based heuristi
s have been used in a de
omposition approa
h.Solving the Restri
ted Master Integer Program (RMIP): A natural way toobtain an integer solution is to solve the master restri
ted to the set of generated 
olumnsas an integer program (by Bran
h-and-Bound). One 
an set a limit on the time andnumber of nodes allowed by the solver. Then, a depth-�rst-sear
h might be the beststrategy. Implementations of this approa
h vary mainly by the de�nition of the restri
ted
olumn set Q: Q 
an 
ontain some or all the 
olumns generated during the LP optimiza-tion pro
edure [18, 17, 16℄ or 
olumns generated during other heuristi
 algorithms [47, 46℄.Implementing a Greedy Heuristi
 (GH): A greedy heuristi
 for the set 
overingtype formulation de�ned by the master program 
onsists in iteratively adding a greedysele
ted 
olumn in the partial solution until feasibility is rea
hed. Implementation vari-ants 
on
ern the 
riteria for sele
ting the 
olumn to add to the partial solution. It 
an bebased on the 
olumn 
osts, the ratio of their 
osts to their 
ontribution to the set 
overing
onstraints, or their redu
ed 
ost. The latter 
an be 
omputed exa
tly or approximately;using dual pri
e estimates obtained from a dual heuristi
 or LP optimal dual pri
es. One
an restri
t its attention to 
olumns that are �proper� (see [51℄) for the residual problem.In [43℄, the 
olumn sele
tion 
riterion is the redu
ed 
ost 
omputed with LP optimal dualvalues, while in [9℄ dual pri
es are updated after �xing a 
olumn. In [16, 24℄ 
olumns aresele
ted based on �pseudo-
osts�.Rounding Heuristi
 based on the LP master solution (RH):A rounding heuris-ti
 is a heuristi
 sear
h plunging depth into the bran
h-and-pri
e tree: ea
h bran
h 
onsistsin sele
ting a master 
olumn with fra
tional value and rounding it up; at ea
h node, theresidual master program is re-optimized. Generating new 
olumns in the pro
ess of opti-mizing the linear relaxation of the residual problem is an important feature for the su

essof the approa
h as it allows to 
onstru
t feasible solutions (while the RMIP approa
h of-ten fails to obtain feasible primal solutions). It is indeed to be noti
ed that the solutionspa
e of the residual problem 
an be quite di�erent from that of the original problemand hen
e 
olumns that were generated at the root might qui
kly be
ome obsolete. The22



greedy heuristi
 approa
h 
an be seen as a spe
ial 
ase where only one 
olumn is generatedin the re-optimization. Observe that rounding a fra
tional 
olumn downwards is not anoption be
ause the pri
ing problem should then be amended to avoid regenerating thisspe
i�
 
olumn. However, a variant 
an be to round variables of the original formulationinstead of that of the Dantzig-Wolfe reformulation ([28, 36℄ bran
h on variables of thepri
ing problem).The literature reports on several other variants of the RH approa
h. The root nodemaster LP 
an be solved at optimality or not (as in [33℄). The re-optimization afterbran
hing 
an also be trun
ated (see [11, 49℄). The sele
tion of the 
olumn(s) to berounded is 
ru
ial: it 
an be 
hosen a

ording to LP value [33, 49℄, or using a greedys
ore that 
an 
ombined LP information with greedy arguments [11℄. One 
an �x one
olumn at a time [43, 49℄ or several [9, 33, 36, 39℄. The RH 
an be 
ombined with the twoabove approa
hes: the RH 
an be stopped early and a RMIP approa
h or a greedy heuris-ti
 
an be applied to the residual problem (as in [9, 39℄). Partial ba
ktra
king 
an allowto diversify the sear
h de�ned by the deterministi
 plunge into the bran
h-and-pri
e tree([49℄ explores di�erent bran
hes hanging from the root; [9, 28, 33, 39℄ 
hange the valueof some variables and re-apply the RH), or, if some randomness is used for sele
ting therounded variables, several passes of the RH pro
edure might be applied. Finally, the RHheuristi
 
an be applied before rea
hing LP optimality [28℄ or between ea
h 
ut generationphase [9℄, or from di�erent bran
h-and-pri
e tree nodes.Lo
al Sear
h Heuristi
s (LS): In the 
ontext of a 
olumn generation approa
h,lo
al sear
h 
onsists in exploring the neighborhood of the 
urrent master solution, λ̂,in sear
h for a better solution and to repeat this pro
edure. To the 
urrent solution,
λ̂, one asso
iates a set of 
olumns, Q(λ̂), that is typi
ally de�ned as the support of λ̂plus some extra �good� 
olumns. A neighbor solution is de�ned by modifying 
olumnset Q(λ̂) (by removing and adding 
olumns) and extra
ting a new solution from thenewly de�ned restri
ted master. Meta-heuristi
s 
an then be implemented from this LSparadigm (f.i., [24℄ proposes a simulated annealing approa
h to a 
utting sto
k problemwhere the solution extra
ted from a 
olumn set Q is de�ned by solving heuristi
ally therestri
ted master integer program and a neighbor solution is obtained by removing andadding 
olumns to Q; a similar approa
h is used in [5℄). Column subset 
an be extra
tedfrom a pool, or new 
olumns might be generated in the pro
ess of building a solutionfrom a given 
olumn subset. Other referen
es to LS in a 
olumn generation 
ontext havea di�erent aim: [18℄ develops 
ollaborative approa
hes between 
olumn generation and23



LS where a lo
al sear
h heuristi
 is made less myopi
 using LP information derived from a
olumn generation solution pro
edure; [29℄ uses 
olumn generation to optimize the 
hoi
eof a neighbor in a large neighborhood.8 Primal solutions to the ta
ti
al planning problemWe now outline how the above methods, denoted RMIP, GH, RH, and LS, 
an be imple-mented for our appli
ation and we 
omment on the performan
e of our implementation.In all 
ases, the primal solutions are de�ned for the dis
rete master formulation. However,any LP information (primal or dual) required by the heuristi
s is obtained by solving theaggregate master program. When a partial solution is re
orded or updated, master andpri
ing problems must be updated too. In the dis
rete master, the right-hand-side of
ustomer demand 
overing 
onstraints is set to zero for pairs (i, t) already 
olle
ted in thepartial solution and a �xed number of vehi
les is re
orded as already used in the vehi
leupper bound 
onstraints for some periods. In the aggregate master, the fra
tions of de-mand remaining to be 
overed are adjusted, while the average vehi
le use is updated. Wepass on to the pri
ing problem, restri
tions that are spe
i�
 to some starting dates (newroutes must not 
over demands that are already 
overed, or 
annot use a vehi
le in peri-ods where no more vehi
les are available). Hen
e, even when dealing with the aggregatemaster, one must iterate on di�erent 
ore pri
ing sub-problems for ea
h starting dates.To implement the RMIP heuristi
 approa
h, we de�ne the restri
ted set of 
olumnsas all the 
olumns generated during the LP solution of the aggregate master whi
h wedupli
ate for ea
h feasible starting dates. We formulate the restri
ted dis
rete masterprogram using the dis
rete variables: λrs = 1 if the aggregate 
olumn r is taken with thestarting date s. Our 
omputational experiments show that solving the restri
ted dis
retemaster program to integer optimality is quite 
omputationally intensive. Indeed, for in-stan
es with 100 
ustomers, we have found no solution after 2 hours of 
omputing time.This is partially due to the inherent symmetry in the dis
rete master program. Hen
e,we abandon our hope to generate primal solutions in this way.In our implementation of the GH approa
h, we generate an aggregate 
olumn 
om-patible with the partial solution to the dis
rete master by solving the pri
ing problemat optimality. This 
olumn is �xed to value one and a starting date is randomly 
hosenamong the feasible possibilities. We 
all this heuristi
 twi
e: on
e at the outset of thealgorithm, using our dual heuristi
 to obtain dual pri
e estimates (30); and a se
ond time,24



at the end of the LP optimization of the aggregate master, using the LP optimum dualpri
es. Computational tests on the instan
es of Se
tion 6 are reported in Table 5. The
olumns gives the instan
e 
lass name, the gaps to the best dual bounds of Se
tion 6, thetotal time, and the per
entage of this time spent in the greedy heuristi
. GH is quite fastbut the optimality gap are important. Indeed, we observed that extra 
olumns must typ-i
ally be sele
ted to 
omplete the last holes in the planning and this indu
es an in
reasein the number of vehi
les that are used.Name gap Total time % of time spent in GHav RAND100 55.23 1m32s 8av IND60 36.50 33s 8IND172 64.28 8m45s 8IND157 40.04 3m30s 12av 17 inst 49.36Table 5: Results for the Greedy Heuristi
The implementation of the RH is more 
omplex. We 
ompared several implementa-tions varying on the 
riteria for sele
ting a 
olumn from the aggregate master LP solution.We also tested di�erent ways of �xing the starting date of the sele
ted 
olumns. We variedthe e�ort put in re-optimizing the aggregate master LP asso
iated to the residual problem.We tested diversi�
ation strategies through partial ba
ktra
king. And, we tried 
allingthe RH at di�erent stages. Observe that, in the pro
ess of the RH, one might en
ounteran integer solution to the aggregate master (this often happens after �xing a large part ofthe variables). Then, it remains to see whether there exists an asso
iated integer solutionto the dis
rete master residual problem. To this end, we solve to IP optimality the laterdis
rete master restri
ted to the 
urrent pool of 
olumns. The fa
t that a partial solutionshas already been �xed not only redu
es the size of the residual problem but also breaksthe symmetry. Hen
e, these restri
ted dis
rete masters 
an be solved qui
kly in pra
ti
e(
ontrary to our experien
e with the RMIP approa
h).In Table 6, we 
ompare several variants of the RH on the test problems of Se
tion6. The variant named �Basi
� 
onsists in 
alling RH on the LP optimal solution to theaggregate master at the root node. The number of iterations in re-optimizing the masterLP is bounded by 300. We diversify the sear
h by 
alling the RH 3 times, ensuring thatthe �rst 
olumn being rounded-up is di�erent on ea
h 3 passes. The rounded 
olumn andits starting date are both 
hosen using a deterministi
 
riterion: we sele
t the 
olumn
r and the starting date s with the smallest s
ore based on the ratio of 
olumn 
ost per25



unit of 
onstraint satisfa
tion. The 
olumn 
ost is equal to δrs + α cr

pr where δrs = 1 ifone must use an additional vehi
le after this �xation. The 
onstraint satisfa
tion measure
onsiders 
onstraints (24) and (25). It is de�ned as P

i,ℓ ℓxiℓ

pr × pr =
∑

i,ℓ ℓxiℓ. This basi
variant is 
ompared to others. The implementation named �Random� 
onsists in sele
tingthe rounded-up 
olumn, r, randomly, with a probability proportional to min(λr, 1) and�xing its starting date randomly. Variant named �100
g� is the basi
 variant where theaggregate master LP re-optimization is limited to 100 iterations of the 
olumn genera-tion pro
edure. Variant named �every200� 
onsists in applying the basi
 variant every200 iterations of the 
olumn generation pro
edure (if there is no arti�
ial 
olumns in the
LP solution). Variant named �
ut� 
onsists in applying the RH after the 
utting planepro
edure (on a solution that is very fra
tional).Table 6 reports optimality gaps, number of vehi
les used in the primal solution, V ,and total 
omputing times. RH provides better solutions than GH. The fastest variantis obviously �100
g�. Note that the 
omputing time for �
ut� is large due to the di�
ultyin re-optimizing the master after adding 
uts. With �Random�, we have no solution forIND157. The variant with the best optimality gap and a minimal number of vehi
lesis �Basi
�. In Table 7, we report even better results obtained by 
alling �Basi
� at rootnode and after bran
hing on V aver: the average gap is 11.66%. For all instan
es butone, we 
an show that the number of vehi
les used in our primal solution is minimumbe
ause we have bran
hed on V aver and Node 1 has been proved infeasible. By imposingsome restri
tions on the solution spa
e, su
h as further restri
ting the set P = {1, 2, 3},we sometime get even smaller optimality gaps (we then obtain a gap of 9,67% on average).Name av RAND100 av IND60 IND172 IND157 av 17 instgap V Time gap V Time gap V Time gap V Time gap VBasi
 14.12 4 10m5s 18.39 3.2 3m33s 6.89 6 37m56s 10.86 7 42m3s 14.76 4.05Random 41.43 5.5 10m1s 38.31 4 3m50s 17.83 7 1h12m NO 14m42s100
g 15.04 4 4m41s 27.2 3.4 1m47s 8.993 6 20m58s 14.77 7 9m23s 21.18 4.11every200 14.30 4.1 19m57s 25.88 3.4 5m57s 6.896 6 37m56s 6.586 7 1h45m49s 16.82 4.18
ut 32.55 4.9 46m23s 19.86 3.2 14m46s7 7.041 6 1h54m32s 25.85 8 2h25m23s 26.92 4.65Table 6: Comparing variants of the Rounding Heuristi
.For LS, we obtain a neighbor solution by removing a few 
olumns from the 
urrentinteger solution and re-building a 
omplete integer solution with the above basi
 roundingheuristi
 pro
edure. The 
hoi
e of 
olumns temporarily deleted from the pool is impor-tant. We test two variants: either a random sele
tion of 6 (= Pmax) 
olumns are deleted26



Name gap V Total time % of time spent in RHav RAND100 12.29 4 18m22s 90av IND60 11.75 3 6m10s 78IND172 5.574 6 1h22m2s 79IND157 10.86 7 1h30m16s 91av 17 inst 11.66 4Table 7: Basi
 Rounding Heuristi
 
alled at the root and after bran
hing.from the primal solution, or we make a deterministi
 sele
tion as follows. We delete
olumns from the primal solution that seem to be �poor�. We arbitrarily assess a 
olumnas poor if its load is less than 1
3
W . If none quali�es as poor, we pi
k a 
olumn at random.This �rst sele
tion of 
olumns is denoted by set Q0. Then, we sele
t as 
andidate fordeletion along Q0, other 
olumns that either 
on
ern the same periods (a set denoted Q1)or share the same vehi
le (a set denoted Q2). The purpose is to favor the ex
hanges of
ustomers between 
lusters used in the same periods and to attempt to free a vehi
le. Q1is the set of 
olumns from the primal solution that have the same periodi
ity and startingdate than a 
olumn in Q0. Q2 is the set of 
olumns from the primal solution that have thesame periodi
ity than a 
olumn in Q0 and result in a de
rease in the number of vehi
leused when deleted from the solution. Q0∪Q1∪Q2 de�nes the set of 
andidate 
olumns fordeletion. From Q1, we pi
k at most 1 
olumn for ea
h pair of periodi
ity and starting date,that with the minimum s
ore distr

W−loadr ∗ (1 + nbDelr

2
), where distr represents the distan
ebetween r and the 
losest deleted 
olumns from Q0 (i.e., the distan
e between 
ustomersin the two 
olumns), loadr is the load and nbDelr is the number of times that 
olumnhas been deleted in past trial. Similarly, we pi
k at most one 
olumn from Q2 for ea
hperiodi
ity p and starting date s. Rebuilding a solution with the RH is 
omputationallyexpensive. Hen
e, we restri
t the number of trial in our exploration of the neighborhoodto at most 10. In rebuilding a solution with the RH, the �rst rounded-up 
olumn is notsele
ted among 
olumns that have just been deleted or that have already been sele
tedas �rst 
olumn in previous trial.In Table 8, we 
ompare these two variants in trying to improve the �rst solution foundby the RH, i.e., the test is limited to a single appli
ation of the LS algorithm startingfrom the �rst primal solution that we en
ounter, with at most 10 trial in exploring theneighborhood of a solution. Table 8 reports the improvement, �impr�, (expressed as aper
entage) that was obtained, the number of times we su

eed in �nding an improvingsolution, �su

�, the average number of trial needed in our exploration of a neighborhoodbefore �nding an improving solution (if we do �nd one; it is bounded by 10), �trial�,27



and the total 
omputing time. We always �nd some improving solution when using thedeterministi
 variant. The improvements vary from 1 to 15%. In Table 9, we presentthe results using the deterministi
 LS on all solutions obtained during all the passes ofthe basi
 RH at the root node. The overall 
omputational e�ort is however bounded byrestri
ting to 500 the number of 
olumns that 
an be generated during the primal heuristi
.The per
entage of time spent in LS in
ludes the time to rebuild a primal solution usingthe RH approa
h. The 
omparison of GH, RH and LS is summarized in Table 10. Itshows that the optimality gap de
reases from 14.76 to 11.22 thanks to LS. Moreover, weobtain the minimal numbers of used vehi
les.Random sele
tion of deleted 
olumns Deterministi
 sele
tion of deleted 
olumnsName % impr in primal bd su

 trial time % impr in primal bd su

 trial timeav RAND100 1.60 7/10 5.1 6m33s 8.43 10/10 1.9 4m47sav IND60 4.25 3/5 5 3m11s 8.27 5/5 2.4 1m58sIND172 0.00 0/1 - 25m47s 0.34 1/1 6 21m28sIND157 0.34 1/1 2 27m17s 0.26 1/1 1 26m43sav 17 inst 2.11 11/17 4.4 7.43 17/17 2.2Table 8: Comparison of 2 LS variants applied to the �rst primal solution generated withRH. Name gap V Total time % of time spent in RH % of time spent in LSav RAND100 11.88 4 46m4s1 19 76av IND60 11.74 3 13m27s 22 74IND172 5.735 6 1h0m50s 48 38IND157 7.389 7 54m50s 71 24av 17 inst 11.22 4Table 9: Results with the deterministi
 LS applied on ea
h primal solutions generatedduring the 3 passes of the basi
 RH.Method average gapGH 49.36RH at the root node only 14.76RH through the 3 b-a-p nodes 11.66LS at the root node only 11.22Table 10: Comparison of average results with GH, RH and LS approa
hes on the testproblems of Se
tion 6.
28



9 Results for large industrial instan
esFinally, we applied our approa
h to a large real-life industrial instan
e with 260 
ustomers.It is quite di�
ult to 
olle
t real-life data from industry. This test problem represents theon-the-ground situation for a restri
ted geographi
al area during year 2005 (we may notsay more due to our 
on�dentiality agreement). At the planning level, a period 
orrespondto a week. More than 60% of the 
ustomers have a maximum time lag between visits thatis inferior to 6 weeks (our maximum periodi
ity). The others have a tmax ranging from 7to 14 weeks. Applying partial bran
hing and 
utting planes to 
ompute the best possibledual bound requires 8h34m of 
omputing time. The �DB+br+
ut� dual bound has value838.17. The 
utting plane pro
edure alone requires 5h21m.In a di�erent run, skipping the time 
onsuming 
utting plane pro
edure, we apply ourprimal heuristi
s. Applying the basi
 RH 
ombined with partial bran
hing gives a primalsolution with a gap of approximately 9% from the above dual bound in 4h29m (this rundoes not 
all on the 
utting plan pro
edure; moreover, Node 1 has been proved infeasiblein our dual bound 
omputation; therefore, it is not explored anymore). The number ofvehi
les is equal to 9 (it is optimal as proved by the fa
t that the bran
h with V aver ≤ 8is infeasible). In another trial, we restri
t ourself to the root node and apply the basi
RH followed by LS. We again obtain a solution with a gap of approximately 9% from theabove dual bound and a number of vehi
les equal to 9 in 3h40m.We obtain even better results by restri
ting the sear
h spa
e to solution using peri-odi
ities in the set P = {1, 2, 3}. Applying the RH plus partial bran
hing or RH and LSat the root node followed by a post-optimization pro
edure, we obtain a primal solutionwith a gap of 6% in 1h49m and 2h53m respe
tively. The post-optimization pro
edure
onsists in transforming one route of periodi
ity 3 into two routes of periodi
ity 6 whilethis improves the solution (it 
an allow to visit a 
ustomer every 6 periods instead of 3).The feasible splitting s
enarios are built into a integer program whose solution provides asele
tion minimizing routing 
osts. The best solution is pi
tured in Figure 1 for a spe
i�
period. Six 
lusters (ea
h of whi
h is asso
iated to a spe
i�
 
olor) are drawn to showtheir form resulting from the 
ost stru
ture. They in
lude some sites that are on the pathto the garage G or to the depot D. But the majority of the sites are well gathered aroundthe 
enter. The results are summarized in Table 11.In Table 12, we 
ompare this solution to the one used by our industrial partner on an29



Algorithm gap (in %) V total timeRH + partial bran
hing with P = {1, 2, 3, 4, 5, 6} 9.25 9 4h29mRH + LS at the root node with P = {1, 2, 3, 4, 5, 6} 8.92 9 3h40mRH + partial bran
hing with P = {1, 2, 3} + post-optim 6.67 9 1h49mRH + LS at the root node with P = {1, 2, 3} + post-optim 6.23 9 2h53mTable 11: Comparison of average results with RH and LS approa
hes on the industrialtest 
ase of year 2005 (with 260 
ustomers).av # of 
ustomer visits per week V av travel distan
e per weeksol of the ta
ti
al planning model 98.5 9 711 kmindustrial solution 59 (*) 10 782 kmTable 12: Comparison of our best primal solution to the ta
ti
al planning industrialproblem of year 2005 with the industrial solution � (*) In the industrial solution, a visit isnot 
ounted if, on
e on site, the driver de
ides not to 
olle
t the 
ustomer sto
k be
ause he �ndsit too low.average week of year 2005. From what we know, this industrial solution was built on aday-to-day basis looking at the 
ustomer requiring the most urgent servi
e and trying toa
hieve some regional 
lusterization. We are given the total number of vehi
les used inea
h period, the number of 
olle
ts and the travel distan
e in the operational solution usedby the industry in 2005. We estimate the average behavior on a week by dividing thesenumbers by 52. For our ta
ti
al solution, we 
ompute the travel distan
e by heuristi
allysolving a TSP for ea
h 
luster. We observe that our solution requires 9 vehi
les insteadof 10 in the averaged-out industrial solution. The travel distan
e of our solution is 10per
ent inferior to that of the industrial solution. We 
olle
t more sites than in theindustrial solution (i.e., we tend to 
olle
t a site before it rea
hes its maximum �lling
apa
ity). Indeed, visiting a site that is on a vehi
le route 
osts 5 minutes of 
olle
t time,while having to do a detour later to visit it, 
an 
ost mu
h more, sin
e travel times betweensites are typi
ally larger than 5 minutes. Moreover, visiting sites on a more regular basis
an be an edge against un
ertainty and helps to avoid sto
k-out situation. We believethat the regional 
lusterization taken into a

ount in our ta
ti
al planning model bringsa plus that makes the di�eren
e. The next step would be to build operational solutionsusing our ta
ti
al solution as a target.Con
lusionThe s
ope of the paper is twofold. We solve a large s
ale industrial inventory routingproblem untreated in the literature. Moreover, we show that a mathemati
al program-30



Figure 1: Sample of a solution on industrial data
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ming based approa
h (more pre
isely a trun
ated Bran
h-and-Pri
e-and-Cut algorithm
ombined with primal heuristi
s) allows to obtain solutions for large s
ale problems andto 
ompute a bound on the deviation to optimality. Our preliminary 
omparison withthe industrial solution gives hope that our work might have a pra
ti
al impa
t on theindustrial pra
ti
e. A key to the su

ess of our approa
h is a formulation modeling anaverage behavior to avoid symmetry.A
knowledgmentsWe are very grateful to our industrial partner, F. Rodes, for sharing with us problemdes
ription and real-life data. We a
knowledge his �nan
ial support that helped in 
on-du
ting this study. We own a spe
ial thank to P. Pesneau who refereed our initial draft.Referen
es[1℄ EH. Aghezzaf, B. Raa, and H. Van Landeghem. Modeling inventory routing problemsin supply 
hains of high 
onsumption produ
ts. European Journal of OperationalResear
h, 169:1048�1063, 2006.[2℄ F. Al-Khayyal and SJ. Hwang. Inventory 
onstrained maritime routing and s
hedul-ing for multi-
ommodity liquid bulk, part i: Appli
ations and model. EuropeanJournal of Operational Resear
h, 176:106�130, 2007.[3℄ S. Anily and A. Federgruen. One warehouse multiple retailer systems with vehi
lerouting 
osts. Management S
ien
e, 36:792�114, 1990.[4℄ C. Ar
hetti, L. Bertazzi, G. Laporte, and MG. Speranza. A bran
h-and-
ut algorithmfor a vendor managed inventory routing problem. Transportation S
ien
e, 2007. toappear.[5℄ C. Ar
hetti, MWP. Savelsbergh, and MG. Speranza. An optimization-based heuristi
for the split delivery routing problem. Te
hni
al report, Department of QuantitativeMethods, University of Bres
ia, 2006.[6℄ P. Avella, M. Bo

ia, and A. Sforza. Solving a fuel delivery problem by heuristi
 andexa
t approa
hes. European Journal of Operational Resear
h, 152:170�179, 2004.
32



[7℄ JF. Bard, L. Huang, P. Jaillet, and M. Dror. A de
omposition approa
h to theinventory routing problem with satellite fa
ilities. Transportation S
ien
e, 32:189�203, 1998.[8℄ W. Bell, L. Dalberto, M. Fisher, A. Green�eld, R. Jaikumar, P. Kedia, R. Ma
k, andP. Prutzman. Improving the distribution of industrial gases with on-line 
omputerizedrouting and s
heduling optimizer. Interfa
es, 13:4�23, 1983.[9℄ G. Belov and G. S
heithauer. A 
utting plane algorithm for the one dimensional
utting sto
k problem with multiple sto
k lengths. European Journal of OperationalResear
h, 141:274�294, 2002.[10℄ L. Bertazzi, G. Paletta, and MG. Speranza. Deterministi
 order-up-to level poli
iesin an inventory routing problem. Transportation S
ien
e, 36:119�132, 2002.[11℄ R. Borndörfer, M. Gröts
hel, and A. Löbel. S
heduling duties by adaptive 
olumngeneration. Te
hni
al report, ZIB-Report, 2001.[12℄ J. Bramel and D. Sim
hi-Levi. A lo
ation based heuristi
 for general routing prob-lems. Operations Resear
h, 43:649�660, 1995.[13℄ O. Briant, C. Lemaré
hal, Ph. Meurdesoif, S. Mi
hel, N. Perrot, and F. Vanderbe
k.Comparison of bundle and 
lassi
al 
olumn generation. Mathemati
al Programming,2006.[14℄ AM. Campbell, LW Clarke, and MWP. Savelsbergh. Inventory routing in pra
ti
e,
hapter 12, pages 309 � 330. SIAM Monographs on Dis
rete Mathemati
s and Ap-pli
ations, 2002.[15℄ AM. Campbell and MWP. Savelsbergh. A de
omposition approa
h for the inventoryrouting problem. Transportation S
ien
e, 38:488�502, 2004.[16℄ A. Ceselli, G. Righini, and M. Salani. A 
olumn generation algorithm for a vehi
lerouting problem with e
onomies of s
ale and additional 
onstraints. In Sixth TriennialSymposium on Transportation Analysis, Phuket, Thailand, 2007.[17℄ A. Chabrier. Heuristi
 bran
h-and-pri
e-and-
ut to solve a network design problem.In Pro
eedings CPAIOR, Montréal, Canada, mai 2003.[18℄ A. Chabrier, E. Danna, and C. Le Pape. Coopération entre génération de 
olonneset re
her
he lo
ale appliquées au problème de routage de véhi
ules. In Huitièmes33



Journées Nationales sur la résolution de Problèmes NP-Complets (JNPC), pages 83�97, Ni
e, Fran
e, mai 2002.[19℄ LMA. Chan, A. Federgruen, and D. Sim
hi-Levi. Probabilisti
 analyses and prati
alalgorithms for inventory-routing models. Operations Resear
h, 46:96�106, 1998.[20℄ TW. Chien, A. Balakrishnan, and RT. Wong. An integrated inventory allo
ation andvehi
le routing problem. Transportation S
ien
e, 23:67�76, 1989.[21℄ M. Christiansen. De
omposition of a 
ombined inventory and time 
onstrained shiprouting problem. Transportation S
ien
e, 33:3�13, 1999.[22℄ M. Christiansen and B. Nygreen. A method for solving ship routing problems withinventory 
onstraints. Annals of Operations Resear
h, 81:357�378, 1998.[23℄ N. Christo�des and S. Eilon. Expe
ted distan
es in distribution problems. Opera-tional Resear
h Quaterly, 20:437�443, 1969.[24℄ FL. Cimelière. Optimisation du traitement de l'ordre de fabri
ation dans l'industrietextile. PhD thesis, Université Bordeaux 1, Fran
e, 2004.[25℄ JF. Cordeau, G. Laporte, MWP. Savelsbergh, and D. Vigo. Vehi
le Routing, vol-ume 14, pages 367 � 428. Handbooks in OR and Management S
ien
e, Elsevier,2007.[26℄ K. Cousineau-Ouimet. A tabu sear
h heuristi
 for the inventory routing problem. InPro
eedings of the 37th Annual ORSNZ 
onferen
e, Au
kland, New Zealand, novem-bre 2002.[27℄ AL. Custódio and RC. Oliveira. A system of logisti
 management integrating in-ventory management and routing. In Optimization 2001, Aveiro, Portugal, juillet2001.[28℄ Z. Degraeve and R. Jans. A new dantzig-wolfe reformulation and bran
h-and-pri
ealgorithm for the 
apa
itated lot sizing problem with set-up times. ERIM ReportSeries in Management, ERS-2003-010-LIS, 2003.[29℄ G. Desaulniers, E. Pres
ott-Gagnon, and LM. Rousseau. A large neighborhood sear
halgorithm for the vehi
le routing problem with time windows. In Sixth TriennialSymposium on Transportation Analysis, Phuket, Thailand, 2007.34



[30℄ M. Dror and M. Ball. Inventory/routing: redu
tion from an annual to a short-termproblem. Naval Resear
h Logisti
s, 34:891�905, 1987.[31℄ A. Federgruen and D. Sim
hi-Levi. Analysis of Vehi
le Routing and Inventory Man-agement Problems, volume 8 of Handbooks in OR and Management S
ien
e, pages297�371. Amsterdam, Elsevier edition, 1995.[32℄ ML. Fisher and R. Jaikumar. A generalized assignment heuristi
 for vehi
le routing.Networks, 11:109�124, 1981.[33℄ M. Gama
he, F. Soumis, G. Marquis, and J. Desrosiers. A 
olumn generation ap-proa
h for large s
ale air
rew rostering problem. Operations Resear
h, 47:247�263,1999.[34℄ V. Gaur and ML. Fisher. A periodi
 inventory routing problem at a supermarket
hain. Operations Resear
h, 52:813�822, 2004.[35℄ B. Golden, A. Assad, and R. Dahl. Analysis of a large s
ale vehi
le routing problemwith an inventory 
omponent. Large S
ale System 7, pages 181�190, 1984.[36℄ O. Günlük, T. Kimbel, L. Ladangi, B. S
hieber, and G. Sorkin. Vehi
le routing andsta�ng for sedan servi
e. Te
hni
al Report RC23208, IBM Resear
h Report, 2005.[37℄ IRP instan
es. http://www.math.u-bordeaux.fr/�smi
hel/irpinstan
es.tar.[38℄ P. Jaillet, J. Bard, L. Huang, and M. Dror. Delivery 
ost approximations for inventoryrouting problems in a rolling horizon framework. Transportation S
ien
e, 36:292�300,2002.[39℄ K. Kiwiel. An inexa
t bundle approa
h to 
utting sto
k problems. Te
hni
al report,2005.[40℄ AJ. Kleywegt, V. Nori, and MWL. Savelsbergh. Dynami
 programming approxima-tions for a sto
hasti
 inventory routing problem. Transportation S
ien
e, 38(42-70),2004.[41℄ V. Malépart, F. Bo
tor, J. Renaud, and S. Labillois. Nouvelles appro
hes pourl'approvisionnement des stations d'essen
e. Revue Française de Gestion Industrielle,22:15�31, 2002.
35



[42℄ GL. Nemhauser and LA. Wolsey. Integer and Combinatorial Optimization, 
hapterII.1.4 : The theory of valid inequalities: superadditive fun
tions and valid inequalities,pages 229�237. John Wiley & Sons, 1988.[43℄ N. Perrot. Integer Programming Column Generation Strategies for the Cutting Sto
kProblem and its Variants. PhD thesis, Université Bordeaux 1, Fran
e, 2005.[44℄ D. Pisinger. A minimal algorithm for the multiple-
hoi
e knapsa
k problem. EuropeanJournal of Operational Resear
h, 83:394�410, 1995.[45℄ W. Qu, J. Bookbinder, and P. Iyogun. An integrated inventory transportation systemwith modi�ed periodi
 poli
y for multiple produ
ts. European Journal of OperationalResear
h, 115:254�269, 1999.[46℄ V. S
hmid, KF. Doerner, RF. Hartl, MWP. Savelsbergh, and W. Stoe
her. Ane�e
tive heuristi
 for ready mixed 
on
rete delivery. In Sixth Triennial Symposiumon Transportation Analysis, Phuket, Thailand, 2007.[47℄ E. Taillard. A heuristi
 
olumn generation method for the heterogeneous vrp. RAIROOperations Resear
h, 33:1�14, 1999.[48℄ D. Taqa Allah, J. Renaud, and F. Bo
tor. Le problème d'approvisionnement desstations d'essen
es, the gas stations supply problem. Journal européen des systèmesautomatisés, 34:11�33, 2000.[49℄ F. Vanderbe
k. Exa
t algorithm for minimising the number of setups in the one-dimensional 
utting sto
k problem. Operations Resear
h, 48:915�926, 2000.[50℄ F. Vanderbe
k. Implementing Mixed Integer Column Generation, pages 331�358.Springer, 2005.[51℄ F. Vanderbe
k and MPW. Savelsbergh. A generi
 view of dantzig-wolfe de
omposi-tion in mixed integer programming. Operations Resear
h Letters, 34:296�306, 2006.[52℄ I. Webb and R. Larson. Period and phase of 
ustomer replenishment: A new ap-proa
h to the strategi
 inventory/routing problem. European Journal of OperationalResear
h, 85:132�148, 1995.[53℄ M. Witu
ki, P. Dejax, and M. Haouari. Un modèle et un algorithme de résolutionexa
te pour le problème de tournées de véhi
ules multipériodique: une appli
ation à36



la distribution des gaz industriels. In Deuxième 
ongrès international fran
o-québe
oisde génie industriel, Albi, Fran
e, 1997.

37


