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The entropy rate of a dynamic process measures the uncertainty that remains
in the next information produced by the process given complete knowledge of
the past. Tt is thus a natural measure of the difficulty to predict the evolution
of the process. The first question investigated here is whether stock price time
series exhibit temporal dependencies that can be measured through entropy
estimates. Then we study the extent to which the return of financial trading
rules is correlated with the entropy rates of the price time series. Experiments
are conducted on EOD data of the stocks composing the NYSE US 100 index
during period 2000-2006, with the use of genetic programming to induce the
trading rules.

Keywords: Entropy estimate, surrogate testing, genetic programming, financial
trading rules, NYSE.

1. Entropy Estimate

Entropy estimate is a field of investigation that has been very active over
the last 10 years, one of the reason being the crucial practical importance
of information-theoretic techniques in the advances of neuroscience and,
in particular, in the understanding of how the brain works. Methods for

estimating entropy rate can be roughly classified in two main classes:*
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e “Plug-in” (or maximum-likelihood) estimators that basically consist in
evaluating the empirical distribution of all words of fixed length in the
data, for instance by constructing an n-th order Markov Chain, and cal-
culating the entropy of its distribution. Unfortunately, the sample size
that is needed increases exponentially in the length of the words and, in
practice, plug-in methods are not well suited to capture medium or long
range dependencies. In the context of financial time-series, we cannot rule
out that there are medium or long range dependencies, after all this is
the assumption underlying many trading strategies, and thus we choose
to not measure entropy with an estimator belonging to that family.

e Estimators based on data compression algorithms, either estimators
based on Lempel-Ziv (ZV, see for instance Ref. 3,8) or the Context-
Tree Weighting algorithm (see Ref. 6,12). Both approaches have been
shown®® to have fast convergence rates (i.e. they are accurate even with
a limited amount of observations) and to be able to capture medium and
long-range dependencies.

1.1. FLSM entropy rate estimator

In this study, we use an estimator belonging to the Lempel-Ziv class that
has been proposed in Ref. 8 (estimator a) from Theorem 1 in Ref. 8 - as
in Ref. 7, it will be named kg in the following). Let n be the size of time
series s and s; the symbol at location 7 in s, the hsa estimator is defined
as:

—1
. 1<,
hSM = (E;Al> logzn (].)

where A7 is the length of the shortest substring starting at position s;
that does not appear as a contiguous substring of the previous ¢ symbols
Si—myeeey Si—1-

This estimator, which is well known and often used in the literature (see,
for instance, Ref. 7), has been shown in Ref. 8 to have better statistical
properties and performances that earlier Lempel-Ziv estimators. To get
further confidence in the efficiency of HSM, we measured the entropy rate
of a sample made of independent draws of a uniform random variable P
taking its value in the set {1,2,...,8}. The theoretical entropy is equal to
H(P)=— Z§:1(1/8) log,(1/8) = 3. The entropy estimate depends on the
size of the sample, the quality of the random number generator and the
efficiency of the entropy estimator. Using fLSM with a sample of size 10000,
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the entropy estimate is equal to 2.96 with the random generator from the
boost C++ library!® |, which demonstrates the quality of the estimator since
3 is the best that can be obtained with a “perfect” random generator.

1.2. Entropy of NYSE US 100 stocks

Here we estimate the entropy of the daily price time series of the
stocks composing the NYSE US 100 index (composition of the index
can be found at url http://www.nyse.com/marketinfo/indexes/nyid_
components.shtml). The data is processed so that the data points are the
log ratios between consecutive daily closing prices: r; = In(p;/pi—1) and
points are then further discretized into 8 distinct states. The boundary be-
tween states are chosen so that each state is assigned the same number of
data points (“homogeneous” partitioning). This design choice has the ad-
vantage that the model is parameter free and thus no heuristic decision that
may change the conclusion reached is required. Furthermore, this experi-
mental setup proved to be very efficient at revealing the randomness of the

original data, which is the main quality criterion for partition schemes.!!
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Fig. 1. Distribution of the entropy rate of the stocks composing the NYSE US 100 index
(log. ratios of consecutive daily closing prices). A normal distribution of same mean and
standard deviation is plotted for comparison. The reference period is 2000 — 2006.

The distribution of entropy rate for the stocks of NYSE US 100 index
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between from 01/01/2000 to 31/12/2006 is shown on figure 1. The minimum
value is 2.68, the median 2.75, the mean 2.75 and the maximum value is 2.79.
Time series have a high entropy since the theoretical upper bound is 3 and
uniformly randomly generated sample achieve 2.90 with the same number
of data points®. This is not very surprising per se since high entropy rates
has been observed even at smaller time scales (see for instance Ref. 9).
The 5 stocks from NYSE US 100 index of highest entropy, identified by
their symbol, are OXY (2.789), VLO (2.787), M RO (2.785), BAX (2.78),
WAG (2.776) and the five stocks of lowest entropy® are TWX (2.677),
EMC (2.694), C (2.712), JPM (2.716), GE (2.723). These 10 stocks will
be considered in the experiments of the next section.
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Fig. 2. Distribution of entropy rates of the original time series (left-hand graphics)
and shuffled time series (right-hand graphics). x-axis ranges from 2.65 to 2.85 on both
graphics.

Although the entropy is high, there is evidence that the original time
series are not random. Indeed, we compared the entropy of the original time

A value of 2.90 is obtained using boost C++ random generator but with the standard
rand() function from the C library, the entropy rate achieved is as low as 2.77, which is
less that the entropy value of some stocks.

bTt is interesting to note that the autocorrelation of the log-returns is much larger for
the lowest-entropy stocks than for the highest-entropy stocks. Up to a lag 100, there are
on average 6 autocorrelations outside the 99% confidence bands for the lowest-entropy
stocks versus 2 for the highest-entropy stocks. However, even for low-entropy stocks, the
autocorrelation is too weak to be of any use for the purpose of forecasting.
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series with the entropy of randomly shuffled variants of the original data
(surrogate testing). Precisely, 100 shuffled time series of each original time
series (after discretization step) are generated and their average entropy
is measured. The complexity of the surrogate time series is greater (2.8
versus 2.75) with a lower standard deviation (9-1072 versus 1.9-1072) and
distributed differently as can be seen on figure 2. This provides evidence
that, at least for some stocks, there are (weak) temporal dependencies in the
original time series. The question addressed in the next section is whether
GP is able to take advantage of these temporal dependencies and produce
profitable trading strategies.

2. Experiments with Genetic Programming

The aim of the experiments is to evaluate whether there is a link between the
entropy of the time series and the profitability of the GP-induced trading
rules. To assess its efficiency, GP is tested against a strategy that would
consist in making the investment decision randomly (“Lottery Trading”). We
follow the methodology proposed in Ref. 2 and, in particular, we constrain
the randomness so that the expected number of transactions for lottery
trading is the same as for GP in order to allow a fair comparison. Hypothesis
testing is performed with the Student’s t-test at a 95% confidence level.

Experiments are conducted on the period 2000 — 2006, which is divided
into three sections: the training (2000 —2002), validation (2003 —2004) and
out-of-sample test periods (2005 — 2006). The trading rules are created by
Genetic Programming on the training set, then a subset of top-performing
rules are further selected on unseen data (validation set) and the best rule
on the validation set is then evaluated on the out-of-sample test period.
As classically done in the literature in terms of data-preprocessing, data
are normalized with a 100-day moving average. The individuals of GP are
trading rules that decide when to enter a long position (no short selling
allowed). Exits are decided by a maximum loss stop (—5%), a profit target
stop (10%) and a 90-days stop (exit from a position that has been held for
the last 90 days). The performance metric is the net profit, with a starting
equity of 100000$ and the size of each position equal to 100% of the current
equity. Functions, terminals and parameters of the GP runs are indicated
in Appendix B.

From the results shown in tables 1 and 2, one should conclude that, with
our experimental setup, selecting the stocks of lowest entropy does not lead
to a better profitability for the GP induced trading rules. We actually ob-
serve the opposite which can be explained, as highlighted in Ref. 1, because
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Table 1. Net return of GP and Lottery trading (LT) on the highest entropy stocks
(rounded to the nearest 5008). First two columns are the average profit with GP
(20 runs) and Lottery Trading (1000 runs). Third (resp. forth) column indicates
whether we should reject the hypothesis that GP (resp. LT) does not outperform

LT (resp. GP) at a 5% confidence level.

GP net LT net GP>LT? LT>GP?
profits profits

oXYy 15.5K$ 14K$ No No

VLO TK$ 11.5K$ No No

MRO 15K$ 18.5K$ No No

BAX 24K'$ 13K$ Yes No

WAG 6K$ —0.5K$ Yes No

Table 2. Net return of GP and Lottery trading (LT) on the lowest entropy stocks

(same settings as table 1). Experiments conducted with the possibility of selling

short the stocks do not show significant improvements.

GP net LT net GP>LT? LT>GP?
profits profits
TWX —9K$ —1.5K% No Yes
EMC —16.5K$ —11K$% No Yes
C 15K$ 18.5K$ No No
JPM 6K$ 10K$ No No
GE —0.5K$% 0.5K$ No No

GP is often not efficient when the training interval exhibits a time series
pattern which is significantly different from the out-of-sample period (e.g.,
“bull” versus “bear”, “sideways” versus “bull” etc). This is exactly what hap-
pens here for the stocks of lowest entropy as can be seen on figure A1l. On
the contrary, in the two cases (BAX and W AG) where the training period
is very similar to the test period, GP clearly outperforms Lottery trading.
This suggests to us that improvements can be made by rethinking the data
division scheme and coming up with criteria to select stocks that would
integrate a measure of the dissimilarity between current and past market
conditions.

3. Conclusion and Future Work

It has been shown that the EOD price time series of the NYSE U.S. 100
stocks do not all have equal entropies and, by surrogate testing, that there
are some weak temporal dependencies in the time series. Next step was to
test the hypothesis that selecting the stocks of lowest entropy, the ones with
the most predictable price time series, would lead to less risky investments.
In the experiments, we did not observe that this hypothesis holds.
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Recent studies (e.g. Ref. 4,7) have shown that Context Tree Weight-
ing (CTW) entropy estimators often lead to faster convergence rates than
Lempel-Ziv based estimators. Since, samples of daily data are of small size,
the use of CTW may lead to some some improvements, although what is re-
ally crucial here is not the precise entropy estimate but the relative ordering
between distinct time series.

Here, empirical evidences suggest to us that predictability is neither
a necessary or sufficient condition for profitability. The predictability test
only tells us the existence of temporal patterns, but does not give further
information on how easy or difficult it is to discover the pattern. There-
fore, predictability may not necessarily lead to profitability. On the other
hand, we observed on two series of high entropy that it was possible to
come up with efficient trading rules. As the large literature on the subject
suggests, predictability has a multi-dimensional description, and only one
measure of predictability may not be enough to capture all of its attribute.
We think that further study about the relation between predictability and
profitability should not rest upon only a single measure.

In this study we restrain ourselves to the stocks composing the NYSE
US 100 because they are of primary interest for investors. The stocks are
very liquid and have huge capitalizations (47% of the entire market capital-
ization of US companies). It is possible that the price time series of these
stocks share many common structural characteristics, and so would not be
not good candidates for a selection technique based on entropy. Future ex-
periments should include stocks of lower entropy that do not belong to the
NYSE U.S. 100, and other time scales should be considered. In particular,
higher frequency data would enable us to study the variations of entropy
over time.
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Appendix A. Price Time Series Between Years 2000-2006

The price time series used in the experiments are shown in figures Al
and A2. The first third of the graphics is the training period, the second
third the validation period and the last third is the test period.
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Fig. A1. Price time series of stocks having the lowest entropies : C, EMC, GE, JPM,
TWX.
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Fig. A2. Price time series of stocks having the highest entropies : BAX, M RO, OXY,
VLO, WAG.

Appendix B. Genetic Programming Settings

The GP program implements strongly typed GP with the set of functions,
terminals and parameters indicated below:

e Population size: 1000, number of generations: 50

e Minimum-maximum tree depth: 7

e Function set: +, -, *, /, norm, average, max, min, lag, and, or, not, >,
<, if-then-else, true, false.

e Terminal set: price, real and integer ephemeral constants

e Value range for real constants: [—1, 1] - value range for integer constants:
[0, 1000]

e Offsprings created by:

— crossover: 50%

— standard mutation: 20%

— swap mutation: 15%

— reproduction: 10%

— ephemeral constant mutation: 5%

Initialization: ramp-half-and-half

Evolution scheme: generation replacement

Elitism: 10 best individuals are kept for the next generation
Selection scheme: tournament selection of size 3

Fitness function: net return

Transaction costs: 0.1%

Number of best trees saved for validation: 10



