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Abstract

Ant algorithms are one of the main programming
paradigms in swarm intelligence. They are built
on stochastic decision functions, which can also be
found in other types of bio-inspired algorithms with
the same mathematical form. However, though this
modeling leads to high-performance algorithms, some
phenomena, like symmetry break, are still not well
understood or modeled at the ant level. This pa-
per proposes an original analysis of the problem : we
establish a reactive multi-agent system based on lo-
gistic nonlinear decision maps, and designed accord-
ing to the influence-reaction scheme. Our proposi-
tion is an entirely novel approach to the mathemat-
ical foundations of ant algorithms : contrary to the
current stochastic approaches, we show that an al-
ternative deterministic model exists, which has its
origin in deterministic chaos theory. The rewriting of
the decision functions leads to a new way of under-
standing and visualizing the convergence behavior of
ant algorithms. We apply our approach on a concrete
example, namely the binary bridge problem.

1 Introduction

Bio-inspired algorithms are important in Swarm
Intelligence, giving rise to many paradigms and
questioning conventional artificial intelligence ap-
proaches. Intelligence is not considered only as an
individual characteristic, but also as a swarm emer-

gent phenomenon. The challenge of swarm intelli-
gence is to understand these mechanisms and build
algorithms which will artificially reproduce this emer-
gence without any global centralized controller. The
paradigm of ant colony is one of the most studied
and applied on optimization problems [3]. Neverthe-
less, convergence proofs have been recently given for
these algorithms [5}/7] after many years of experimen-
tations. The stochastic approach succeeds in simu-
lating the global phenomenon but is not sufficient to
really explain specific features of ant colony mecha-
nisms, like the symmetry break which occurs in the
binary bridge experiment for example, or like the spe-
cific involved dynamics of the colony.

In this paper, we consider ant colonies as a paradigm
of complex systems as Boccara’s book presents this
phenomenon [1]. A complex system is a system with
many interacting entities or agents. A frequent added
assumption is that nonlinearities within the system
are the main cause of the complexity. This paper is
based on a more precise assumption: nonlinearities
are within entities and govern their internal behavior.
This is the root principle of the Logistic Multi-Agent
System (LMAS), described in section 2] The LMAS
is composed of logistic agents, that is agents with in-
ternal logistic (nonlinear) decision maps. The LMAS
has thus its origin in deterministic chaos theory and
is completely described in the dynamical system the-
ory.

To demonstrate the relevance of the LMAS in simu-
lating swarm phenomena, we resume the modelling of



the binary bridge experiment, since this experiment
shows the basis of the collective choice mechanism
of ant colonies. It is also the simplest instance of a
graph-based ant algorithm from which all other in-
stances derive.

2 The Logistic
System

Multi-Agent

2.1 System design

The logistic multi-agent system is a MAS composed
of aset A of N agents and an environment EFnv which
is the medium of all the interactions between agents.
Our interaction model is indeed an entirely indirect
one. The environment has a multi-field structure,
needed for the indirect interaction processes, which
is specific to the handled problem. s; is the state of
agent ¢ and o the state of the environment. We de-
note by t the time step variable. The state transition
equation of the system is governed by the following
dynamical system derived from the influence-reaction
model of Ferber-Miiller [4]:

{ si(t+1) = F(si(t),o(t)) Vie{l,---,N}
ot+1) =G(o(t),s1(t+1),---,sn(t+1))

(1)
The first equation expresses the fact that agents per-
ceive their environment before changing their inter-
nal state. The second one expresses the change of
the environment state through the combined influ-
ences of agents, induced by their state update. The
explicit coupling between these two parts of the sys-
tem makes a natural distinction between local and
global level and gives the schedule of the mechanism.

2.2 The logistic agent model

The logistic agent is a reactive agent whose internal
behavior is totally determined by the iterations of a
logistic map. Its internal state s = (z, a) includes the
following variables:

e z € D =1]0,1] C R is the decision variable.

e a € D is the internal control variable. It governs
the chaotic level of the agent behavior.

The internal state transition of agents can be written
as a coupled dynamical system expressed by:

{ r(t+1) = hg (2(t),a(t), pe(o(t)))
a(t+1) = he (pa(o(t)))

where the p, and p, components represent respec-
tively agent perception functions for the internal
state variables = and a.

h. is defined as a compound of the logistic map f
and a e-coupling operator I:

he (2(t), a(t), (1) = f (Ie(2(1), px(t)), a(t))
where V(u,v) € D?, I.(u,v) = (1 — €)u + ev

(2)

(3)

The meaning of I is relative to the level of individual
interactions between agents and distinguish mass re-
cruitment behavior from individual recruitment be-
havior in ant modeling. In this latter case, € is a
shared characteristic of the whole colony.

2.3 The logistic map

The logistic map is a well known polynomial map-
ping, very simple to compute but very complex in
the produced sequences. ~ We use a particular form
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Figure 1: Bifurcation diagram for the logistic map
Tpi1 = 1 —a(l—2z2) over [0, 1] with 500 iterations.

of the logistic map whose characteristics are summa-
rized in its bifurcation diagram in fig[ll The logistic
map for a parameter a is the following recursive re-
lation :

Tnt1 = f(2n,a) =1—a(l - 227) = f"(20,a) (4)
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Figure 2: Simulation results of the binary bridge : mean curves over 10 runs with 1500 ants

T, is the iteration variable after n iterations of f from
the initial value . For a given a € [0, 1], the inter-
val [0,1] is stable through f. The bifurcation diagram
shows the limit values of lim,,_, o, x,, according to the
values of the parameter a in [0,1]. In practice, hun-
dreds or thousands of iterations are needed to get
a good view of the diagram. It reveals by numeri-
cal means, the fixed points, cycles, bifurcation points
and chaos areas (dark bands) of the map (for further
information, see for example [6]). When a = 1, chaos
is complete, that is the map corresponds statistically
to a random sequence between 0 and 1. This specific
behavior from complete randomness to complete or-
der according to a single parameter is used in LMAS
for generating internal agent states and consequently
agent behaviors. It is the root principle of the model.

3 A concrete ant problem: the
binary bridge

3.1 Original model

Deneubourg and al. published their experiment and
mathematical model in [2] explaining the trail follow-
ing behavior of an argentine ant species when forag-
ing. They studied the self-organization process that
achieves the collective selection of a path to a food
source. More precisely, the experimental protocol
was made of a binary bridge A and B connecting
the ant-nest to the food source. Along the way to
the food source, and while returning back to the nest,

they lay down a constant amount of pheromone. The
underlying assumptions are: the bridge has got two
equal long branches, the pheromone does not evapo-
rate, and the amount of pheromone on a bridge is pro-
portional to the number of ants crossing the bridge
one by one. The experiments are of short duration
so that the amount of pheromone evaporation is neg-
ligible.

This leads to the following model [2]: we denote by
A; (respectively B;) the number of ants choosing the
branch A (respectively B) after the i¢th ant crosses
the bridge. It represents the amount of pheromone
on each branch as well. Let P4 (respectively Pg) be
the probability the ¢4 1th ant chooses A (respectively
B). P4 is expressed by:

(K + A"
(K+ A)"+ (K + B;)"

Pya=1-Pg= (5)

The best fit to the experimental data is given with
parameter values K = 20 and n = 2. This stochastic
model produces expected results : all the ants end
up choosing the same branch after a while, called
the winning branch, even if neither branch is favored
a priori. One can wonder what is the cause of the
global symmetry break at the local level of ants. In
the following, we will show how the LMAS imple-
ments the binary bridge problem and why it is rele-
vant to analyse the symmetry break.



3.2 LMAS implementation

As stated before, the time step of the problem corre-
sponds to the event of an agent crossing the binary
bridge. The environment is a small graph, composed
of only three nodes and two edges: one of the nodes
is the nest and the others correspond to the binary
bridge destinations A and B. We will distinguish in
our model two types of agent influences on the envi-
ronment, each relating to an indirect type of interac-
tion: a pheromone deposit on the edges of the graph
,stored in the field 7, has a long range interaction ef-
fect, whereas, an internal state deposit on the current
node, stored in the field X has a short range inter-
action effect. We describe the algorithm adapted to
the current problem in terms of perception-decision-
action scheme:

e Perception. An agent perceives the amount
of pheromone, positions itself toward the
bridge with this maximum perceived value of
pheromone; the agent perceives as well the inter-
nal value of the preceding agent on the current
node. At time t for an agent i, the perception
functions and the agent state variables transi-
tions are therefore:

{ po(t) = X;(t) = 21 (t)

pa(t) = maa {ra, 7}
a;(t+1)=
zi(t+1) =
(6)
where « is a constant parameter of the model,
which controls the initial exploration period of
the agent, and k is the iteration number for com-

puting the logistic map (« & 200 and k& =~ 500 in
the simulation).

Wa(t)
PP = Ozi(t) + ewima (1)

e Decision. If z;(t+1) > % choose the branch with
Tmaz €lse choose the other. This rule is relative

to the branch where the pheromone is maximal.

e Action. Agent actions consist in the agent move
to the chosen branch, in storing then its own
internal x variable on the current node, and fi-
nally in updating the field pheromone. Only the
amount of pheromone of the chosen edge is up-
dated in a cumulative process without evapora-

tion as stated in the binary bridge experiment:
Tchosen(t + 1) = Tchosen (t) + x; (t + 1)

e the initial conditions correspond to the experi-
mental ones: the initial amount of pheromone is
null and the initial control variable is close to 1
for each agent, that is the random behavior is
the default behavior.

3.3 Results and discussion

The results of the above implemented algorithm can
be analyzed in figure |2l On the same graph, the ra-
tio of ants traversing the branch averaged over ten
runs is plotted for the winning and loosing branch
as well as the control variable average over these ten
runs. In the cases and one can notice that
the symmetry break occurs exactly when the con-
trol variable reaches the value 0.5, in other words
when final computed x are always above the deci-
sion threshold. The variable a decreases as the ant
number increases because of the formula @ Be-
fore reaching a = 0.5, both branches are explored,
implying that the agent system oscillates quite iden-
tically between values under and above 0.5. The ants
ratio curves in the graph fits well with the ex-
perimental data curves [2], even if this comparison
remains a qualitative one. The graph shows a
long term symmetry break in a mixed recruitment
case (e = 0.5), which fits well with experimental ob-
servations on particular ant species. An explanation
of this effect appears by considering the bifurcation
diagram . This diagram is not an individual
one like the diagram in ﬁg., but a collective one:
we have plotted every (z,a) pair of values for each
agent crossing the bridge at time ¢. The graph is to
read from right to left because a is decreasing in time,
and it demonstrates that the system only selects the
lower branch of the diagram, which delays the sym-
metry break. The long term symmetry break is also
caused by the control variable a which levels off at
the bifurcation points.



4 Conclusion

The most salient contribution of this paper is the
use of the same deterministic nonlinear logistic maps
within the internal state of the agents, which provides
theoretical tools and visualization tools to follow the
dynamics of the agent system. The internal control
variable is a novel feature as well. It allows the dis-
tribution of control inside agents without removing
their autonomy. We have thus defined a new MAS
called the Logistic MAS, specially designed for swarm
intelligence. The results of this model on the binary
bridge problem demonstrate that our approach is rel-
evant in terms of collective behavior analysis and vi-
sualization of the whole dynamics. However, this
specific problem is not really considered as an op-
timization problem. Future work consists therefore
of a more detailed study of optimization problems.
Our first tests on small instances of the symmetric
TSP show that this is a promising application of the
model. We also intend to exploit this model to build
other simulations, especially of biological phenomena,
so as to show its general applicability.

References

[1] Nino Boccara.  Modeling Complex Systems.

Springer, 2004.

[2] J.L. Deneubourg, S. Aron, S. Goss, and J.M. Pas-
teels. The self-organizing exploratory pattern of
the argentine ant. Insect Behavior, 3:159-168,
1990.

[3] Marco Dorigo and Thomas Stiitzle. Ant Colony
Optimization. The MIT Press, 2004.

[4] Jacques Ferber and Jean-Pierre Miller. Influ-
ences and reactions : A model of situated mul-
tiagent systems. In TOKORO M., editor, Pro-
ceedings of 2nd International Conference on Mul-
tiagent Systems (ICMAS-96), pages 72-79. The
AAAT Press, December 10-13 1996.

[5] Walter J. Gutjahr. A graph-based ant system and
its convergence. Future Gener. Comput. Syst.,
16(9):873-888, 2000.

[6] Heinz Georg Schuster and Wolfram Just. Deter-
ministic Chaos : An Introduction. WILEY-VCH
Verlag GmbH and Co. KGaA, Weinheim, 2005.

[7] Thomas Stiitzle and Marco Dorigo. A short con-
vergence proof for a class of ant colony optimiza-
tion algorithms. IEEE Trans. Evolutionary Com-
putation, 6(4):358-365, 2002.



	Introduction
	The Logistic Multi-Agent System
	System design
	The logistic agent model
	The logistic map

	A concrete ant problem: the binary bridge
	Original model
	LMAS implementation
	Results and discussion

	Conclusion

