Perturbations and Vertex Removal in a 3D Delaunay Triangulation

Olivier Devillers, Monique Teillaud

To cite this version:

HAL Id: inria-00166710
https://inria.hal.science/inria-00166710v2
Submitted on 21 Dec 2012

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Abstract

Though Delaunay triangulations are very well known geometric data structures, the problem of the robust removal of a vertex in a three-dimensional Delaunay triangulation is still a problem in practice. We propose a simple method that allows to remove any vertex even when the points are in very degenerate configurations. The solution is available in cgal\(^1\).

1 Introduction

Let us first briefly recall that the Delaunay triangulation of a set \(S\) of points in \(\mathbb{R}^3\) is the partition of the convex hull of the points consisting of the tetrahedra whose circumscribing ball does not contain any point of \(S\) in its interior.

This definition implicitly implies that the tetrahedra are not flat, otherwise their circumscribing ball is not defined. In fact, it is always possible to build a Delaunay triangulation of a given set of points without any flat tetrahedron, as will be noticed in § 4.2.

When a vertex \(v\) is removed from the Delaunay triangulation \(DT(S)\) of \(S\), the tetrahedra incident to \(v\) are removed, which creates a polyhedral hole, and the interior of this polyhedron \(H\) must be triangulated with Delaunay tetrahedra. Triangulating \(H\) is exactly the inverse operation of inserting \(v\) in \(DT(S \setminus \{v\})\). After the removal, the Delaunay triangulation is the triangulation that would have been obtained if \(v\) had never been inserted.

When degeneracies occur (at least five cospherical points in \(S\)), the Delaunay triangulation is not unique. In general, any of the possible triangulations of the set of cospherical points can be returned.

The difficulty arises when there are at least four co-circular points \(p_1, p_2, p_3, p_4\), i.e. points that are both cospherical and coplanar, on the boundary of \(H\). Indeed, in this case, for any point \(p_5\) on \(H\), the five points \(p_1, p_2, p_3, p_4, p_5\) are cospherical, and there are two possible triangulations of this set of points, corresponding to the two different choices for the diagonal of the convex polygon \(p_1, p_2, p_3, p_4\) which is a facet of \(H\) (or a sub-facet in the case when there are more cocircular points). Depending on this choice, we will get a different triangulation of this facet. In fact, there is no choice: since the outside of \(H\) is already triangulated, the triangulations of all the facets of \(H\) are given and must be respected.

The problem can be seen as a special instance of the following question:

\[\text{Is it always possible to compute a Delaunay triangulation of a given polyhedron } H \text{ in such a way that the triangulation of its facets is respected?}\]

In this paper, we show that, though this general question has a negative answer, the more restrictive instance of the problem posed by the vertex removal from a 3D Delaunay triangulation constructed incrementally can be solved, even in degenerate situations, and we propose a simple method to achieve it.

2 Previous Work

2.1 Algorithms. The deletion of vertices in two dimensional triangulations has been widely studied from both theoretical and practical points of view. A degree \(k\) vertex \(v\) can be removed in optimal \(\Theta(k)\) time \([1],[5]\), but in practice people often use sub-optimal solutions in \(O(k^2)\) or \(O(k \log k)\) time \([6]\).

In higher dimensions, the problem has received less attention since the complexity of the result can reach \(\Omega(k^2)\). Thus, a worst-case optimal solution consists in

\[^1\]http://www.cgal.org (releases 2.3 and 2.4)
computing the Delaunay triangulation of the neighbors of \( v \) in \( DT(S) \) (i.e. the vertices of \( H \)), then removing from this small triangulation the tetrahedra that are outside \( H \) and finally “sewing” this triangulation in the hole of \( DT(S) \) created by the deletion of \( v \). Though this approach leads to a worst-case asymptotic optimal algorithm, it must be noticed that not only the hole is triangulated, but the whole convex hull of this hole, so, many tetrahedra are constructed and then deleted, which is useless memory management work.

To avoid this sewing technique and triangulate only the hole created by the deletion of \( v \), another approach is the generalization of the 2D ear algorithm [13], [6]. The hole \( H \) is a simple polyhedron; the general idea of the algorithm is to add new tetrahedra one by one in a way that ensures that the hole stays simple: such a tetrahedron is called an ear. There are two kinds of ears: ears formed by two triangles on the boundary of the hole, that share an edge, and ears formed by three triangles incident to a vertex that has degree 3 on the boundary of the hole.

At each step, there may be several ears satisfying the Delaunay criterion; Devillers proves that the ear for which the removed point has the smallest power with respect to the circumscribing sphere belongs to the Delaunay triangulation [6], and he proposes to choose this ear. By maintaining a priority queue of the candidate ears, this yields a theoretical complexity of \( O(f \log k) \), where \( f \) is the number of tetrahedra to be created.

2.2 Perturbation Techniques. A general approach to solve the degenerate cases is the use of symbolic perturbations [16]. The general idea is to make the problem dependent of a parameter \( \varepsilon \) such that:

- there exists \( \varepsilon_0 > 0 \) such that the parameterized problem is in general position for \( \varepsilon \in (0, \varepsilon_0] \),
- if the original problem is in general position, the solution of the parameterized problem tends to the solution of the original problem when \( \varepsilon \) goes to zero,
- if the original problem is not in general position, the solution of the parameterized problem tends to something relevant when \( \varepsilon \) goes to zero by positive values.

More precisely, if \( S \) is not in general position, the Delaunay triangulation is not uniquely defined and the aim of a perturbation technique is to select one of the possible Delaunay triangulations.

Different perturbation methods can be used in that case: either the input of the problem can be perturbed or the definition of the problem can be slightly changed.

When using a perturbation, some properties can be lost in the result: to check whether they are satisfied, we must
- check that the parameterized solution satisfies the properties
- check that the properties are still true at the limit.

Perturbing the input can have very serious drawbacks: if the points move with \( \varepsilon \in [2] \), then a non flat tetrahedron can become flat at the limit. By flat tetrahedron, we mean a tetrahedron whose four vertices are coplanar. As explained in § 4, we want to avoid this.

A standard way of changing the problem definition is to add to each point a weight depending on \( \varepsilon \) which goes to zero when \( \varepsilon \) goes to zero and to compute the regular triangulation (defined as the dual of the power diagram) instead of the Delaunay triangulation [10].

One important advantage is that the points do not move, thus if a tetrahedron belongs to the limit solution, the same tetrahedron exists in the solution of a non degenerate problem and thus this tetrahedron is non flat. But the drawback of this technique is that some properties of Delaunay triangulations satisfied for non-degenerate input may be not satisfied by the limit solution (e.g. [9]).

Another feature of the technique is that to assign to each point a function of \( \varepsilon \) as weight, we need a one-to-one map between points and functions, which is usually achieved by indexing the points. This is both a drawback and an advantage: it is a drawback because the result depends of that indexing; it is an advantage because the indexing can be chosen freely to fit other purposes.

3 Contributions of this Paper

In this paper, we propose a simple method based on the algorithm using ears presented in § 2.1. Rather than using Devillers' algorithm [6], we choose a non-optimal variant that consists in maintaining dynamically a list of candidate ears and testing if their circumscribing ball is empty by applying the in_sphere predicate to all the vertices of the hole.

When an ear is found to belong to \( DT(S \setminus \{v\}) \), then the hole and the list of candidate ears are updated.

Devillers proves that if the Delaunay tetrahedra are added by increasing powers, then they are ears on the hole at the moment they are added. In our case, the tetrahedra are added in a different order. If we consider \( H_* \) the hole at some stage of the algorithm and \( T \) the Delaunay tetrahedron of smallest power inside \( H_* \). If we consider \( H_T \) the hole before the addition of \( T \) in Devillers algorithm then by Devillers’ result \( T \) is an ear of \( H_T \), thus \( T \) is also an ear of \( H_* \) since \( H_* \subset H_T \), which
proves that there is at least one Delaunay tetrahedron $T$ which is an ear. So, in all cases, there will exist Delaunay ears in the list of candidate ears at each stage.

The number of candidates during the whole algorithm is $O(f)$, the test takes $O(k)$ for each ear, thus the whole complexity is $O(fk)$, where, as in § 2.1, $k$ is the degree of the removed vertex and $f$ is the number of created tetrahedra.

Since both $f$ and $k$ are small constants in general, this method will be quite efficient in practice. For example, the expected value of $k$ when the input points follow a Poisson distribution is $\frac{86}{72} \pi^2 + 2 \approx 15.5$ and the expected value of $f$ is $\frac{27}{20} \pi^2 \approx 20$ [15].

The reasons for choosing this sub-optimal algorithm are the following:

- The algorithms proposed by CGAL are parameterized by a traits class defining the basic geometric operations needed by the algorithms. The user can provides the algorithms with his/her own traits class. Therefore we need to keep the requirements for the traits class minimal. Devillers’ algorithm would require an additional predicate for comparing the powers of a point with respect to two spheres, that is not necessary for the construction of the Delaunay triangulation.

- There are two ways of implementing Devillers’ algorithm:
  - A predicate comparing the powers of a point with respect to two spheres defined by four vertices of the triangulation can be used. In this case, the same subexpressions are computed several times: the power of the removed point with the same sphere has to be compared with the power of the same point with several other spheres.
  - Avoiding redundant computations is possible by computing and storing the values of the powers. This leads to major problems: the fact of computing values instead of computing only signs yields important precision issues; an exact type could be used, which would give a bad efficiency. Filtering constructions such as in LOOK [12] could in principle be used to improve the running time, but combining such a mechanism while keeping the genericity of CGAL is still an open problem: this mechanism is not available yet in CGAL, which proposes only filtered predicates.

- In order to cope with degeneracies, Devillers’ method would need a perturbation of the comparison of the power of a point with respect to different ears. These power tests have higher algebraic degree than the predicates that are really needed by the computation of the Delaunay triangulation, namely the orient and the in_sphere predicates (see § 5). A perturbation of these power tests would have to be compatible with the perturbation of the in_sphere predicate, which would be quite involved.

Thus, though this algorithm could be coded very efficiently as a stand-alone program, its integration in CGAL or in any library providing genericity and robustness is quite problematic. It seems to be better to use only the predicates that are intrinsic to the Delaunay triangulation, namely the in_sphere and the orient predicates, and to avoid any construction.

In the sequel, we focus on the perturbation used for solving degeneracies rather than on the algorithmic issues.

- The perturbation method presented in § 5 consists in adding a symbolic weight to each point. It does not create any flat tetrahedron. Allowing flat tetrahedra would have allowed us to use more trivial algorithms, but, as mentioned in § 4, we consider this as unacceptable both for theoretical and practical reasons.

- We also remark that the solution can be slightly modified in such a way that it does not depend on the insertion order of the points and defines the Delaunay triangulation uniquely even for degenerate configurations.

The method is implemented in CGAL. As far as we know, CGAL is the only publicly available software proposing a fully dynamic 3D Delaunay triangulation.

4 First Observations

4.1 Triangulation of a Simplicial Polyhedron. Let us consider a straight prism $H$ with triangular basis such that its six vertices are cospherical. Assume that its rectangular facets are triangulated as shown in Figure 1. Let us now try to triangulate the interior of $H$. The six vertices of $H$ are exactly in the same configuration regarding their incidences on $H$. Take one of them, say $p$ wlog, then it can easily be seen that any possible tetrahedron having this vertex and any other three vertices of $H$ will have an edge that crosses an existing edge on $H$.

4.2 Incremental Construction. Going back to the vertex removal in a 3D Delaunay triangulation, if the set of tetrahedra incident to a vertex $v$ form the polyhedron $H$, then the previous remarks show that, when
v is removed, whatever choice will be made, retriangulating the hole $H$ creates edges that cross edges of the tetrahedra outside the hole.

At first sight, the example of Figure 1 seems to prove that avoiding such edge crossings is impossible. In fact, this case cannot be built by an incremental algorithm coded as follows. As mentioned, the only problematic case is when there are cospherical (and coplanar at the same time) points. When a point $p$ is inserted, the set of tetrahedra conflicting with $p$ (defined as the tetrahedra whose circumscribing ball contains $p$ in its interior) is determined, and these tetrahedra are deleted from the triangulation. If the algorithm considers as non-conflicting the tetrahedra whose circumscribing ball has $p$ on its boundary, and thus if it does not delete these tetrahedra, then we get a unique construction of a Delaunay triangulation. This triangulation is unique for a given order of the points, but it depends on the order of insertion of the points.

Moreover, this incremental construction does not create any flat tetrahedron: if the point $p$ to be inserted is coplanar with a triangle $t$ that is a facet of the Delaunay triangulation, then the two tetrahedra incident to $t$ will have the same conflict status with respect to $p$, which means that either they will both stay, and $t$ will still be their common facet in the updated triangulation, or they will both be deleted and $t$ will disappear. Thus, $p$ will not form a flat tetrahedron together with $t$.

Assuming that the configuration shown in Figure 1 has been constructed by this incremental algorithm leads to the conclusion that the order of insertion of the points is cyclic, which is of course impossible. So, such a configuration cannot occur in our case.

Our problem can then be more precisely rephrased as: assuming that the Delaunay triangulation is constructed with the incremental algorithm considering each last inserted point $p$ as not conflicting with tetrahedra whose vertices are cospherical with $p$, find the Delaunay triangulation of the hole that would have been computed if the removed point had never been inserted and if the other points had been inserted in the same order.

### 4.3 Allowing Flat Tetrahedra

Going back to the example in Figure 1, the new dashed edge that would be created to triangulate the prism would cross an edge of a tetrahedron that is exterior to the hole. The four vertices of these two crossing edges can be seen as a flat tetrahedron that could be added to the triangulation in order to make it combinatorially valid.

In the same way, if there are $k \geq 4$ cocircular vertices on some facet of the hole created when removing a vertex of the Delaunay triangulation, the Delaunay triangulation of the vertices of the hole is not uniquely defined, and retriangulating it may lead to two different triangulations of the same facet: one given by the interior tetrahedra, and one given by the exterior tetrahedra. It is well known that any triangulation in the plane can be obtained from any other triangulation having the same vertices by a sequence of $O(k^2)$ flips of diagonals of convex quadrilaterals [14]. Each such edge flip in 2D can be seen in 3D as a flat tetrahedron formed by the four (coplanar) vertices of the quadrilateral. Adding the $O(k^2)$ flat tetrahedra would yield a combinatorially valid triangulation.

Thus, allowing flat tetrahedra would allow us to get a simple solution to the problem. However, we do not consider this as an acceptable solution for the CGAL users. Indeed, these flat tetrahedra correspond neither with the definition of a Delaunay triangulation, since the circumscribing ball of a flat tetrahedron is not uniquely defined, nor to the usual intuition. Moreover, in practice, this would lead to a heavier user code: before applying geometric operations to a tetrahedron, such as computing its circumcenter, the user would have to check that the tetrahedron is not flat.

Since we know that a Delaunay triangulation without any flat tetrahedron always exists (it can be computed for instance using the incremental construction seen in § 4.2), our goal is to find a method that does not create any flat tetrahedron.

### 5 Perturbing the in_sphere Predicate

The in_sphere predicate is the basic predicate used when inserting or removing a point in a Delaunay triangulation.

Let $p_0, p_1, p_2, p_3$ be four non-coplanar points in $\mathbb{R}^3$.

\[
\text{in}_\text{sphere} \left( p_0, p_1, p_2, p_3, p_4 \right) =\begin{cases}
> 0 & \text{if } p_4 \text{ is outside} \\
= 0 & \text{if } p_4 \text{ is on the boundary of} \\
< 0 & \text{if } p_4 \text{ is inside}
\end{cases}
\]

the ball circumscribing $p_0, p_1, p_2, p_3$. 

Figure 1: (1.1) has negative answer
Let us notice straightaway that, if the triangulation admits no flat tetrahedron, then this predicate will be needed only when the points $p_0, p_1, p_2, p_3$ are actually non coplanar, and that no degenerate case has to be considered here: when inserting a new point $p_4$, it is only tested against tetrahedra that are already existing in the triangulation; this is also the case when filling the hole formed by the removal of another vertex, because we only consider ears of the hole formed by non coplanar facets, since the goal triangulation does not contain any flat tetrahedron.

The decision whether to create or delete a tetrahedron $(p_0, p_1, p_2, p_3)$ in the Delaunay triangulation is easy when all the $in\_sphere$ tests against all points $p_4$ give $> 0$ and $< 0$ results. When 0 results appear, decisions must be made using other criteria.

Notice that coding the insertion as mentioned in § 4, by considering that the last inserted point is not conflicting with tetrahedra such that the result of the $in\_sphere$ test is 0 (i.e. considering that the point lies outside their circumscribing sphere), can be seen as using an implicit symbolic perturbation. It will be clear later that this perturbation corresponds to the perturbation proposed in the sequel.

It is well known that the $in\_sphere$ test can be computed in the following way:

$$in\_sphere \ (p_0, p_1, p_2, p_3, p_4) = \ \sign \ \frac{\det(p_0, p_1, p_2, p_3, p_4)}{\det(p_0, p_1, p_2, p_3)}$$

where, if point $p_i$ has coordinates $(x_i, y_i, z_i)$ for each $i$,

$$orient(p_0, p_1, p_2, p_3) = \sign \begin{vmatrix} 1 & 1 & 1 & 1 \\ x_0 & x_1 & x_2 & x_3 \\ y_0 & y_1 & y_2 & y_3 \\ z_0 & z_1 & z_2 & z_3 \end{vmatrix}$$

and $\det(p_0, p_1, p_2, p_3, p_4) =$

$$\begin{vmatrix} 1 & 1 & 1 & 1 \\ x_0 & x_1 & x_2 & x_3 & x_4 \\ y_0 & y_1 & y_2 & y_3 & y_4 \\ z_0 & z_1 & z_2 & z_3 & z_4 \\ x_0^2 + y_0^2 + z_0^2 & x_1^2 + y_1^2 + z_1^2 & x_2^2 + y_2^2 + z_2^2 & x_3^2 + y_3^2 + z_3^2 & x_4^2 + y_4^2 + z_4^2 \end{vmatrix}$$

The $\sign \ \det(p_0, p_1, p_2, p_3, p_4)$ predicate in $\mathbb{R}^3$ can be seen as an orientation predicate in $\mathbb{R}^4$, if each point $p = (x, y, z)$ of $\mathbb{R}^3$ is projected onto a point $\pi(p) = (x, y, z, t)$ on the unit paraboloid $\Pi$ of $\mathbb{R}^4$ with equation $t = x^2 + y^2 + z^2$ [11, 7].

Five points of $\mathbb{R}^3$ are cospherical if and only if their projections on $\Pi$ lie in the same hyperplane of $\mathbb{R}^4$. The symbolic perturbation of the $in\_sphere$ test consists in adding respectively some value to the fourth coordinate of $\pi(p_0), \pi(p_1), \pi(p_2), \pi(p_3), \pi(p_4)$ so that these points are not in the same hyperplane any more in $\mathbb{R}^4$. Then the predicate answers positive or negative instead of zero.

Let $S$ be the set of $n$ points $\{p_0, p_1, \ldots, p_{n-1}\}$ of $\mathbb{R}^3$. We add here $\varepsilon^{n-i}$ to the fourth coordinate of the point $\pi(p_i)$ of $\mathbb{R}^4$ corresponding to $p_i$. The quantity each point is perturbed with depends on its index. The way the points are indexed will be discussed in § 5.1.

$Det(p_i, p_j, p_k, p_l, p_m)$ is perturbed into $Det_\varepsilon(p_i, p_j, p_k, p_l, p_m)$ where

$$t_\varepsilon = x_\varepsilon^2 + y_\varepsilon^2 + z_\varepsilon^2$$

Developing with respect to the last raw yields a polynomial in $\varepsilon$

$$Det_\varepsilon(p_i, p_j, p_k, p_l, p_m) = Det(p_i, p_j, p_k, p_l, p_m) + orient(p_i, p_j, p_k, p_l)\varepsilon^{n-m} - orient(p_i, p_j, p_k, p_m)\varepsilon^{n-l} + orient(p_i, p_j, p_k, p_m)\varepsilon^{n-j} - orient(p_i, p_j, p_k, p_m)\varepsilon^{n-i}$$

From now on, the five points $p_i, p_j, p_k, p_l, p_m$ will be assumed to be non coplanar. As noticed at the beginning of this section, this assumption makes no restriction in practice since this is always the case when $in\_sphere$ is used.

When $p_i, p_j, p_k, p_l, p_m$ are cospherical, the constant term $Det(p_i, p_j, p_k, p_l, p_m)$ of this polynomial vanishes to zero. At most one of the other coefficients $orient()$ can be zero, otherwise two subsets with four points would consist of four coplanar points: either the five points would be coplanar, which contradicts our hypothesis, or the three common points of the two subsets would be collinear, which is impossible since these three points are cospherical. So, the polynomial $Det_\varepsilon$ is not identically zero.

Let us examine the coefficients of $Det_\varepsilon$ in order to determine the sign of $Det_\varepsilon(p_i, p_j, p_k, p_l, p_m)$.

If $m = \max\{i, j, k, l, m\}$

- if $p_i, p_j, p_k, p_l$ are non coplanar,
  then $Det_\varepsilon(p_i, p_j, p_k, p_l, p_m)$ has the sign of $orient(p_i, p_j, p_k, p_l)$; thus
- $in\_sphere (p_i, p_j, p_k, p_l, p_m) > 0$ and $p_m$ lies out of the ball defined by $p_i, p_j, p_k, p_l$. 

When five points are cospherical, the point with highest index among the five points will always be considered as lying outside the sphere defined by the four other points, if they are non coplanar.

- if $p_i, p_j, p_k, p_l$ are coplanar,
  then, by hypothesis, $p_m$ does not lie in the same plane.
The predicate \textit{in} \textit{sphere} \((p_i, p_j, p_k, p_l, p_m)\)
has no geometric meaning since $p_i, p_j, p_k, p_l$ do not define a sphere.
Let us assume that $l = \max\{i, j, k, l\}$ (the other cases are similar, they just reduce to permutations in the columns of the determinant \(\text{Det}_z\)).
As noticed above, $p_i, p_j, p_k, p_m$ define a sphere and \textit{in} \textit{sphere} \((p_i, p_j, p_k, p_m, p_l)\) has a geometric meaning.

\[
\text{Det}_z(p_i, p_j, p_k, p_m, p_l) = -\text{Det}_z(p_i, p_j, p_k, p_l, p_m)
\]
has the sign of \textit{orient} \((p_i, p_j, p_k, p_l)\).
In fact, in the case when $p_i, p_j, p_k, p_l$ are coplanar,
the sign of \textit{in} \textit{sphere} \((p_i, p_j, p_k, p_m, p_l)\) does not depend at all of
the comparison between $m$ and $i, j, k, l$. It depends only of the comparison between
$i, j, k, l$. When four points are cocircular (coplanar and cospherical),
the most perturbed point (the point with highest index) is considered to be out
of the disk circumscribing the other three points in their common plane.

5.1 Indexing the Points. The current choice in \texttt{CGAL} for indexing the points is to use their order of insertion in the Delaunay triangulation. This choice corresponds to the implicit perturbation used for the insertion: at each step, the last point is more perturbed than all the previous ones, so, when it is cospherical with the four vertices of an already existing tetrahedron, it is considered as being outside the circumscribing ball.

Some users reported this choice as being annoying for their application [8]. In fact, any other way of indexing the points could be used. We are considering the possibility of changing the indexing in the future: we can choose for instance the lexicographical order on the points, or any other (such as the comparison of memory addresses). This change would be straightforward in the vertex removal since it is already coded using the perturbation scheme, but it would require a change in the insertion: the perturbation would have to be made explicit.

Choosing the lexicographical ordering of points would have the advantage of giving a unique definition of the Delaunay triangulation, even in degenerate cases. On the other hand, it may lead to a slower construction of the triangulation for some input. We may think of leaving the choice of the order to the user.

5.2 Weights and Regular Triangulation. As mentioned in § 2.2, the perturbation of \textit{in} \textit{sphere} can also be seen as adding a weight $\varepsilon^{n-i}$ to the points and computing the regular triangulation of the weighted points. This is an analogy with the “sliver exudation” method [4], [3] that consists in associating weights to points, chosen so that the almost flat tetrahedra that are unavoidable in a Delaunay triangulation disappear in the regular triangulation. In our case, the tetrahedra are not almost flat, but really flat, the weights are symbolic, and the triangulation we compute is a Delaunay triangulation without any flat tetrahedron.

6 Conclusion
We proposed a method for removing a vertex from a Delaunay triangulation, that works even in degenerate situations.
This method uses a symbolic perturbation technique that does not produce any flat tetrahedron. As can be seen in Appendix, the code for perturbing the \textit{in} \textit{sphere} predicate is quite simple.
The solution is implemented in \texttt{CGAL} (releases 2.3 and 2.4).
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**Appendix - CGAL Code for the Perturbed Predicate**

```cpp
template < class Gt, class Tds >
Bounded_side Delaunay_triangulation_3< Gt, Tds >::
side_of_sphere_finite_perturb
(Vertex_handle v0, Vertex_handle v1,
 Vertex_handle v2, Vertex_handle v3, Vertex_handle v) const
// v0, v1, v2 and v0, v1, v3 are supposed to form two
// finite facets of the triangulation, forming a
// convex angle must not be used otherwise
{
    CGAL_triangulation_preact-condition
        ( (dimension() == 3) &&
            (! is_infinite(v0)) && (! is_infinite(v1)) &&
            (! is_infinite(v2)) && (! is_infinite(v3)));

    const Point & p0 = v0->point();
    const Point & p1 = v1->point();
    const Point & p2 = v2->point();
    const Point & p3 = v3->point();

    CGAL_triangulation_preact-condition
        ( orientation(p0, p1, p2, p3) == POSITIVE );

    if (is_infinite(v))
        return ON_UNBOUNDED_SIDE;

    const Point & p = v->point();

    Bounded_side bs =
        Bounded_side(side_of_oriented_sphere(p0, p1, p2, p3, p));
    // side_of_oriented_sphere is the non perturbed
    // in_sphere predicate

    if( ( bs != ON_BOUNDARY )
            return bs;

    // if not yet returned, then the leading monomial
    // of the determinant has null coefficient

    int i0 = v0->get_order_of_creation();
    int i1 = v1->get_order_of_creation();
    int i2 = v2->get_order_of_creation();
    int i3 = v3->get_order_of_creation();

    int m =
        std::max(i0, std::max(i1, std::max(i2, std::max(i3, i))));
    // we look whether the leading monomial of the
    // determinant has null coefficient

    if (m == i)
        return ON_UNBOUNDED_SIDE;
  // since p0 p1 p2 p3 are supposed to be non coplanar
  // and positively oriented

    if (m == i3 && (o = orientation(p0, p1, p2, p)) != ZERO )
        return Bounded_side(o);

    if (m == i2 && (o = orientation(p0, p1, p3, p)) != ZERO )
        return Bounded_side(-o);

    if (m == i1 && (o = orientation(p0, p2, p3, p)) != ZERO )
        return Bounded_side(o);

    if (m == i0 && (o = orientation(p1, p2, p3, p)) != ZERO )
        return Bounded_side(-o);

    // as seen in Section 5, at most one orientation test
    // is zero, so a result has been returned
}
```