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From physiologi
al prin
iples to
omputational models of the 
ortex
J�er�emy Fix �, Ni
olas Rougier, Frederi
 AlexandreLoria, Campus S
ienti�que, BP 23954506 Vandoeuvre-l�es-nan
y, Fran
eAbstra
tUnderstanding the brain goes through the assimilation of an in
reasing amountof biologi
al data going from single 
ell re
ording to brain imaging studies and be-havioral analysis. The des
ription of 
ognition at these three levels provides us witha grid of analysis that 
an be exploited for the design of 
omputational models.Beyond data related to spe
i�
 tasks to be emulated by models, ea
h of these lev-els also lays emphasis on prin
iples of 
omputation that must be obeyed to reallyimplement biologi
ally inspired 
omputations. Similarly, the advantages of su
h ajoint approa
h are twofold: Computational models are a powerful tool to experi-ment brain theories and assess them on the implementation of realisti
 tasks, su
has visual sear
h tasks. They are also a way to explore and exploit an original for-malism of asyn
hronous, distributed and adaptive 
omputations with su
h pre
iousproperties as self-organisation, emergen
e, robustness and more generally abilitiesto 
ope with an intelligent intera
tion with the world.� Corresponding author: Jeremy.Fix�Loria.frPreprint submitted to Elsevier



1 Motivations

Building models and frameworks to 
ompute in a biologi
ally inspired wayis fruitful for both neuros
ien
e and 
omputer s
ien
e. On one hand, it leadsto simulations that allow a better understanding of the 
omplex relationsbetween stru
ture and fun
tion in the brain. Parti
ularly, it is possible to in-vestigate the validity of hypotheses onto these relations. On the other hand,this approa
h allows to explore a formalism of 
omputation that is hardly usedin 
omputer s
ien
e, based on distributed, asyn
hronous and adaptive lo
alautomata and to learn to master properties su
h as emergen
e, unsupervisedlearning, multimodal pro
essing, robustness, et
. The most 
riti
al issue inthis pro
ess is to get the pertinent information from neuros
ien
e and to se-le
t or design the adequate 
omputational prin
iples. The information 
an beextra
ted from raw data re
orded in nervous systems or in behaving animals.It 
an also be more elaborated and derive from a more 
on
eptualized sour
e,like a fun
tional model. The 
omputational me
hanisms 
an be derived froma solid mathemati
al framework (if available) and bene�t from its properties(stability, 
onvergen
e proof). Else, it 
an be ad ho
 me
hanisms, suitable forexperimental investigations, the theoreti
al framework of whi
h remains to bebuilt. To implement su
h a 
omplex task as endowing an autonomous robotwith visual sear
h behavior, the interplay between neuros
ien
e and 
omputers
ien
e involves several levels of des
ription.2



1.1 The mi
ros
opi
 level
The mi
ros
opi
 level requires to identify the adequate elementary unit of
omputation depending on the purpose of the model. For tasks in whi
h thegoal is to understand the inner neuronal fun
tioning, either at the level of asingle 
ell or at the level of 
ommuni
ation and syn
hronization between twoneurons, spiking neuron models are generally preferred. In tasks like visiomo-tor 
oordination involving global patterns of 
erebral a
tivity and behavioralassessment, we rely on the mean �ring rate of neurons or even on the behav-ior of elementary 
ir
uits of neurons that 
an be found in stru
tures like the
erebral 
ortex [5℄. Choosing su
h an intermediate level of des
ription is alsofundamental from a 
omputational point of view sin
e handling the temporalbehavior of a neuron at the level of the spike is a very 
onsuming task for sim-ulations and is not 
ompatible with the simultaneous evaluation of millionsof neurons. Fortunately, mean �ring rate models neuronal 
ir
uits, as pro-posed for example by the Continuum Neural Field Theory [1,30℄ have provedto be eÆ
ient and faithful, 
ompared to 
ellular re
ording of population ofneurons (like Lo
al Field Potential). Su
h automata aim at explaining thebehavior of the 
orti
al 
ir
uitry and generally lay emphasis on the varietyof inputs and outputs whi
h are integrated in 
orti
al 
ir
uits [4℄. Whereasthalami
 inputs are generally implemented with a 
lassi
al integrative modelemulating stimulus-spe
i�
 units [3℄, 
orti
o-
orti
al relations are representedas performing a gating e�e
t, implemented with multipli
ative 
onne
tions,and representing feedba
k as a modulatory a
tivity onto the per
eptive 
ow[25℄. Then, the implementation of a 
orti
al area is only spe
i�ed by the na-ture of feed-forward and feedba
k loops feeding a map of inter
onne
ted units.3



The behavior of the whole is only a 
onsequen
e of patterns of events whi
hare presented in the 
ows and of the interplay of the units. In the simulation,everything is a matter of lo
al numeri
al 
omputations.1.2 The mesos
opi
 levelThe mesos
opi
 level is that of 
erebral regions, homogeneous at a stru
turalas well as fun
tional level. In the 
ortex, 
orti
al areas have been dete
tedfor a long time, by pure observation of the 
ytoar
hite
ture (as soon as thebeginning of the 20th 
entury by Brodmann). From that time, a huge quan-tity of work has been done to relate these areas to a fun
tional role and togather them in information 
ows. This has bene�ted from great progressesin visualization and brain a
tivity measurement te
hniques (e.g. fMRI, an-tidromi
 methods). Sensory and motor poles, and the nature of pro
essingbetween them have been intensively dis
ussed. Parti
ularly, in the visual 
ase,two main pro
essing 
ows have been identi�ed from the o

ipital visual region[36℄ : one toward the limbi
 temporal region (ventral pathway) dedi
ated tovisual stimuli identi�
ation and the other toward the proprio
eptive and pari-etal regions (dorsal pathway), the role of whi
h is still intensively dis
ussed[20℄, from pure spatial lo
alization to body involvement in visual obje
ts seenas tools. Both temporal and parietal representations are the internal and ex-ternal sensory representations used by the frontal lobe, seen as the motor pole,responsible for the temporal organization of behavior [11℄.This simpli�ed pi
ture has to be made more 
omplex in several ways. Firstly,instead of sequential pro
essing 
ows, parallel and redundant pro
essing isreported, in dozens of inter
onne
ted 
orti
al areas [37,40℄ (e.g. 
olor, depth,4



texture in various areas of the temporal lobe; eye, head and body 
enteredinformation in the parietal lobe). Se
ondly, even if this presentation lays em-phasis on the feed-forward integration (how to transform visual informationinto representations of the identity and the lo
ation of relevant obje
ts), feed-ba
k information seems to play a role at least as important as feed-forwardin
uen
e [4℄ (e.g. re
eptive �elds of neurons in the parietal lobe 
hanging a
-
ording to body parts orientation [7℄; the features of a target to look modulatethe a
tivity of V4 neurons [8℄). Thirdly, our misleading fun
tional and sym-boli
 intuition and the weaknesses of brain imaging te
hniques in
itates us toimagine a step by step pro
essing, where information follows 
y
les of pro
ess-ing and builds elaborated representations, whereas the fun
tioning is 
ertainlymu
h more distributed, asyn
hronous and sparse [4℄.
To better understand and master this 
ounter-intuitive fun
tioning mode,
omputational models and simulations are of very high interest. From a purestru
tural des
ription (number and size of areas, 
onne
tivity s
hemes be-tween them) and from ne
essary fun
tional re
ommendations (lo
al and asyn-
hronous evaluation of units), the lo
al fun
tioning rules of units (as dis
ussedin the previous se
tion) must be 
onfronted here to the a
hievement of stablepatterns of a
tivity, as observed in the living 
ortex. This is 
onsequently away of re�nement for the fun
tioning rules of the lo
al automaton. The overalla
tivity pattern whi
h is obtained 
an also be interpreted as a way to validatethe behavioral level, as dis
ussed at the ma
ros
opi
 level.5



1.3 The ma
ros
opi
 level
The ma
ros
opi
 level is 
on
erned with sele
ting the task or the behavior youare interested in, and de�ning the adequate set of areas (together with their
onne
tivity) whi
h is supposed to emulate that task or behavior. Modernimaging te
hniques and their asso
iated statisti
al pro
essing o�er a valuabletool to relate experimental tasks to brain a
tivations but are not 
ompletelysatisfa
tory for several reasons. Firstly, the brain imaging te
hnology itselfgives some limitations relative to the kind of behaviors and subje
ts that 
anbe explored (whi
h are de fa
to stereotyped), to the parts of the brain easy toobserve and to their spatial and temporal resolution. More importantly, ob-serving a pattern of a
tivity in the brain does not give a 
omplete informationneither about the role of the re
orded region in the behavior nor about thekind of information it stores and pro
esses. More generally, the observed pat-tern of a
tivity does not provide an interpretation of the underlying 
ognitivepro
esses. Consequently, these data must be 
orrelated with more behavioral,or even psy
hologi
al, data and also with brain theories that are themselveselaborated from the synthesis and interpretation of a large quantity of ex-perimental results. In this pi
ture, 
omputational models and simulations are
omplementary ways of investigation, espe
ially interesting to assess the valid-ity of an hypothesis or to te
hni
ally explore an intuition. Using the as
endantapproa
h through levels of des
ription, as summarized here, also ensures thatthe model does not obey a too sequential, 
entralized, human-like analysis:whatever the possible bias toward su
h an interpretation, the main 
onstraintis that the simulation has to work in a 
ompletely distributed way while yield-ing an emergent behavior with a

eptable spatial and temporal 
hara
teristi
s6



and with 
omparable underlying distributed patterns of a
tivity.
2 The 
omputational approa
hThe 
omputational approa
h requires in fa
t to 
ope with all these three levelsat on
e in order to have some working 
omputational model that 
an explainor predi
t some experimental results. However, this is a daunting task sin
ewe have to simultaneously integrate data from both anatomy, physiology andpsy
hology. This 
learly requires to make some 
lear asumptions and 
hoi
esat several di�erent levels. We 
an 
hoose for example among elementary mod-els of the neuron, ar
hite
tures, granularity of models, adaptive algorithm, et
.As an illustration, we would like to introdu
e very brie
y one widely studied
ognitive phenomenom (visual attention) and explain what are the 
hoi
eswe did, what those 
hoi
es implied on the model and what were their 
onse-quen
es regarding the 
onstraints brought by the framework of distributed,asyn
hronous, and numeri
al 
omputations we are using.2.1 Psy
hologi
al and physiologi
al dataIn the early eighties, [32℄ proposed that the brain a
tually extra
ts, in parallel,some basi
 features from the visual information. Among these basi
 features,that have been reviewed by [39℄, one 
an �nd 
olor, shape, orientation or mo-tion. If we 
onsider a visual sear
h behavior, this task is then equivalent to the�nding of 
onjun
tion of features that best des
ribes the target. In this sense,[32℄ distinguished two main paradigms (see also [9℄ who proposed a 
lassi�
a-tion of visual sear
h eÆ
ien
y in terms of target-distra
tors similarities):7



� Feature sear
h refers to a sear
h where the target suÆ
iently di�ers fromthe distra
tors to litteraly pop out from the sear
h s
ene� Conjun
tion sear
h refers to a sear
h where the time to �nd the targetis 
losely linked to the size of a subset of the sear
h s
ene, whi
h 
ontainsstimuli that are quite similar to the target.The �gure 1 illustrates these two sear
h modes using two tasks whose 
ommongoal is to lo
alize a given target. The se
ond task takes more time than the �rstone and the strategy generally used to perform the task is to su

essively s
anea
h 
ir
le until �nding the target. The rea
tion time then 
losely depends onthe size of the subset of stimuli 
omposed by the 
ir
les.FIGURE 1While the pop-out e�e
t 
an be explained solely on stimulus-driven a
tivities,it must be emphasized that in general, the sele
tion of a subset of potentialtargets highly depends on the target to look for. This sele
tion pro
ess is one
omponent of the more general 
on
ept of visual attention. While the brainis submerged by a high quantity of information, and be
ause its ressour
esare somehow limited, it must perform a sele
tion of the relevant informationamong what it re
eives.
In the visual 
ase, this sele
tion me
hanism is referred to as visual attentionand 
an take di�erent forms. On the one hand, feature based attention
hara
terises the modulation on the pro
essing of visual information by theknowledge of the features of an obje
t of interest [23℄. On the other hand, [26℄provided eviden
es for the in
uen
e of sa

adi
 eye movements on dire
tedattention, whi
h led to the premotor theory of attention. [21℄ have also shown8



that the preparation of an eye movement toward a spe
i�
 lo
ation providesa bias to the 
ells whose re
eptive �eld 
overs that lo
ation. This spatial biasis also known as spatial attention. Several experiments have provided evi-den
es that our brain 
an provide su
h a spatial bias 
overtly in the absen
e ofthe overt deployment of eye movements [24℄, and that the underlying 
ir
uitsmediating the 
overt and overt deployment of attention might 
onsiderablyoverlap [2℄.
The �rst neural 
orrelate of visual attention at the single 
ell level has beendis
overed by [22℄ in V4 where neurons were found to respond preferentially fora given feature in their re
eptive �eld. When a preferred and a non-preferredstimulus for a neuron are presented at the same time in its re
eptive �eld, theresponse be
omes an average between the strong response to the preferred fea-ture and the weak response to the non-preferred one. But when one of the twostimuli is attended, the response of the neuron represents the attended stim-ulus alone (strong or poor), as if the non-attended were ignored. Attentionalmodulation of neuronal a
tivity was also observed in other 
orti
al areas. In[33℄, the author reported feature-based attentional modulation of visual mo-tion pro
essing in area MT. An in
reasing litterature is also reporting thatthe modulatory e�e
t of attention is not restri
ted to the extrastriate 
ortexbut also extends to the early visual areas [28℄.

FIGURE 2The observed modulatory e�e
t of attention on the pro
essing of single unitsraises the intriguing issue of determining its origin(s). As detailed in the in-9



trodu
tion, the pro
essing of visual information is supposed to rely on twopathways. On the one hand, the ventral pathway, going from the o

ipitallobe through the temporal lobe is 
lassi
aly thought to mediate obje
t re
og-nition [12℄. Several studies have shown the in
uen
e of the intrinsi
 propertiesof an obje
t of interest on the pro
essing of single 
ells [6℄. This feature-basedme
hanism 
ould originate from the ventral pathway via massive feedba
k
onne
tions [27℄, and might be generated in the ventrolateral prefrontal 
or-tex to provide a bias 
orresponding to the features of an obje
t of interest. Onthe other hand, the dorsal pathway going from the o

ipital lobe through theparietal lobe is supposed to be involved in produ
ing motor representations ofsensory information for the purpose of guiding movements [7,17℄. The tempo-ral properties of neurons in the parietal 
ortex 
annot be solely explained byproprio
eptive feedba
ks as a 
onsequen
e of a performed movement. Rather,anterior areas might provide more posterior areas with the parameters of animpeding movement, then leading to anti
ipatory a
tivations or remapping,as observed by [18,19℄. The later have shown that, in the 
ase of sa

adi
 eyemovements, neurons in lateral intraparietal area (LIP) exhibit sa

ade-relateda
tivity o

uring before, during and/or after a sa

ade bringing a stimulusin the re
eptive �eld of the re
orded neurons. These re
ordings reveal that a
ir
uit, involving parietal areas, is able to predi
t the future position of 
ur-rently observed stimuli after an impeding eye movement. Moreover, in the 
aseof overt deployment of attention, a 
ru
ial issue is to be able to update theposition of previously attended stimuli after ea
h sa

ade (see �gure 2).Sa

adi
 eye movements are too fast to suppose that a memory of the tar-gets 
an be 
ontinuously updated with the visual input. Hen
e, a spe
i�
me
hanism using the memorized lo
ations of the targets and an impeding eye10



movement, predi
ting the future positions of these targets must exist. Thefrontal eye �eld (FEF) might be involved in su
h a 
ir
uit. As shown by [29℄,FEF re
eives proje
tions from the superior 
olli
ulus (SC), relayed by themediodorsal thalamus, whi
h 
ould 
onvey a 
orollary dis
harge of movement
ommands. Several studies have also shown memory related a
tivity in FEF[16℄ as well as predi
tive responses [35℄. This illustrates that the brain a
tually
onsists in several 
ooperating areas.
2.2 Computational approa
hes to visual attentionIn the �eld of 
omputational neuros
ien
e, several attempts at modeling visualattention have been proposed. The pioneering work of [15℄, relying on theFeature Integration Theory[32℄, distinguishes several 
hannels extra
ted fromthe visual input (
olor, orientation, intensity), ea
h of them represented indi�erent sets of maps, used to build 
onspi
uity maps to �nally lead to a singlespatial map representing the behavioral relevan
e of ea
h lo
ation in the visual�eld, the so-
alled salien
y map. The sele
tion of a lo
ation to attend to is thendetermined by a winner-take-all operation on the salien
y map. A memoryof the attended lo
ations �nally biases that winner-take-all 
omputation toavoid attending to previously attended lo
ations. This phenomenon re
e
tsone 
omponent of the inhibition-of-return introdu
ed by Posner and detailedin the previous se
tion : a 
ued lo
ation fa
ilitates the deployment of attentionat that lo
ation when the time between the 
ue and the target is short, but,for longer delays, we observe the reverse e�e
t and, if the target is presentedat a 
ued lo
ation, its pro
essing takes longer. The model proposed by Ko
hand Ullman was the �rst step to further developments [14℄ but, from the past11



few years, we are observing a slight shift from purely feedforward models tomodels using both feedforward and feedba
k proje
tions [34℄, sin
e it is nowwidely a

epted that feedba
k in
uen
es play a 
ru
ial role in single unitpro
essing. Among these models, we will fo
us in the rest of this arti
le on thework of Hamker [13℄. This model 
learly distinguishes between the ventral anddorsal pathways with a feature-based and a spatial stream pro
essed along twoseparate pathways. It also emphasizes the role of feedba
k proje
tions that aresupposed to be the 
ause of attentional e�e
ts. The ventral stream providesa feature-based bias 
orresponding to an obje
t of interest (an obje
t we arelooking for in a visual sear
h task for example) and the dorsal stream providesa spatial bias 
orresponding to a region of interest, that might be the targetfor an impeding eye movement. The main hypothese is that V4 
ould be anintermediate layer, being the major sour
e of information 
arrying along theventral and dorsal pathways, and the major target of proje
tions from higher
orti
al areas. The proposed model exhibits good performan
es in visual sear
htask but one of the limitations is that the model is restri
ted to the 
overtdeployment of attention, where no eye movement is initiated. We will see in thefollowing se
tions a possible extension of this approa
h to deal with sa

adi
eye movements.
2.3 A 
omputational modelThe models we propose are built in the framework of lo
al, distributed, numer-i
al 
omputations by 
onsidering assemblies of units that we 
all maps, ea
hunit being 
onne
ted with other units in the same map by lateral 
onne
tionsand with units from other maps by a�erent 
onne
tions. A unit is a stand-alone12




omputational element, 
hara
terised by a numeri
 a
tivity uM(x; t) that islo
ally updated by 
omputing the in
uen
e of input units. The a
tivity of ea
hunit follows the ordinary di�erential equation 1 
oming from the ContinuumNeural Field Theory [1℄ as explained in the introdu
tion.uM(x; t+ 1)= uM(x; t) + �:ÆuM(x; t)ÆuM(x; t)= Xy2M wxy:uM(y; t) + I(uM 0(y; t); y 2 M 0;M 0 6= M) (1)where M and M 0 are maps of units and I(uM 0(y; t);M 0 6= M) is a fun
tion
omputing the in
uen
e of input units.FIGURE 3A key point is to determine how the 
ells 
ombine their inputs to performtheir lo
al 
omputations. V4 neurons are a striking example of attentionalmodulation at the single 
ell (or small population) level, as explained in theprevious se
tion. Let us 
onsider a population of orientation sele
tive 
ells,re
eiving a�erent 
onne
tions from lower level areas, these 
onne
tions beingdire
tly modulated by feedba
k 
onne
tions 
oming from higher level areas.These feedba
k proje
tions 
arry information about the features of an obje
t ofinterest (feature based attention) and a lo
ation that might be the target of animpeding a
tion (spatial attention) that have been shown to have an in
uen
eon the response of V4 neurons. In [31,25℄, the authors show that, amongdi�erent possibilities of integration of the feedba
k modulation, the 
ontrastgain model seems to be the most suitable (�gure 3a). In this model, if we re
ordthe a
tivity of one unit while presenting two stimuli in the re
eptive �eld ofthe population (a preferred and a non-preferred stimulus for the 
onsideredunit), we observe two properties (�gure 3b) :13



� attending the preferred stimulus drives the a
tivity of the 
ell toward itsresponse when only the preferred stimulus is presented� attending the non-preferred stimulus drives the a
tivity of the 
ell towardits response when only the non-preferred stimulus is presentedThese modulatory e�e
ts re
e
t the biased 
ompetition me
hanism introdu
edby [8℄ and illustrate how we 
an deal with biologi
al data at the single-
elllevel.Let us now 
onsider modeling at a higher level, gathering elementary 
om-putational units to form maps. These maps 
ombine 
ows of information and
ooperate in a distributed way to allow the emergen
e of a global behavior. Asan illustrating example, let us 
onsider the me
hanisms with whi
h the brainmight memorize the attended lo
ations and update these positions after ea
heye movement, in the 
ase of an overt deployment of attention (�gure 2). In[38℄, we have proposed to 
onne
t homogeneous assemblies of units to builda dynami
 working memory 
ir
uit. We have extended this model in [10℄ totake into a

ount the eye movements while performing a visual sear
h task, byadding a me
hanism that predi
ts the 
onsequen
es of these sa

ades on thevisual per
eption. We have shown that disrupting this me
hanism drasti
allyimpairs the performan
es of the system. At the single 
ell level, these modelsare homogeneous and are built with the same basi
 units. The spe
i�
ity ofea
h map only 
omes from the pattern of 
onne
tions that 
onne
t it to theother maps. The stru
ture of these proje
tions de�nes the ar
hite
ture at amesos
opi
 level.We 
an also 
onsider a model as a whole, and use it to perform visual sear
htasks, measuring psy
hologi
al variables as, for example, the rea
tion time.14



Let us 
onsider the model depi
ted on �gure 4. This �gure illustrates how themodels proposed in [13℄ and [10℄ 
ould be 
ombined, leading to one amongother possibilities of 
omputational models that gather the psy
hologi
al andphysiologi
al data detailed in the previous se
tions. The purpose of this arti
leis not to explain deeply the patterns of 
onne
tions between the maps. Rather,we would like to emphasize how the 
ows of information are 
ombined to allowthe emergen
e of a behavior in a distributed ar
hite
ture. The interested reader
an �nd a 
omplete des
ription of the models in [13℄ and [10℄.FIGURE 4The visual input is pro
essed in parallel in di�erent maps, extra
ting basi
features. This distributed representation of the visual input, labeled FeatureMaps, then feeds two pathways, a spatial non-feature spe
i�
 one and a fea-ture roughly non-spatial one. The main purpose of the �rst is to spatiallysele
t a lo
ation of interest (within the Salien
y and Fo
us maps), to mem-orize that that given lo
ation has been attended to (the memory 
onsists ina re
urently 
onne
ted 
ir
uit labeled working memory), and to anti
ipatethe 
onsequen
es of an eye movement on this memory, if the movement istriggered (with the Anti
ipation map). A key point of the model is the useof feedba
k proje
tions of the sele
ted lo
ation to the Feature maps, biais-ing this distributed representation toward the features of the stimulus at theattended lo
ation. The feature spe
i�
 pathway then 
ombines this represen-tation with a target template. This template might be a 
omplex 
ombinationof basi
 features and is also proje
ted via feedba
k 
onne
tions to the Fea-ture maps. The resulting a
tivities in the Feature pro
essing maps is thenpropagated to the de
ision area so as to provide it with the ne
essary 
luesto de
ide whi
h behavior to adopt. In our 
ase, we distinguish two de
isions15



: one is to swit
h 
overtly the lo
us of attention (
overt attention) and theother is to perform an eye movement toward that lo
ation (overt attention). Astriking 
onsequen
e of the distributed nature of the 
omputations is that thememory is fed with an attended lo
ation at the same time that the de
isionto swit
h overtly of 
overtly the attention is taken.
If we now use this model to perform a visual sear
h task and see it as a bla
kbox, we 
an restri
t the measurements to the available ones from the point ofview of an external observer, as it would be done by psy
hologists performingthis kind of task with monkeys. We 
an for example measure the time it takesfor the model to perform the task. In a task involving eye movements, we 
analso re
ord the number of sa

ades performed by the \subje
t", the target ofthe movements, the s
anpath, et
.. The �gure 5 represents the rea
tion time,fun
tion of the set size, in the two paradigms of feature sear
h and 
onjun
tionsear
h. In the �rst 
ase, the task is to dete
t a blue bar, among green bars. Inthe se
ond 
ase, the task is to dete
t a blue bar at 45 degrees among distra
torsthat share at least one feature with the target, namely green bars at 45 degreesor blue bars at 135 degrees. We 
an then observe a 
lassi
al set size e�e
t : in afeature sear
h, the time to perform the task does not depend on the number ofdistra
tors whereas the time to perform a 
onjun
tion sear
h linearly dependson the set size.

FIGURE 516



3 Dis
ussion
The interplay between neuros
ien
e and 
omputer s
ien
e 
learly needs to bereinfor
ed if we want to go any further in our understanding of 
ognition. Thisis one of the goals of the �eld of 
omputational neuros
ien
es that aims ulti-mately at gathering knowledge and expertise from several domains to proposenew theories for brain and 
ognition. This arti
le highlights a possible wayof bridging the gap between 
omputer s
ien
e and neuros
ien
e by explain-ing what are the interests and the 
onstraints of modeling and how to 
opewith the huge amount of available data from psy
hologi
al experiment, fMRI,single 
ell re
ording, et
. We have to make hypothesis and 
hoi
es withoutne
essarily having the legitima
y to do so. However, we think that havingsu
h a strongly 
onstrained and 
learly de�ned modeling framework helps usto make the right asumptions. In this sense, we 
learly try to restri
t ourselvesto the design of the most simple model that 
an explain data without strong
onsiderations for an exa
t model. For example, we know that 
ommuni
ationbetween neurons is done using spike trains while we are using mean-�ring ratemodels of neuron. At the single 
ell level, this would be a hardly-defendableposition sin
e we 
annot take into a

ount a wide range of phenomena thatare known to happen at this s
ale. However, at the fun
tional level, where vir-tually thousands of su
h units are intera
ting together, this assumption makessense and helps us to have a better understanding of the whole. Of 
ourse,a question remains on how properties of a fun
tional model would 
ope witha more detailed model of neurons. Would it 
hange fundamentally or wouldit be rather a re�nement of the existing properties: the strength of 
omputa-tional models is to have the opportunity to re�ne this level of des
ription, to17




ompare it with more pre
ise observations, without drawing again the wholesystem.At the mesos
opi
 level, modeling meets neuros
ien
e on the analysis of impli-
ated populations and of their underlying behavior. Similarly to the re�nementpro
ess in neuros
ien
e that 
orresponds to iteratively better understand thefun
tional role of a 
orti
al map in a task, 
omputational models 
an alsoenri
h their des
ription of maps of 
omputing units, seen as the 
rossroadsof feed-forward, feed-ba
k and lateral information 
ows. At this level, addinglearning rules, designed as the way to des
ribe the mutual in
uen
e of these
ows, is 
ertainly the most important task to 
onsider in the near future.The behavior of 
omputational models at the ma
ros
opi
 level is intended tohave a deep impa
t in the behavioral neuros
ien
e and to o�er them a newbehaving entity on whi
h to apply their measurement and analysis. This 
anbe parti
ularly interesting if the simulations are embedded in su
h autonomousagents as robots, giving a dire
t a

ess to an embodied 
ognition.
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Fig. 1. Feature sear
h 
an be performed very qui
kly as illustrated on the left part ofthe �gure; the dis
 shape literally pops out from the s
ene. However, as illustratedon the right part of the �gure, if the stimuli share at least two features, the popout e�e
t is suppressed. Hen
e, �nding the dis
 shape with the stripes going fromup-left to down-right requires an a
tive s
an of the visual s
ene.
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3Fig. 2. When s
anning a visual s
ene, going for example from stimulus 1 to stim-ulus 4, as illustrated on the left of the �gure, the image re
eived on the retina isradi
ally 
hanged after ea
h eye movement. When the task requires to memorizethe positions of the previously fo
used stimuli, the diÆ
ulty is to be able to updatetheir memorised positions after ea
h sa

ade. The �gures on the stimuli are shownonly for explanation purpose and do not appear on the s
reen; all the stimuli areidenti
al.
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Receptive field

Population of orientation selective cells
Feature based

attention Spatial attention

a) b)Fig. 3. a) A population of orientation sele
tive 
ells sharing the same re
eptive �eld.The a�erent 
onne
tions are modulated by feature-based and spatial attention asproposed in the 
ontrast gain model b) When a prefered and non-prefered stimuliare both presented in the re
eptive �eld, the response of the neuron is an averagebetween the responses to the stimuli presented separately. When feature-based at-tention is dire
ted either toward one or the other stimulus, the 
ells respond as ifonly the attended stimulus was present. This e�e
t is even stronger when spatialattention is dire
ted toward the re
eptive �eld.
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Fig. 4. An example of model relying on lo
al, distributed, asyn
hronous and nu-meri
al 
omputations, used to perform a visual sear
h task. Further details 
an befound in the text below.
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Fig. 5. The rea
tion time, de�ned as the number of 
omputational steps requieredto perform the task, in
reases linearly with the set size in the 
onjun
tion sear
hparadigm while keeping 
onstant in the feature sear
h paradigm.
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