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Syst̀eme de Quorums Temporiśe pour environements
dynamiquesà grandeéchelle

Résuḿe : Ce rapport pŕesente le Système de Quorums Temporisé (SQT), un nouveau système
de quorums d́edíe au syst̀emes dynamiques̀a grandeéchelle. SQT requiert que deux quorums
s’intersectent avec forte probabilité si ils sont utiliśes durant la m̂eme courte ṕeriode de temps. Il pro-
pose un algorithme implémentant SQT et qui vérifie l’atomicit́e probabiliste: un crit̀ere de coh́erence
imposant que toute opération respecte l’atomicité avec forte probabilité. Cette impĺementation
possde des quorums de tailleO(

√
nD) acćed́e enO(log

√
nD) délais de message, avecn la taille

du syst̀eme etD est ńecessaire pour pallier le dynamisme.

Mots clés : Temps, Quorums, Va-et-vient, Passageà l’échelle, Atomicit́e probabiliste
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1 Introduction

The need of resources is a main motivation behind distributed systems. Take peer-to-peer (p2p)
systems as an example. A p2p system is a distributed system that has no centralized control. The
p2p systems have gained in popularity with the massive utilization of file-sharing applications over
the Internet, since 2000. These systems propose a tremendous amount of file resources. More
generally, there is an increasing amount of various computing devices surrounding us: IDC predicts
that there will be 17 billions of traditional network devices by 2012. In such context, it is common
knowledge that scalability has become one of the most important challenges of today’s distributed
systems.

The scale-shift of distributed systems modifies the way computational entities communicate. En-
ergy dependence, disconnection, malfunctioning, and other environmental factors affect the avail-
ability of various computational entities independently.This translates into unregular periods of
activity during which an entity can receive messages or compute tasks. As a result of this indepen-
dent and periodic behaviors, these systems are inherently highly dynamic.

Quorum system is a largely adopted solution for communication in message-passing system.
Despite the interest for emulating shared-memory in dynamic systems [9, 12, 5, 3], there is no
scalable solution due to the cost of their failure handling mechanism or their operation complexity.
This report proposes a new quorum system, Timed Quorum System (TQS), whose quorums have
a bounded lifetime and that intersect with high probabilityduring their lifetime. We propose an
implementation of TQS that emulates a probabilistic atomicmemory, provided that each node is
able to approximate the system size. We show that the resulting quorum size isO(

√
nD). Factor

n is the number of nodes and factorD is required to handle the dynamism of nodes in the system
and can be bounded if operations are sufficiently frequent. That is, quorum size becomesO(

√
n),

which is optimal, as proved in [14], for static settings. Moreover, the expected time for an operation
to contact a quorum isO(log

√
nD) message delays.

Related work. Dynamic quorum system is an active research topic. Some dynamic quorums rely
on failure detectors where if a failure is detected, then thequorum is adapted. This adaption leads to a
redefinition of the quorums [9, 17] or to the replacement of the failed nodes in the quorums [16, 1, 7].
For example, in [1, 7], a communication structure is continuously maintained to ensure that quorum
intersects at all time (with high probability).

Other solutions relies on periodic reconfigurations [12, 3]where the quorum systems are sub-
sequently replaced. These solutions are different from theprevious ones since the newly installed
quorums do not need to intersect with the previous ones. In [5] a quorum abstraction states requires
two properties: (i) intersection and (ii) progress, in which the notion of time is introduced. First,
a quorum of a certain type intersects the quorum of another type contacted subsequently. Second,
each node of a quorum remains active between the time the quorum starts being probed and the time
the quorum stopped being probed.

As far as we know, TQS is the first quorum system that expressesguarantees that are both timely
and probabilistic. Time and probability relax the traditional intersection requirement of quorums.
We present a scalable emulation of a probabilistic atomic memory where each operation is atomic
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4 V. Gramoli & M. Raynal

with high probability and where expected operation messagecomplexity isO(
√

nD) and expected
operation time complexity isO(log

√
nD). If operations are sufficiently frequent thenD becomes a

constant leading to quorum of sizeO(
√

n).

Roadmap. The following report is divided as follows. Section 2 presents the model of the system
and defines the problem addressed in this report. Section 3 presents the Timed Quorum System that
is at the heart of our solution. The TQS implementation is specified in Section 4. Section 5 proves
that our implementation is correct and that it verifies probabilistic atomicity. Section 6 gives the
complexity of our solution and Section 7 concludes the report.

2 System Model and Problem Definition

2.1 Model

The computation model is very simple. The system consists ofn nodes. It is dynamic in the fol-
lowing sense. Every time unit,cn nodes leave the system andcn nodes enter the system, wherec
is an upper bound on the percentage of nodes that enter/leavethe system per time unit and is called
thechurn; this can be seen as new nodes “replacing” leaving nodes. A node leaves the system either
voluntarily or because it crashes. A node that leaves the system does not reenter it later. (Practically,
this means that, when a node reenters the system, it is considered as a new node; all its previous
knowledge of the system state is lost.)

Figure 1 describes a possible system evolution. Initially (time t), there aren nodes (identified
from 1 to n; let us taken = 5 to simplify). Letc = 0.2, which means that, every time unit,nc = 1
node changes (a node disappears and a new node replaces it). Then, at timet + 1 the node2 is
replaced by the node2′. Let∆ = 4. At time t+4, we see that the nodes3 andn have been replaced
by the nodes3′ andn′, respectively, while the new node2′ has in turn been replaced by the node2′′

and the nodes1 and4 still belong to the system. The important point here is that anew node can in
turn be replaced at a later time. TheuniverseU denotes all the nodes of the system, plus the ones
that have already leave the system and the ones that have not joined the system yet.

Time line

1

12

3
3

3′

4
4

n
4

n2′
1

...... ...

t t + 1

2′′

n
′

t
′ = t + ∆

Figure 1: System evolution
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Timed Quorum System for Large-Scale Dynamic Environments 5

For the sake of simplicity, it is assumed that for any subsetS of nodes, the portion of replaced
nodes isc|S|. As explained below, the model can be made more complex.

2.2 Problem

Most of the dynamic models assume that dynamic events are dependent from each other: only a
limited number of nodes leave and join the system during a bounded period of time. For instance
in [3], it is assumed that nodes departures are dependent: quorum replication ensures that all nodes
of at least any two quorums remain active between two reconfigurations occur. However, in a real
dynamic system, nodes act independently. Due to this independence, even with a precise knowledge
of the past dynamic events, one can not predict the future behavior of a node. That is, putting this ob-
servation into the quorums context, it translates into the impossibility of predicting deterministically
whether quorums intersect.

In contrast, TQS requires that quorums intersect with high probability. This allows to use a
more realistic model in which there is a certain probabilitythat nodes leave/join the system at the
same time. That is, the goal here is to measure the probability that quorum intersect while time
elapses. Observe that, realistically, the probability that k nodes leave the system increases at the
time elapses. As a result, the probability that a quorumQ(t) probed at timet and that a quorum
Q(t′) probed at timet′ intersect decreases as the period|t′ − t| increases. In the following we
propose an implementation of TQS where probability of intersection remains high.

More precisely, each quorum of our TQS implementation is defined for a given timet. Each
quorumQ(t) has a lifetime∆ that represents a period during which the quorum isreachable. Dif-
ferently to availability defined in [17], reachability doesnot depend on the number of nodes that are
failed in a quorum system because this number is unpredictable in dynamic systems. Instead, aQ(t)
quorum is reachable if at least one node of quorumQ(t) is reached with high probability: if two
quorums are reachable at the same time, they intersect with high probability. More generally, let two
quorumsQ(t) andQ(t′) of a TQS be reachable during∆ time (their lifetime is∆); if |t − t′| ≤ ∆
thenQ(t) andQ(t′) intersect with high probability.

Probabilistic Atomic Object. Initially, any object has a default valuev0 that is replicated at a set
of nodes andV denotes the set of all possible values present in the system.An object is accessed
by read or write operations initiated by some nodesi at timet ∈ T that returns or modify the object
valuev. (T is the set of all possible time instants.) If a node initiatesan operation, then it is referred
to as aclient. All nodes of the system, including nodes of the quorum system, can initiate a read
or a write operation, i.e., all nodes are potential clients and the multi-reader/multi-writer model is
used. In the following we only consider a single object accessed by operations that must satisfy
probabilistic atomicity.

A probabilistic atomic object aims at emulating a memory that offers high quality of service
despite large scale and dynamism. For the sake of toleratingscale-shift and dynamism, we aim
at relaxing some properties. However, our goal is to provideeach client with a distributed shared
memory emulation that offers satisfying quality of service. Quality of service must be formally stated
by a consistency criterion that defines the guarantees the application can expect from the memory
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6 V. Gramoli & M. Raynal

emulation. We aim at providing quality of service in terms ofaccuracy of read and write operations.
In other words, our goal is to provide the clients with a memory that guarantees that each read
or write operation will be successfully executed with high probability. We define the probabilistic
atomic object as an atomic object where operation accuracy is ensured with high probability.

Let us first recall properties 2 and 4 of atomicity from Theorem 13.16 of [13] which require that
any sequence of invocations responses of read and write operations applied tox satisfies a partial
ordering≺ such that:

• (π1, π2)-ordering: if the response event of operationπ1 precedes the invocation event of op-
erationπ2, then it is not possible to haveπ2 ≺ π1;

• (π1, π2)-return: the value returned by a read operationπ2 is the value written by the last
preceding write operationπ1 regarding to≺ (in case no such write operationπ1 exists, this
value returned is the default value).

The definition of probabilistic atomicity is similar to the definition of atomicity: only Properties 2
and 4 are slightly modified, as indicated below.

Definition 2.1 (Probabilistic Atomic Object) Let x be a read/write probabilistic atomic object.
Let H be a complete sequence of invocations responses of read and write operations applied to
objectx. The sequenceH satisfies probabilistic atomicity if and only if there is a partial ordering≺
on the successful operations such that the following properties hold:

1. For any operationπ2, there are only finitely many operationsπ1, such thatπ1 ≺ π2.

2. Letπ1 be a successful operation. Any operationπ2 satisfies(π1, π2)-ordering with high prob-
ability. (If π2 does not satisfy it, thenπ2 is considered as unsuccessful.)

3. if π1 is a write operation andπ2 is any operation, then eitherπ2 ≺ π1 or π1 ≺ π2;

4. Letπ1 be a successful operation. Any operationπ2 satisfies(π1, π2)-return with high proba-
bility. (If π2 does not satisfy it, thenπ2 is considered as unsuccessful.)

Observe that the partial ordering is defined on successful operations. That is, either an operation
π fails and this operation is considered as unordered or the operation succeeds and is ordered with
respect to other successful operations.

Even though an operation succeeds with high probability, inan infinite execution it is very likely
that at least one operation fails. However, our goal is to provide the operation requester (client) with
high guarantee of success for each of its operation request.

Additional Notations and Definitions. This paragraph defines several terms that are used in the
algorithm description. First, recall that a shared object is accessed through read operations, which
return the current value of the object, and write operations, which modify the current value of the
object. To clarify the notion of currency when concurrency happens, it is important to explain what
are the up-to-date values that could be considered as current. We refer to thelast valueas the value
associated with the largesttag among all values whose propagation is complete. We refer to the
up-to-date valuesat timet as all valuesv that satisfies one of the following properties:

Irisa



Timed Quorum System for Large-Scale Dynamic Environments 7

• Valuev is the last value.

• Valuev is a value whose propagation is ongoing and whose associatedtag is at least equal or
larger to the tag associated with the last value.

3 Timed Quorum System

This section defines Timed Quorum Systems (TQS). Before being created of after its lifetime elapses,
a quorum is not guaranteed to intersect with any other quorums, however, during its lifetime a quo-
rum is considered as available: two quorums that are available at the same time intersect with high
probability. In dynamic systems nodes may leave at any time,but this probability is bounded, thus
it is possible to determine the intersection probability oftwo quorums.

Next, we formally define TQS whose quorums intersection is probabilistic and depends on the
time quorums are created. As already mentioned, TQS are especially suited for dynamic systems
where the behavior of nodes is unpredictable, since they simply require probabilistic intersection
and no deterministic intersection. Moreover, quorums experiences a bounded lifetime so that their
intersection guarantees are timely. Recall that the universeU contains the set of all possible nodes,
including the one that have not join the system yet. First, werecall the definition of aset systemas
a set of subsets of a universe of nodes. Recall that the universeU contains the set of all possible
nodes, including the one that have not join the system yet.

Definition 3.1 (Set System)A set systemS over a universeU is a set of subsets ofU .

Then, we define the timed access strategy as an access strategy over a set system that may vary
over time. This definition is motivated by the fact that an access strategy defined over a setS can
evolve. To compare with the existing probabilistic dynamicquorums, in [1] the authors defined a
dynamic quorum system using an evolving strategy that mightreplace some nodes of a quorum while
its access strategy remains identical despite this evolution. Unlike the dynamic quorum approach,
we need a more general framework to consider quorums that aredifferent not only because of their
structure but also because of how likely they can be accessed. The timely access strategy adds a
time parameter to the seminal definition access strategy given by Malkhi et al. [14], A timely access
strategy is allowed to evolve over time.

Definition 3.2 (Timed Access Strategy)A timed access strategyω(t) for a set systemS at time
t ∈ T is a probability distribution on the elements ofS at timet. That is,ω : S×T → [0, 1] satisfies
at any timet ∈ T :

∑

s∈S
ω(s, t) = 1.

Informally, at two distinct instantst1 ∈ T andt2 ∈ T , an access strategy might be different for
any reason. For instance, consider that some nodei is active at timet1 while the same nodei is
failed at timet2, hence it is likely that ifi ∈ s, thenω(s, t1) 6= 0 while ω(s, t2) = 0. This is due to
the fact that a node is reachable only when it is active.

Definition 3.3 (∆-Timed Quorum System) LetQ be a set system, letω(t) be a timed access strat-
egy forQ at timet, and let0 < ǫ < 1 be given.

PI n ˚ 1859



8 V. Gramoli & M. Raynal

The tuple〈Q, ω(t)〉 is a ∆-timed quorum systemif for any quorumsQ(t1) ∈ Q accessed with
strategyω(t1) andQ(t2) ∈ Q accessed with strategyω(t2), we have:

∆ ≥ |t1 − t2| ⇒ Pr[Q(t1) ∩ Q(t2) 6= ∅] ≥ 1 − ǫ.

4 Timed Quorum System Implementation for Probabilistic Atomic
Memory

In the following, we present a completely structureless memory. The quorum systems this mem-
ory uses does not rely on any structure which makes it flexible. In contrast with using a logical
structured overlay (e.g., [15]) for communication among quorum system nodes, we use an unstruc-
tured communication overlay [6]. The lack of structure presents several benefits. First, there is no
need to readapt the structure at each dynamic event. Second,there is no need for detecting failure.
Our solution proposes a periodic replication. To ensure thepersistence of an object value despite
unbounded leaves, the value must be replicated an unboundednumber of times. The solution we
propose requires periodic operations and an approximationof the system size. Although we do not
focus on the problem of approximating the system sizen, we suggest the use of existing protocols
approximating closely the system size in dynamic systems [11].

4.1 Replicating during Client Operations

Benefiting from the natural primitive of the distributed shared memory, values are replicated using
operations. Any operation has at its heart a quorum-probe that replicates value. On the one hand,
it is natural to think of a write operation as an operation that replicates a value. On the other hand,
in [2] a Theorem shows that ”read must write”, meaning that a read operation must replicates the
value it returns. This raises the question: if operations replicate, why does a memory need additional
replication mechanism? In large-scale systems, it is also reasonable to assume that shared objects
are frequently accessed because of the large number of participants.

The replication mechanism for structureless memory has been motivated by these observations.
Since operations provide replication and shared objects experience frequent operation requests in
large-scale systems, frequent replications can be mainly ensured by client operations. Consequently,
replication does not produce a significant communication overhead regarding to the communication
complexity of operations. More precisely, as long as operations are frequent enough, replication
is not required. When the communication complexity is high due to the numerous participants
requesting the memory, then there is no necessary additional replication mechanism and additional
complexity is null. However, at some time when operations frequency decreases, the object value
must be replicated to prevent unavailability. Observe thatthe lack of operation communication
complexity compensates the communication complexity induced by this replication.

Irisa



Timed Quorum System for Large-Scale Dynamic Environments 9

4.2 Quorum Probe

The algorithm is divided in three distinct parts that represent the state of the algorithm (Lines 1–11),
the actions initiated by a client (Lines 12–39), and the actions taken upon reception of messages by
a node (Lines 40–58), respectively. Each nodei has its own copy of the object called its valueval i
and an associated tagtag i. Field tag is a couple of a counter and a node identifier and represents, at
any time, the version number of its corresponding valueval . We assume that, initially, there areq
nodes that own the default value of the object, the other nodes have their valuesval set to⊥ and all
their tags are set to〈0, 0〉.

Algorithm 1 Disseminating Memory at nodei
1: State of nodei:
2: q = β

√
n

(1−c)
∆
2

, the quorum size

3: ℓ, k ∈ N the disseminating parameters taken such thatkl+1−1
k−1

≥ q

4: val ∈ V , the value of the object, initially⊥
5: tag , a couple of fields:
6: counter ∈ N, initially 0
7: id ∈ I, an identifier initiallyi

8: marked , an array of boolean initiallyfalse at all indices
9: sent-to-nbrs1 , sent-to-nbrs2 two sets of node identifiers, initially∅

10: rcvd-from-qnodes, an infinite array of identifier sets, initially∅ at all indices
11: sn ∈ N, the sequence number of the current phase, initially 0

12: Readi:
13: 〈val , tag〉 ← Consult()
14: Propagate(〈val , tag〉)

15: Write( v )i:
16: 〈∗, tag〉 ←Consult()
17: tag.counter ← tag.counter + 1
18: tag.id ← i

19: val ← v

20: Propagate(〈val , tag〉)

21: Consulti:
22: ttl ← ℓ

23: sn ← sn + 1
24: while (|sent-to-nbrs1 | < k) do
25: send〈CONS, val , tag, ttl , i, sn〉 to (k − |sent-from-nbrs1 |) neighbors6= j

26: sent-to-nbrs1 ← sent-to-nbrs1 ∪ {j}
27: end while
28: sent-to-nbrs1 ← ∅
29: wait until |rcvd-from-qnodes[sn]| ≥ q

30: return (〈val , tag〉)

Each read and write operation is executed by clienti in two subsequent phases, each dissemi-
nating a message toq = O(

√
nD) nodes, whereD = 1/(1 − c)∆ is required to handle churnc
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10 V. Gramoli & M. Raynal

during period∆.1 The two subsequent phases are called theconsultation phaseand thepropagation
phase. The consultation phase aims at consulting the up-to-date value of the object that is present in
the system. (This value is identifiable since it associates the largest tag present in the system.) More
precisely, clienti disseminates a consultation message toq nodes so that each receiverj responds
with a message containing valueval j and tagtagj so that clienti can updateval i andtag i. In fact,
i updatesval i and tag i if and only if the tag i has either a smaller counter thantagj or it has an
equal counter but a smaller identifiersi < j (node identifiers are always distinct); in this case we
saytag i < tagj for short (cf. Lines 47 and 49). Ideally, at the end of the consultation phase clienti
has set its valueval i to the up-to-date value. Read and write operations differ from the value and tag
that are propagated by the clienti. Specifically, in case of a read, clienti propagates the value and
tag pair freshly consulted, while in the case of write, client i propagates the new value to write with
a strictly larger tag than the largest tag thati has consulted so far. The propagation phase propagates
the corresponding value and tag by dissemination among nodes.

31: Propagate(〈 val,t 〉)i:
32: ttl ← ℓ

33: sn ← sn + 1
34: while (|sent-to-nbrs1 | < k) do
35: send〈PROP, val , tag, ttl , i, sn〉 to (k − |sent-to-nbrs1 |) neighbors6= j

36: sent-to-nbrs1 ← sent-to-nbrs1 ∪ {j}
37: end while
38: sent-to-nbrs1 ← ∅
39: wait until |rcvd-from-qnodes[sn]| ≥ q

40: Participatei (Activated upon reception of a message):
41: recv〈type, v , t , ttl , client-id , sn〉 from j

42: if (marked [sn]) then
43: send〈type, v , t , ttl , client-id , sn〉 to a neighbor6= j

44: else
45: marked [sn]← true

46: if ((type = CONS)) then 〈v, t〉 ← 〈val , tag〉
47: if ((type = PROP)) then 〈val , tag〉 ← 〈v, t〉
48: if (type = RESP) then
49: if (tag < t) then 〈val , tag〉 ← 〈v, t〉
50: rcvd-from-qnodes[sn]← rcvd-from-qnodes[sn] ∪ {j}
51: ttl ← ttl − 1
52: if (ttl > 0) then
53: while (|sent-to-nbrs2 | < k) do
54: send〈type, v , t , ttl , client-id , sn〉 to (k − |sent-to-nbrs2 |) neighbors6= j

55: sent-to-nbrs2 ← sent-to-nbrs2 ∪ {j}
56: end while
57: sent-to-nbrs2 ← ∅
58: send〈RESP, val , tag, ttl ,⊥, sn〉 to client-id

Next, we focus on the dissemination procedure that is at the heart of the consultation and prop-
agation phases. There are two parameters,ℓ, k, that define the way all consultation or propagation

1In [14], it has been showed thatq = O(
√

n) is sufficient in static systems.
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Timed Quorum System for Large-Scale Dynamic Environments 11

messages are disseminated. Parameterℓ indicates the depth of the dissemination, it is used to set a
time-to-live fieldttl that is decremented at each intermediary node that participates in the dissemi-
nation; if ttl = 0, then dissemination is complete. Parameterk represents the number of neighbors
that are contacted by each intermediary participating node. Together, parametersℓ andk define the
number of nodes that are contacted during a dissemination. This number iskℓ+1

−1
k−1 (Line 3) and

represents the number of nodes in a balanced tree of depthℓ and degreek + 1: each node having at
mostk children. (This value is provable by recurrence on the depthℓ of the tree.) Observe thatℓ and
k are chosen such that the number of nodes that are contacted during a dissemination be larger than
q as written Line 3.

There are three kind of messages denoted by messagetype: CONS, PROP, RESP indicating
if the message is a consultation message, a propagation message, or a response to any of the two
other messages. When a new phase starts at clienti, a time-to-live fieldttl is set toℓ and a sequence
numbersn is incremented. This number is used in message exchanges to indicate whether a mes-
sage corresponds to the right phase. Then the phase proceedsin sending continuously messages to
k neighbors waiting for their answer (Lines 24–27 and Lines 34–37). When thek neighbors an-
swer, clienti knows that the dissemination is ongoing. Then clienti receives all messages until a
large enough numberq of nodes have responded in this phase, i.e., with the right sequence number
(Lines 29, 39). If so, then the phase is complete.

Observe that during the dissemination, messages are simplymarked (if not so), responded (to
client i), and reforwarded to other neighbors (untilttl is null). Messages are marked by the node
i that participates into a dissemination for preventing nodei from participating multiple times in
the same dissemination (Line: 42). As a result, if nodei is asked several times to participate, it
first participates (Lines 45–58) and then it asks another node to participate (Lines 42–44). More
precisely, ifmarked [sn] is true, then nodei re-forwards messages of sequence numbersn without
decrementing thettl . Observe that phase termination and dissemination termination depends on the
number of participants rather than the number of responses:it is important that enough participants
participate in each dissemination for the phase to eventually end.

4.3 Preventing Stale Value Propagation

It is interesting to understand how a value can be read and written using timed quorum system. First,
observe that some quorum might not intersect, though this isvery unlikely. There is an intersection
between any two quorums with high probability, thus, there might exist a quorum that does intersect
any other. The goal of the read operation is to return the mostup-to-date value of the object, while
the goal of the write is to propagate a new value that must appear as more up-to-date than any other.

Due to probabilistic guarantees, each operation might not satisfy its goal. Indeed, a consultation
might fail in contacting any node that has the largest tag andup-to-date value. The subsequent
propagation phase tries, in case of a read operation, to propagate a stale value, or, in case of a write
operation, to propagate a value with a potentially non-adequate tag. Remark that a write operation
whose consultation failed might still associate its value the largest tag. Propagating low tag or
stale value may have dramatical consequence on further operations. Since intersection probability
depends on the number of nodes that own up-to-date value and largest tag, it is crucial that no
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stale value overwrite an up-to-date value so as no low tag overwrite the largest tag. To remedy this
problem, each node contacted during a propagation updates its current tag-value pair only if the
propagation informs it about a more up-to-date value associated a larger tag (cf. Lines 47 and 49).

4.4 Contacting Participants Randomly

In order to contact the participants randomly, we implemented a membership protocol [6]. In this
protocol, each node has a set ofm neighbors called its viewNi, it periodically updates its view and
recomputes its set of neighbors. Algorithm 2 Our underlyingmembership algorithm provides each
node with a set ofm ≥ k +1 neighbors, so that phases of Algorithm 1 disseminate through a tree of
degreek + 1. Algorithm 2, presented here, is a variant of the Cyclon algorithm [18] and was used
in [4]. This algorithm shuffles the view at each cycle of its execution so that it provides randomness
in the choice of neighbors. Moreover, it has been shown by simulation that the communication
graph obtained with Cyclon is similar to a random graph whereneighbors are picked uniformly
among nodes [10]. Finally, for a different purpose we already have simulated this variant of Cyclon
in [4]: the results obtained was really similar to the one obtained with artificial uniformity.

Algorithm 2 Neighborhood Management using a variant of Cyclon.
1: Initial State of node i:
2: Ni, the view initially filled of some neighbor entries.
3: v, the maximal view size.

4: Active Thread at nodei:
5: for j′ ∈ Ni do
6: tj′ ← tj′ + 1

7: j ← j′′ : tj′′ = maxj′∈Ni
(tj′)

8: send(REQ′,Ni \ {ej} ∪ {〈i, 0〉}) to j

9: recv(ACK′,Nj) from j

10: duplicated-entries = {e : e.id ∈ Nj ∩ Ni}
11: N init

i ← Ni

12: Ni ← Nj \ duplicated-entries \ {ei}
13: for ek ∈ N init

i do
14: if |Ni| < v then
15: Ni ← Ni ∪ {ek}

16: Passive thread at nodei activated upon message reception:
17: recv(REQ′,Nj) from j

18: send(ACK′,Ni) to j

19: duplicated-entries = {e ∈ Nj : e.id ∈ Nj ∩Ni}
20: N init

i ← Ni

21: Ni ← Nj \ duplicated-entries

22: for ek ∈ N init
i do

23: if |Ni| < v then
24: Ni ← Ni ∪ {ek}

For the sake of uniformity, the membership procedure specified in Algorithm 2 is similar to the
Cyclon algorithm: each nodei maintains a viewNi containing one entry per neighbor. The entry of
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a neighborj corresponds to a tuple containing the neighbor identifier and its age. Nodei copies its
view, selects the oldest neighborj of its view, removes the entryej of j from the copy of its view,
and finally sends the resulting copy toj. Whenj receives the view,j sends its own view back toi
discarding possible pointers toi, andi andj update their view with the one they receive by firstly
keeping the entries they received. The age of neighborj entry denotes the time that elapsed since
the last message fromj has been receive; this is used to remove failed neighbor fromthe list. This
variant of Cyclon exchanges all entries of the view at each step and uses two additional parameters.

5 Correctness Proof

Here, we show that Algorithm 1 implements a timed quorum system and that it emulates the prob-
abilistic atomic object abstraction defined in Definition 2.1. The key points of this proof is to show
that quorums are sufficiently re-activated by new operations to face dynamism and that subsequent
quorums intersect with very high probability to achieve probabilistic atomicity.

5.1 Assumptions and Notations

First, we only consider executions starting with at leastq nodes that own the default value of the
object. In these executions, at least one propagation phasefrom a successful operation starts every
∆ time units and let the time of any phase be bounded byδ time units. We assume that during a
propagation that propagates a valuev to q nodes and that executes between timet andt + δ, there
is at least one instantt′ where theq nodes own valuev simultaneously. This instant,t′, can occur
arbitrarily between timet andt+δ. Even if this assumption may not seem realistic since propagation
occurs in parallel of churn (i.e., at the time the propagation contacts theqth node the first contacted
node may have left the system), our motivations for this assumption comes from the sake of clarity
of the proof and we claim that the absence of this assumption leads to the same results.

Second, we assume that Algorithm 2 used as our underlying communication protocol provides
each node with a view that represents a set of neighbors uniformly drawn at random among the
set of all active nodes. This assumption is reasonable since, as already mentioned, the underlying
algorithm is based on Cyclon that shuffles node views and provides communication graph similar to
a random graph [10].

Next, we show that Algorithm 1 implements a probabilistic object. Observe that the liveness
part of this proof relies simply on the activity of neighbors, and the fact that messages are eventually
received. More precisely, by examination of the code of Algorithm 1, and Algorithm 2, messages
are gossiped among neighbors while neighbors are uniformlychosen. It is clear that operation
termination depends on eventual message delivery. As a result, only the safety part of the proof
follows. In the following,val(φ) (resp.tag(φ)) denote, the value (resp. tag) consulted/propagated
by phaseφ.
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5.2 Correctness proof.

First, we restate a Lemma appeared in [8] that computes the ratio of nodes that leave the system
as time elapses, given a churn ofc. The result is the ratio of nodes that leave and join, and helps
computing the probability that up-to-date values remain reachable despite dynamism.

Lemma 5.1 The ratio of initial nodes that have been replaced afterτ time units is at mostC =
1 − (1 − c)τ .

For the proof of the above Lemma 5.1, please refer to [8]. The following Lemma gives a lower
bound on the number of nodes that own the up-to-date value at any time in the system. (Recall that
an up-to-date value is either the value with the largest tag and whose propagation is complete, or any
value with a larger tag, but whose propagation is ongoing.)

Lemma 5.2 At any timet in the system, the number of nodes that own an up-to-date value is at
leastq(1 − c)∆, where∆ is the maximum time between two subsequent propagation starts,q is the
quorum size, andc is the churn of the system.

Proof. With no loss of generality, letρ1, ..., ρk be all the ongoing propagations at timet and letρ0

be the latest successful propagation that is already finished at timet. By definition, allv(ρi) for
anyi ≥ 0 are the up-to-date values in the system. Propagationsρ1, ..., ρk must all have started after
time t − δ. By the periodicity assumption of propagation phase, propagationρ0 can not start earlier
than timet − ∆ + δ. Due to propagationρ0, there must beq nodes with valuev(ρ0) between times
t − ∆ + δ andt − ∆ + 2δ.

Since the number of replaced nodes increases as time elapses, assume a worst case scenario in
which q nodes own valuev(ρ0) at timet1 = t − ∆ + δ, we show that at leastq(1 − c)∆ nodes with
valuev(ρ0) remain in the system at timet2 = t + δ. By Lemma 5.1, we know that during period
t2 − t1 = ∆ exactly⌊q(1 − (1 − c)∆)⌋ nodes with valuev(ρ0) are replaced. Since propagations
ρ1, ..., ρk are ongoing, there may be some successful propagations among those ones that overwrite
some node values. Observe that if this overwriting happens only to nodes that already own value
v(ρi), then the number of nodes with valuev(ρi) remains at leastq(1 − c)∆ at timet + δ; if this
overwriting happens to nodes that do not own valuev(ρi) then this number increases. That is,
q(1− c)∆ is a lower bound of the number of nodes with valuev(ρi) at timet+ δ, which leads to the
result. 2

The following Fact gives this well-known bound on the exponential function, provable using the
Euler’s method.

Fact 5.3 (1 + x
n
)n ≤ ex for n > |x|.

Next Lemma lower bounds the probability that any consultation consults an up-to-date valuev.
Recall that sometime it might happen that a valuev′ is unsuccessfully propagated. This may happen
when a write operation fails in consulting the largest tag just before propagating valuev′. Observe
that in any case, a successful consultation returns only successfully propagated values.

Irisa



Timed Quorum System for Large-Scale Dynamic Environments 15

Lemma 5.4 If the number of nodes that own an up-to-date value is at leastq(1 − c)∆ during the
whole period of execution of consultationφ, then consultationφ succeeds with high probability
(≥ 1 − e−β2

, with β a constant).

Proof. The consultation of Algorithm 1 draws uniformly at randomq nodes, without replacement.
To lower bound the probabilityP that any consultation consults an up-to-date valuev, we compute
the probability that this value is obtained afterq drawings with replacement. It is clear that the
probability of obtaining a specific node afterq drawings is larger without replacement than with
replacement. The probability for a nodex uniformly chosen at random not to own the valuev is

Pr[x /∈ Q] = 1 − q(1−c)∆

n
that is, the probability not to consult valuev after q drawings, with

replacement, isPr[x1 /∈ Q, ..., xq /∈ Q] =
(

1 − q(1−c)∆

n

)q

. By Fact 5.3,Pr[x1 /∈ Q, ..., xq /∈

Q] ≤ e−
q2

n
(1−c)∆ , wheren > q(1 − c)∆. By replacingq by the quorum size given at Line 2 of

Algorithm 1 in the contrapositiveP ≥ 1 − e−
q2

n
(1−c)∆ we obtain the resultP ≥ 1 − e−β2

. 2

This corollary simply concludes the two previous Lemmas stating that any consultation executed
in the system succeeds by returning an up-to-date value.

Corollary 5.5 Any consultationφ succeeds with high probability (≥ 1 − e−β2

, with β a constant).

Proof. The result is straightforward from Lemma 5.2 and Lemma 5.4. 2

Last but not least, the two theorems conclude the proof by showing that Algorithm 1 implements
a∆-TQS and verifies probabilistic atomicity.

Theorem 5.6 Algorithm 1 implements a∆-Timed Quorum System, where∆ is the maximum time
between two subsequent propagation starts.

Proof. First observe that the set of quorums is the set of subsets ofq active nodes over the system at
time t. The timed access strategy at timet over the set of all quorums is the uniform access strategy
over all quorums since each node is chosen with a uniform access strategy among the active nodes
at timet. By Corollary 5.5, it is clear that the intersection betweentwo quorums is ensured with
high probability as long as one quorum starts being contacted ∆ timed before the other ends being
contacted. 2

Theorem 5.7 Algorithm 1 implements a probabilistic atomic object.

Proof. The proof shows that it exists an ordering≺ defined by the tags verifying Definition 2.1. This
ordering is such thatπi ≺ πj is equivalent to eithertag(πi) = tag(πj) andπi is a write andπj is a
read, ortag(πi) < tag(πj). Each property of Definition 2.1 is proved separately.

1. Property 1 is deduced straightforwardly from the other Properties.

2. The proof is done in two parts. First, we show that Property2 holds if consultation phase
of operationπ2 obtains an up-to-date value. Second, we show that this consultation phase
obtains an up-to-date value with high probability.
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(a) On the one hand, we denote byφi and byρi the respective consultation phase and prop-
agation phase of any operationπi. We show by contradiction that Property 1 holds if
φ2 consults an up-to-date value. By absurd, assume that it is false. That is, assume that
φ2 consults an up-to-date value, the response ofπ1 precedes the invocation ofπ2, and
π2 ≺ π1. Sinceφ2 consults an up-to-date value, we havetag(φ2) ≥ tag(π1). Now
there are two cases to consider: eitherπ2 is a read or a write. First, ifπ2 is a write then
tag(π2) > tag(φ2) ≥ tag(π1) by examination of the code of Algorithm 1 (cf. Lines 20).
By definition of≺, if tag(π2) > tag(π1) andπ2 is a write, then it can not happen that
π2 ≺ π1. Second, ifπ2 is a read thentag(π2) = tag(φ2) ≥ tag(π1) by examination
of the code of Algorithm 1 (cf. Lines 14). By definition of≺, if tag(π2) ≥ tag(π1)
andπ2 is a read, then it can not happen thatπ2 ≺ π1. As a result, this contradicts the
assumption, showing that Property 1 holds ifφ2 obtains an up-to-date value.

(b) On the other hand, Corollary 5.5 shows that any consultation obtains the most up-to-
date value with high probability. Since Property 2 holds if aconsultation ofπ2 consults
an up-to-date value, and since any consultation consults anup-to-date value with high
probability, the result follows.

3. Property 3 follows simply from the way tags are chosen. Letπ1 andπ2 be any two operations.
On the one hand, ifπ1 andπ2 are initiated at nodei, then they have distinct tag counters.
On the other hand, ifπ1 andπ2 are initiated at two distinct nodes, then they have distincttag
identifiersi andj. As a result, two operations have different tags and eithertag(ρ1) > tag(ρ2)
or tag(ρ1) < tag(ρ2) holds.

4. Property 4 fails only if the read operation is unsuccessful. The probabilityPπ for an operation
π to be unsuccessful is lower than the probabilityPφ that its consultationφ is unsuccessful.
Since we know by Corollary 5.5 that this later probabilityPφ is very low (Pφ = e−β2

), the
probabilityPπ that an operation is unsuccessful is very low too (Pπ < e−β2

). It follows that
Property 4 holds with high probability (≥ 1 − e−β2

).

2

6 Performance Results

Next Lemmas show the performance of our solution: the first Lemma gives the message complexity
of our solution while the second Lemma gives the time complexity of our solution. Observe first
that operations complete provided that sent messages are reliably delivered. Building onto this
assumption, an operation completes after contactingO(

√
nD) nodes. The following Lemma shows

this result.

Lemma 6.1 If messages are not lost, an operation complete after havingcontactedO(
√

nD) nodes.

Proof. This is straightforward from the fact that termination of the dissemination process is condi-
tioned to the number of distinct nodes contacted:q = O(

√
nD), with D = (1 − c)−∆ (cf. Line 2).
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Since there are two disseminating phases in each operation,an operation is executed after contacting
O(

√
nD) nodes. 2

Next Lemma indicates that an operation terminates inO(log
√

nD) message delays, in expecta-
tion.

Lemma 6.2 If messages are not lost, the expected time of an operation isO(log
√

nD) message
delays.

Proof. The proof relies on the fact thatq′ nodes are contacted uniformly at random with replacement.
In expectation, the numberq′ that must be contacted to obtainq distinct nodes isq′ = q = O(

√
nD).

Since nodes are contacted in parallel along a tree of depthℓ and degreek + 1, the time required to
contact all the nodes on the tree isℓ = O(logk q). That is, it is done inℓ = O(logk

√
nD) message

delays. 2

7 Conclusion

This report addressed the problem of emulating a distributed shared memory that tolerates scala-
bility and dynamism while being efficient. TQS ensures probabilistic intersection of quorums in
a timely fashion. Interestingly, we showed that some TQS implementation verifies a consistency
criterion weaker but similar to atomicity: probabilistic atomicity. Hence, any operation provided by
some TQS satisfies the ordering required for atomicity with high probability. The given implemen-
tation of TQS verifies probabilistic atomicity, provides lightweight (O(

√
nD) messages) and fast

(O(log
√

nD) message delays) operations, and does not require reconfiguration mechanism since
periodic replication is piggybacked into operations.

Since we started tackling the problem that node can fail independently, we are now able to
implement probabilistic memory into more realistic models. Previous solutions required that a very
few amount of nodes could fail at the same time. More realistically, a model should allow node to act
independently while requiring that failures occurring at the same time are unlikely. An interesting
question is: what probabilistic consistency can TQS achieve in such a realistic model?
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