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Syseme de Quorums Temporig pour environements
dynamiquesa grandeéchelle

Résune : Ce rapport pesente le Systme de Quorums TempogigSQT), un nouveau syshe
de quorums ddié au systmes dynamiquea grandeéchelle. SQT requiert que deux guorums
s'intersectent avec forte probabdlisi ils sont utili€s durant la ieme courte priode de temps. |l pro-
pose un algorithme impmentant SQT et quiérifie I'atomicite probabiliste: un créire de cobrence
imposant que toute @pation respecte I'atomi&tavec forte probabiit Cette imptmentation
possde des quorums de tailv/nD) ac&de enO(logv/nD) délais de message, aveda taille

du syséme etD est recessaire pour pallier le dynamisme.

Mots clés : Temps, Quorums, Va-et-vient, Passagi&chelle, Atomicié probabiliste
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1 Introduction

The need of resources is a main motivation behind distribsiestems. Take peer-to-peer (p2p)
systems as an example. A p2p system is a distributed systgrhdl no centralized control. The
p2p systems have gained in popularity with the massivezatitn of file-sharing applications over
the Internet, since 2000. These systems propose a treme@aoount of file resources. More
generally, there is an increasing amount of various comgudevices surrounding us: IDC predicts
that there will be 17 billions of traditional network devicby 2012. In such context, it is common
knowledge that scalability has become one of the most ilmpbrthallenges of today’s distributed
systems.

The scale-shift of distributed systems modifies the way agatnal entities communicate. En-
ergy dependence, disconnection, malfunctioning, andr@he@ronmental factors affect the avail-
ability of various computational entities independentiyhis translates into unregular periods of
activity during which an entity can receive messages or ademfasks. As a result of this indepen-
dent and periodic behaviors, these systems are inherdgtilyldynamic.

Quorum system is a largely adopted solution for commurocaith message-passing system.
Despite the interest for emulating shared-memory in dyoasystems [9, 12, 5, 3], there is no
scalable solution due to the cost of their failure handlirechanism or their operation complexity.
This report proposes a new quorum system, Timed Quorum 8y&®S), whose quorums have
a bounded lifetime and that intersect with high probabititying their lifetime. We propose an
implementation of TQS that emulates a probabilistic atomamory, provided that each node is
able to approximate the system size. We show that the neguitiorum size i€ (v/nD). Factor
n is the number of nodes and factbris required to handle the dynamism of nodes in the system
and can be bounded if operations are sufficiently frequehat 1, quorum size becoméX/n),
which is optimal, as proved in [14], for static settings. Maover, the expected time for an operation
to contact a quorum i®(log vn.D) message delays.

Related work. Dynamic quorum system is an active research topic. Somentigrguorums rely
on failure detectors where if a failure is detected, themtierum is adapted. This adaption leads to a
redefinition of the quorums [9, 17] or to the replacement effttiled nodes in the quorums [16, 1, 7].
For example, in [1, 7], a communication structure is cordimly maintained to ensure that quorum
intersects at all time (with high probability).

Other solutions relies on periodic reconfigurations [12wBfre the quorum systems are sub-
sequently replaced. These solutions are different fronptheious ones since the newly installed
quorums do not need to intersect with the previous ones.]la §fiorum abstraction states requires
two properties: (i) intersection and (ii) progress, in whibe notion of time is introduced. First,
a quorum of a certain type intersects the quorum of another tpntacted subsequently. Second,
each node of a quorum remains active between the time theaustarts being probed and the time
the quorum stopped being probed.

As far as we know, TQS is the first quorum system that expregs@amntees that are both timely
and probabilistic. Time and probability relax the traditéd intersection requirement of quorums.
We present a scalable emulation of a probabilistic atomimarg where each operation is atomic
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4 V. Gramoli & M. Raynal

with high probability and where expected operation messageplexity isO(vnD) and expected
operation time complexity i€ (log vnD). If operations are sufficiently frequent th&nbecomes a
constant leading to quorum of sizg/n).

Roadmap. The following report is divided as follows. Section 2 pretsethe model of the system
and defines the problem addressed in this report. Sectioasgpts the Timed Quorum System that
is at the heart of our solution. The TQS implementation iHjgel in Section 4. Section 5 proves
that our implementation is correct and that it verifies philgtic atomicity. Section 6 gives the
complexity of our solution and Section 7 concludes the repor

2 System Model and Problem Definition
2.1 Model

The computation model is very simple. The system consistsmddes. It is dynamic in the fol-
lowing sense. Every time unity nodes leave the system aad nodes enter the system, where
is an upper bound on the percentage of nodes that entertleagystem per time unit and is called
thechurn this can be seen as new nodes “replacing” leaving nodes da leaves the system either
voluntarily or because it crashes. A node that leaves themsydoes not reenter it later. (Practically,
this means that, when a node reenters the system, it is @vadids a new node; all its previous
knowledge of the system state is lost.)

Figure 1 describes a possible system evolution. Initidlin€ ), there arex nodes (identified
from 1 to n; let us taken = 5 to simplify). Letc = 0.2, which means that, every time unitg = 1
node changes (a node disappears and a new node replaceket), at timet + 1 the node2 is
replaced by the nod®. Let A = 4. Attimet + 4, we see that the nod8saandn have been replaced
by the nodes’ andr’, respectively, while the new no@& has in turn been replaced by the nafe
and the node$ and4 still belong to the system. The important point here is tha¢\w node can in
turn be replaced at a later time. TheiverseU denotes all the nodes of the system, plus the ones
that have already leave the system and the ones that hav@imed fhe system yet.

t t+1 t'=t+A

Time line

Figure 1: System evolution
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For the sake of simplicity, it is assumed that for any sulsef nodes, the portion of replaced
nodes is|.S|. As explained below, the model can be made more complex.

2.2 Problem

Most of the dynamic models assume that dynamic events amendept from each other: only a
limited number of nodes leave and join the system during axded period of time. For instance
in [3], it is assumed that nodes departures are dependemtummureplication ensures that all nodes
of at least any two quorums remain active between two recardimns occur. However, in a real
dynamic system, nodes act independently. Due to this indkpee, even with a precise knowledge
of the past dynamic events, one can not predict the futurawehof a node. That is, putting this ob-
servation into the quorums context, it translates into timgdssibility of predicting deterministically
whether quorums intersect.

In contrast, TQS requires that quorums intersect with higdbability. This allows to use a
more realistic model in which there is a certain probabilityt nodes leave/join the system at the
same time. That is, the goal here is to measure the prolyathilit quorum intersect while time
elapses. Observe that, realistically, the probability thaodes leave the system increases at the
time elapses. As a result, the probability that a quo@) probed at time and that a quorum
Q(¢') probed at timet’ intersect decreases as the perjtd- t| increases. In the following we
propose an implementation of TQS where probability of seetion remains high.

More precisely, each quorum of our TQS implementation isnaefifor a given time¢. Each
quorum@(t) has a lifetimeA that represents a period during which the quorume#&hable Dif-
ferently to availability defined in [17], reachability doest depend on the number of nodes that are
failed in a quorum system because this number is unprediictabdynamic systems. Instead¢dt)
quorum is reachable if at least one node of quo@(n) is reached with high probability: if two
quorums are reachable at the same time, they intersect ightphobability. More generally, let two
quorumsQ@(t) andQ(t") of a TQS be reachable duriny time (their lifetime isA); if [t — /| < A
then@(t) andQ(¢') intersect with high probability.

Probabilistic Atomic Object. Initially, any object has a default valug that is replicated at a set
of nodes and” denotes the set of all possible values present in the systenobject is accessed
by read or write operations initiated by some noglastimet € T that returns or modify the object
valuew. (T is the set of all possible time instants.) If a node initisge®peration, then it is referred
to as aclient All nodes of the system, including nodes of the quorum sgstean initiate a read
or a write operation, i.e., all nodes are potential cliemts the multi-reader/multi-writer model is
used. In the following we only consider a single object asedsby operations that must satisfy
probabilistic atomicity.

A probabilistic atomic object aims at emulating a memonyt thigers high quality of service
despite large scale and dynamism. For the sake of toleratiatg-shift and dynamism, we aim
at relaxing some properties. However, our goal is to progdeh client with a distributed shared
memory emulation that offers satisfying quality of serviQaiality of service must be formally stated
by a consistency criterion that defines the guarantees fhlecation can expect from the memory
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6 V. Gramoli & M. Raynal

emulation. We aim at providing quality of service in termso€uracy of read and write operations.
In other words, our goal is to provide the clients with a meynibrat guarantees that each read
or write operation will be successfully executed with higblgbility. We define the probabilistic
atomic object as an atomic object where operation accusaegsured with high probability.

Let us first recall properties 2 and 4 of atomicity from Theor®3.16 of [13] which require that
any sequence of invocations responses of read and writatopes applied ta: satisfies a partial
ordering=< such that:

e (m,m)-ordering if the response event of operatian precedes the invocation event of op-
erationr,, then it is not possible to have, < 71

e (w1, me)-return: the value returned by a read operationis the value written by the last
preceding write operation; regarding to< (in case no such write operation exists, this
value returned is the default value).

The definition of probabilistic atomicity is similar to thefhition of atomicity: only Properties 2
and 4 are slightly modified, as indicated below.

Definition 2.1 (Probabilistic Atomic Object) Let = be a read/write probabilistic atomic object.
Let H be a complete sequence of invocations responses of read i@edogerations applied to
objectz. The sequencH satisfies probabilistic atomicity if and only if there is arpal ordering <
on the successful operations such that the following pragehold:

1. For any operationr,, there are only finitely many operations, such thatr; < 7.

2. Letm; be a successful operation. Any operationsatisfieq w1, 72 )-ordering with high prob-
ability. (If 7o does not satisfy it, them, is considered as unsuccessful.)

3. if w1 is a write operation andrs, is any operation, then either, < 7 or my < m9;

4. Letm; be a successful operation. Any operationsatisfiegwy, 2 )-return with high proba-
bility. (If 72 does not satisfy it, them, is considered as unsuccessful.)

Observe that the partial ordering is defined on successaradpns. That is, either an operation
m fails and this operation is considered as unordered or teeatipn succeeds and is ordered with
respect to other successful operations.

Even though an operation succeeds with high probabilitgnimfinite execution it is very likely
that at least one operation fails. However, our goal is t@igethe operation requester (client) with
high guarantee of success for each of its operation request.

Additional Notations and Definitions. This paragraph defines several terms that are used in the
algorithm description. First, recall that a shared objecdcessed through read operations, which
return the current value of the object, and write operatioritich modify the current value of the
object. To clarify the notion of currency when concurrenappens, it is important to explain what
are the up-to-date values that could be considered as tuwerrefer to thdast valueas the value
associated with the largesig among all values whose propagation is complete. We refdnego t
up-to-date valueat timet as all values that satisfies one of the following properties:
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Timed Quorum System for Large-Scale Dynamic Environments 7

e Valuew is the last value.

e Valuew is a value whose propagation is ongoing and whose assot#gesl at least equal or
larger to the tag associated with the last value.

3 Timed Quorum System

This section defines Timed Quorum Systems (TQS). Beforalmeaated of after its lifetime elapses,
a quorum is not guaranteed to intersect with any other qusrtimwever, during its lifetime a quo-
rum is considered as available: two quorums that are aveaikttthe same time intersect with high
probability. In dynamic systems nodes may leave at any tbaethis probability is bounded, thus
it is possible to determine the intersection probabilityved quorums.

Next, we formally define TQS whose quorums intersection @babilistic and depends on the
time quorums are created. As already mentioned, TQS areialipesuited for dynamic systems
where the behavior of nodes is unpredictable, since theplginequire probabilistic intersection
and no deterministic intersection. Moreover, quorums Bgpees a bounded lifetime so that their
intersection guarantees are timely. Recall that the us@lércontains the set of all possible nodes,
including the one that have not join the system yet. Firstreeall the definition of &et systemas
a set of subsets of a universe of nodes. Recall that the geilecontains the set of all possible
nodes, including the one that have not join the system yet.

Definition 3.1 (Set System)A set systen® over a universé/ is a set of subsets &f.

Then, we define the timed access strategy as an access\strage@ set system that may vary
over time. This definition is motivated by the fact that anesmscstrategy defined over a setan
evolve. To compare with the existing probabilistic dynamimrums, in [1] the authors defined a
dynamic quorum system using an evolving strategy that megiace some nodes of a quorum while
its access strategy remains identical despite this ewolutunlike the dynamic quorum approach,
we need a more general framework to consider quorums thalifegesnt not only because of their
structure but also because of how likely they can be accesBee timely access strategy adds a
time parameter to the seminal definition access strategyndiy Malkhi et al. [14], A timely access
strategy is allowed to evolve over time.

Definition 3.2 (Timed Access Strategy)A timed access strategy(¢) for a set systen$ at time
t € T is a probability distribution on the elements®fat timet. Thatisw : S x T — [0, 1] satisfies
atany timet € 7: ) _sw(s,t) = 1.

Informally, at two distinct instants, € 7" andt, € T, an access strategy might be different for
any reason. For instance, consider that some rag@ctive at timet; while the same nodéis
failed at timety, hence it is likely that ifi € s, thenw(s, t1) # 0 while w(s,t2) = 0. This is due to
the fact that a node is reachable only when it is active.

Definition 3.3 (A-Timed Quorum System) Let Q be a set system, let(¢) be a timed access strat-
egy forQ at timet, and let0 < ¢ < 1 be given.

PIn°1859



8 V. Gramoli & M. Raynal

The tuple{Q,w(t)) is a A-timed quorum systerif for any quorumsQ(t;) € Q accessed with
strategyw(t1) andQ(t2) € Q accessed with strategy(t-), we have:

A > |t1 — tQ‘ = PI’[Q(tl) N Q(tg) 7é (Z)] >1—e

4 Timed Quorum System Implementation for Probabilistic Atomic
Memory

In the following, we present a completely structureless mgmThe quorum systems this mem-
ory uses does not rely on any structure which makes it flexibtecontrast with using a logical
structured overlay (e.g., [15]) for communication amongrm system nodes, we use an unstruc-
tured communication overlay [6]. The lack of structure pras several benefits. First, there is no
need to readapt the structure at each dynamic event. Settand,is no need for detecting failure.
Our solution proposes a periodic replication. To ensureptirsistence of an object value despite
unbounded leaves, the value must be replicated an unboumaeler of times. The solution we
propose requires periodic operations and an approximafitime system size. Although we do not
focus on the problem of approximating the system sizeve suggest the use of existing protocols
approximating closely the system size in dynamic systerbp [1

4.1 Replicating during Client Operations

Benefiting from the natural primitive of the distributed sthmemory, values are replicated using
operations. Any operation has at its heart a quorum-prodkeréplicates value. On the one hand,
it is natural to think of a write operation as an operatiort tleplicates a value. On the other hand,
in [2] a Theorem shows that "read must write”, meaning tha¢adroperation must replicates the
value it returns. This raises the question: if operatiopticate, why does a memory need additional
replication mechanism? In large-scale systems, it is @aasanable to assume that shared objects
are frequently accessed because of the large number dfipartis.

The replication mechanism for structureless memory has besivated by these observations.
Since operations provide replication and shared objeqisréeence frequent operation requests in
large-scale systems, frequent replications can be mansiyred by client operations. Consequently,
replication does not produce a significant communicati@risead regarding to the communication
complexity of operations. More precisely, as long as oj@natare frequent enough, replication
is not required. When the communication complexity is higle do the numerous participants
requesting the memory, then there is no necessary additieplecation mechanism and additional
complexity is null. However, at some time when operatiorg|fiency decreases, the object value
must be replicated to prevent unavailability. Observe thatlack of operation communication
complexity compensates the communication complexity éedby this replication.
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4.2 Quorum Probe

The algorithm is divided in three distinct parts that repréghe state of the algorithm (Lines 1-11),
the actions initiated by a client (Lines 12—39), and theamctitaken upon reception of messages by
a node (Lines 40-58), respectively. Each notlas its own copy of the object called its valug;

and an associated tagg,. Field tag is a couple of a counter and a node identifier and represénts, a
any time, the version number of its corresponding value We assume that, initially, there age
nodes that own the default value of the object, the other sibdee their valuesal set toL and all

their tags are set td0, 0).

Algorithm 1 Disseminating Memory at node

1: State of nodei:
2:  g= —8Y"_ the quorum size
(1=c)2

£, k € N the disseminating parameters taken such lf_ll—l >q
val € V, the value of the object, initially_
tag, a couple of fields:

counter € N, initially 0

1d € I, an identifier initiallys
marked, an array of boolean initiallyalse at all indices
sent-to-nbrsl, sent-to-nbrs2 two sets of node identifiers, initiallfy
rcvd-from-qnodes, an infinite array of identifier sets, initially at all indices
sn € N, the sequence number of the current phase, initially 0

RPOOXNOU AW

e

12: Read;:
13:  (wal, tag) < Consult()
14:  Propagate{val, tag))

15: Write(v);:
o (%, tag) «Consult()
17:  tag.counter < tag.counter + 1
18:  tag.id — i
190 wal «— v
20:  Propagate(val, tag))

21: Consult;:

22: il — /¢

23: sn—sn+1

24:  while (|sent-to-nbrs1| < k) do

25: send(CONS, val, tag, ttl, i, sn) to (k — | sent-from-nbrs1|) neighbors# j
26: sent-to-nbrsl «— sent-to-nbrs1 U {j}

27:  end while

28:  sent-to-nbrsl «— ()

29:  wait until |rcvd-from-gnodes[sn]| > ¢

30:  return ((val, tag))

Each read and write operation is executed by clieinttwo subsequent phases, each dissemi-
nating a message t = O(v/nD) nodes, wheredD = 1/(1 — ¢)? is required to handle churn
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10 V. Gramoli & M. Raynal

during periodA.! The two subsequent phases are callecctvesultation phasand thepropagation
phase The consultation phase aims at consulting the up-to-date\of the object that is present in
the system. (This value is identifiable since it associdtedargest tag present in the system.) More
precisely, client disseminates a consultation message tmdes so that each receiveresponds
with a message containing valuel; and tagtag; so that client can updateal; andtag,. In fact,

i updatesval; andtag; if and only if the tag; has either a smaller counter théay; or it has an
equal counter but a smaller identifiersc j (node identifiers are always distinct); in this case we
saytag; < tag; for short (cf. Lines 47 and 49). Ideally, at the end of the cttasion phase client
has set its valueal; to the up-to-date value. Read and write operations diffanfthe value and tag
that are propagated by the clientSpecifically, in case of a read, clienpropagates the value and
tag pair freshly consulted, while in the case of write, dliepropagates the new value to write with
a strictly larger tag than the largest tag thats consulted so far. The propagation phase propagates
the corresponding value and tag by dissemination amongshode

31: Propagate( valt));:

32: il — ¢

33: sne—sn+1

34:  while (|sent-to-nbrs1| < k) do

35: send(PROP, val, tag, ttl, i, sn) to (k — |sent-to-nbrs1|) neighbors# j
36: sent-to-nbrsl «— sent-to-nbrs1 U {j}

37:  end while

38:  sent-to-nbrsl «— 0

39:  waituntil |rcvd-from-gnodes(sn]| > g

40: Participate; (Activated upon reception of a message):
41:  recv(type, v, t, ttl, client-id, sn) from j
42:  if (marked[sn]) then

43: send(type, v, t, ttl, client-id, sn) to a neighbok# j

44:  else

45: marked[sn] < true

46: if ((type = CONS)) then (v, t) « (val, tag)

a7: if ((type = PROP)) then (val, tag) «— (v,t)

48: if (type = RESP) then

49: if (tag < t) then (val, tag) — (v, t)

50: rcvd-from-gqnodes(sn] < rcvd-from-gnodes[sn] U {j}
51: ttl — ttl — 1

52: if (¢t1 > 0) then

53: while (|sent-to-nbrs2| < k) do

54; send(type, v, t, ttl, client-id, sn) to (k — |sent-to-nbrs2|) neighbors# j
55: sent-to-nbrs2 «— sent-to-nbrs2 U {j}

56: end while

57: sent-to-nbrs2 «— 0

58: sendRESP, val, tag, ttl, L, sn) to client-id

Next, we focus on the dissemination procedure that is at¢laet lof the consultation and prop-
agation phases. There are two parameters, that define the way all consultation or propagation

1In [14], it has been showed that= O(+/n) is sufficient in static systems.
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Timed Quorum System for Large-Scale Dynamic Environments 11

messages are disseminated. Paranfetaticates the depth of the dissemination, it is used to set a
time-to-live field ¢t that is decremented at each intermediary node that paatéspn the dissemi-
nation; if ¢l = 0, then dissemination is complete. Paraméteepresents the number of neighbors
that are contacted by each intermediary participating nddgether, parametefsandk define the
number of nodes that are contacted during a disseminatibis number is’ﬁ% (Line 3) and
represents the number of nodes in a balanced tree of deptth degreé: + 1: each node having at
mostk children. (This value is provable by recurrence on the dépttthe tree.) Observe théiand

k are chosen such that the number of nodes that are contaaiad dudissemination be larger than

q as written Line 3.

There are three kind of messages denoted by meggage CONS, PROP, RESP indicating
if the message is a consultation message, a propagatiorageess a response to any of the two
other messages. When a new phase starts at ¢liarime-to-live fieldt¢/ is set to/ and a sequence
numbersn is incremented. This number is used in message exchangeditate whether a mes-
sage corresponds to the right phase. Then the phase pranesmgling continuously messages to
k neighbors waiting for their answer (Lines 24—-27 and Lines33. When thek neighbors an-
swer, clienti knows that the dissemination is ongoing. Then cliergceives all messages until a
large enough numberof nodes have responded in this phase, i.e., with the rigitesece number
(Lines 29, 39). If so, then the phase is complete.

Observe that during the dissemination, messages are simgulged (if not so), responded (to
client ), and reforwarded to other neighbors (until is null). Messages are marked by the node
i that participates into a dissemination for preventing noffem participating multiple times in
the same dissemination (Line: 42). As a result, if nede asked several times to participate, it
first participates (Lines 45-58) and then it asks anotheertodarticipate (Lines 42—44). More
precisely, ifmarked|[sn] is true, then node re-forwards messages of sequence numshewrithout
decrementing thetl. Observe that phase termination and dissemination tetimmdepends on the
number of participants rather than the number of respoiiisissmportant that enough participants
participate in each dissemination for the phase to evdytaat.

4.3 Preventing Stale Value Propagation

Itis interesting to understand how a value can be read aritbwising timed quorum system. First,
observe that some quorum might not intersect, though thisrigunlikely. There is an intersection
between any two quorums with high probability, thus, therghtexist a quorum that does intersect
any other. The goal of the read operation is to return the mqpsb-date value of the object, while
the goal of the write is to propagate a hew value that mustapgemore up-to-date than any other.
Due to probabilistic guarantees, each operation mightaigfy its goal. Indeed, a consultation
might fail in contacting any node that has the largest tag @mtlo-date value. The subsequent
propagation phase tries, in case of a read operation, t@gede a stale value, or, in case of a write
operation, to propagate a value with a potentially non-adégjtag. Remark that a write operation
whose consultation failed might still associate its valbhe largest tag. Propagating low tag or
stale value may have dramatical consequence on furtheatip®es. Since intersection probability
depends on the number of nodes that own up-to-date valueaagést tag, it is crucial that no
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stale value overwrite an up-to-date value so as no low tagagite the largest tag. To remedy this
problem, each node contacted during a propagation updatesifrent tag-value pair only if the
propagation informs it about a more up-to-date value aasedtia larger tag (cf. Lines 47 and 49).

4.4 Contacting Participants Randomly

In order to contact the participants randomly, we impleradra membership protocol [6]. In this
protocol, each node has a setofneighbors called its view;, it periodically updates its view and
recomputes its set of neighbors. Algorithm 2 Our underlyimgmbership algorithm provides each
node with a set ofn > & + 1 neighbors, so that phases of Algorithm 1 disseminate thraugee of
degreek + 1. Algorithm 2, presented here, is a variant of the Cyclon idgm [18] and was used
in [4]. This algorithm shuffles the view at each cycle of iteention so that it provides randomness
in the choice of neighbors. Moreover, it has been shown bylsition that the communication
graph obtained with Cyclon is similar to a random graph wheghbors are picked uniformly
among nodes [10]. Finally, for a different purpose we alyelaalve simulated this variant of Cyclon
in [4]: the results obtained was really similar to the oneagietd with artificial uniformity.

Algorithm 2 Neighborhood Management using a variant of Cyclon.

1: Initial State of node ::
2: N, the view initially filled of some neighbor entries.
3: v, the maximal view size.

4. Active Thread at nodei:
5. for j/ € N; do
6: tj/ — tj/ +1
7 % j/)
8:  send(REQ',N; \ {e;} U{(:,0)}) to j
9:  recv(ACK', N;) from j
10:  duplicated-entries = {e : e.id € N N N;}
1L N — N
12:  N; «— Nj \ duplicated-entries \ {e;}
13:  for e, € Ni™ do
14: if NG| < vthen
15: Ni — N; U{er}

j—3": tjrr = max;/e s, (t

16: Passive thread at node activated upon message reception:
17:  recv(REQ’,Nj) from j

18: send(ACK’,N;)toj

19:  duplicated-entries = {e € Nj : e.id € Nj N N;}

200 Nimit — N

21:  N; <« N\ duplicated-entries

22:  for e, € Ni™ do

23: if [NV < vthen

24 N; — N; U{ex}

For the sake of uniformity, the membership procedure spekifi Algorithm 2 is similar to the
Cyclon algorithm: each nodemaintains a view\; containing one entry per neighbor. The entry of
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a neighborj corresponds to a tuple containing the neighbor identifieritnage. Nodé copies its
view, selects the oldest neighbpof its view, removes the entry; of j from the copy of its view,
and finally sends the resulting copy toWhenj receives the viewj sends its own view back to
discarding possible pointers ipandi andj update their view with the one they receive by firstly
keeping the entries they received. The age of neighitartry denotes the time that elapsed since
the last message frognhas been receive; this is used to remove failed neighbor fhenfist. This
variant of Cyclon exchanges all entries of the view at eaeh ahd uses two additional parameters.

5 Correctness Proof

Here, we show that Algorithm 1 implements a timed quorumesysand that it emulates the prob-
abilistic atomic object abstraction defined in Definitiod.2The key points of this proof is to show
that quorums are sufficiently re-activated by new operattorface dynamism and that subsequent
quorums intersect with very high probability to achievelqabilistic atomicity.

5.1 Assumptions and Notations

First, we only consider executions starting with at lepsbdes that own the default value of the
object. In these executions, at least one propagation ghasea successful operation starts every
A time units and let the time of any phase be bounded biyne units. We assume that during a
propagation that propagates a valu® ¢ nodes and that executes between tina@d: + J, there

is at least one instart where they nodes own value simultaneously. This instant,, can occur
arbitrarily between tim¢ andt+¢. Even if this assumption may not seem realistic since praiiag
occurs in parallel of churn (i.e., at the time the propagationtacts thg'" node the first contacted
node may have left the system), our motivations for this mggion comes from the sake of clarity
of the proof and we claim that the absence of this assumpgimas| to the same results.

Second, we assume that Algorithm 2 used as our underlyingreotication protocol provides
each node with a view that represents a set of neighborsramifadrawn at random among the
set of all active nodes. This assumption is reasonable sascalready mentioned, the underlying
algorithm is based on Cyclon that shuffles node views andigees\communication graph similar to
a random graph [10].

Next, we show that Algorithm 1 implements a probabilistigemh. Observe that the liveness
part of this proof relies simply on the activity of neighbaasd the fact that messages are eventually
received. More precisely, by examination of the code of Althan 1, and Algorithm 2, messages
are gossiped among neighbors while neighbors are unifooimbsen. It is clear that operation
termination depends on eventual message delivery. As #,resly the safety part of the proof
follows. In the following,val(¢) (resp.tag(¢)) denote, the value (resp. tag) consulted/propagated

by phasep.
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5.2 Correctness proof.

First, we restate a Lemma appeared in [8] that computes tleafinodes that leave the system
as time elapses, given a churnofThe result is the ratio of nodes that leave and join, andshelp
computing the probability that up-to-date values remaathable despite dynamism.

Lemma 5.1 The ratio of initial nodes that have been replaced afteime units is at mos€ =
1-(1-0).

For the proof of the above Lemma 5.1, please refer to [8]. Bllevfing Lemma gives a lower
bound on the number of nodes that own the up-to-date valugyatrae in the system. (Recall that
an up-to-date value is either the value with the largestmagahose propagation is complete, or any
value with a larger tag, but whose propagation is ongoing.)

Lemma 5.2 At any timet in the system, the number of nodes that own an up-to-date yslat
leastq(1 — ¢)®, whereA is the maximum time between two subsequent propagatiots stas the
quorum size, and is the churn of the system.

Proof. With no loss of generality, let,, ..., px be all the ongoing propagations at timand letpg
be the latest successful propagation that is already fidishéimet. By definition, allv(p;) for
any: > 0 are the up-to-date values in the system. Propagations, p,, must all have started after
timet — §. By the periodicity assumption of propagation phase, pgapanp, can not start earlier
than timet — A + 4. Due to propagatiopy, there must be nodes with value(py) between times
t— A+ andt — A+ 20.

Since the number of replaced nodes increases as time elagsese a worst case scenario in
which ¢ nodes own value(po) at timet; = ¢t — A + §, we show that at leagi(1 — ¢)> nodes with
valuew(pg) remain in the system at timg = ¢ + §. By Lemma 5.1, we know that during period
ty —t; = A exactly[g(1 — (1 — ¢)®)] nodes with values(p,) are replaced. Since propagations
o1, ---, P @re ongoing, there may be some successful propagationsgaiimase ones that overwrite
some node values. Observe that if this overwriting happahsto nodes that already own value
v(p;), then the number of nodes with valuép;) remains at leasf(1 — c)® at timet + d; if this
overwriting happens to nodes that do not own valfg;) then this number increases. That is,
q(1—c)? is alower bound of the number of nodes with valig;) at timet + §, which leads to the
result. O

The following Fact gives this well-known bound on the exputied function, provable using the
Euler’s method.

Fact5.3 (1+ 2)" <e” forn > ||,

Next Lemma lower bounds the probability that any consutationsults an up-to-date value
Recall that sometime it might happen that a vallis unsuccessfully propagated. This may happen
when a write operation fails in consulting the largest tagj hefore propagating valug. Observe
that in any case, a successful consultation returns onlgesstully propagated values.
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Lemma 5.4 If the number of nodes that own an up-to-date value is at lgést- ¢)® during the
whole perigd of execution of consultatign then consultationy succeeds with high probability
(> 1 —e~?", with 3 a constant).

Proof. The consultation of Algorithm 1 draws uniformly at randgmodes, without replacement.
To lower bound the probabilitfp that any consultation consults an up-to-date valuee compute
the probability that this value is obtained aftedrawings with replacement. It is clear that the
probability of obtaining a specific node aftgrdrawings is larger without replacement than with
replacement. The probability for a nodeuniformly chosen at random not to own the valués

Prjz ¢ Q] = 1— @ that is, the probability not to consult valueafter ¢ drawings, with
replacement, i®r(z, ¢ Q,...,z, ¢ Q] = (1 - wy By Fact 5.3,Prjz; ¢ Q,...,z4 ¢

2
Q] < e (1=9% wheren > q(1 — ¢)». By replacingg by the quorum size given at Line 2 of
2
Algorithm 1 in the contrapositiv®® > 1 — e~ (1=9% we obtain the resulP >1—e P, a
This corollary simply concludes the two previous Lemmasrggethat any consultation executed
in the system succeeds by returning an up-to-date value.

Corollary 5.5 Any consultationy succeeds with high probability=(1 — e, with [ a constant).

Proof. The result is straightforward from Lemma 5.2 and Lemma 5.4. a

Last but not least, the two theorems conclude the proof bysigpthat Algorithm 1 implements
aA-TQS and verifies probabilistic atomicity.

Theorem 5.6 Algorithm 1 implements &-Timed Quorum System, wheteis the maximum time
between two subsequent propagation starts.

Proof. First observe that the set of quorums is the set of subsetadive nodes over the system at
timet. The timed access strategy at timever the set of all quorums is the uniform access strategy
over all quorums since each node is chosen with a uniformsacsteategy among the active nodes
at timet. By Corollary 5.5, it is clear that the intersection betwéen quorums is ensured with
high probability as long as one quorum starts being cordatstéimed before the other ends being
contacted. O

Theorem 5.7 Algorithm 1 implements a probabilistic atomic object.

Proof. The proof shows that it exists an orderirglefined by the tags verifying Definition 2.1. This
ordering is such that; < =; is equivalent to eithetag(m;) = tag(w;) andn; is a write andr; is a
read, ortag(m;) < tag(m;). Each property of Definition 2.1 is proved separately.

1. Property 1 is deduced straightforwardly from the otheperties.

2. The proof is done in two parts. First, we show that Prop2rhpolds if consultation phase
of operationt, obtains an up-to-date value. Second, we show that this ttatien phase
obtains an up-to-date value with high probability.
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(a) On the one hand, we denote gyand byp; the respective consultation phase and prop-
agation phase of any operatiaf). We show by contradiction that Property 1 holds if
@2 consults an up-to-date value. By absurd, assume that ilsis. fahat is, assume that
¢o consults an up-to-date value, the response;ofrecedes the invocation af,, and
my < m. Sinceg, consults an up-to-date value, we hawg(p2) > tag(mi). Now
there are two cases to consider: eitheiis a read or a write. First, if, is a write then
tag(ma) > tag(pa) > tag(m ) by examination of the code of Algorithm 1 (cf. Lines 20).
By definition of <, if tag(m2) > tag(m) andms is a write, then it can not happen that
my < m. Second, ifry is a read theniag(ms) = tag(¢s) > tag(m) by examination
of the code of Algorithm 1 (cf. Lines 14). By definition ef, if tag(m2) > tag(m)
andm, is a read, then it can not happen that< 7. As a result, this contradicts the
assumption, showing that Property 1 holdg4fobtains an up-to-date value.

(b) On the other hand, Corollary 5.5 shows that any consoftaibtains the most up-to-
date value with high probability. Since Property 2 holds domsultation ofr, consults
an up-to-date value, and since any consultation consultgan-date value with high
probability, the result follows.

3. Property 3 follows simply from the way tags are chosen.a,etndrs be any two operations.
On the one hand, ifr; andw, are initiated at node, then they have distinct tag counters.
On the other hand, if; andn, are initiated at two distinct nodes, then they have distiagt
identifiersi and;. As a result, two operations have different tags and eitigip,) > tag(p2)
or tag(p1) < tag(p2) holds.

4. Property 4 fails only if the read operation is unsuccds3tue probabilityP, for an operation
7 to be unsuccessful is lower than the probabily that its consultation is unsuccessful.

Since we know by Corollary 5.5 that this later probabilRy is very low (P, = e—ﬁz), the
probability P, that an operation is unsuccessful is very low té& « e~7°). It follows that
Property 4 holds with high probability( 1 — e—ﬁz).

6 Performance Results

Next Lemmas show the performance of our solution: the firstioa gives the message complexity
of our solution while the second Lemma gives the time coniplef our solution. Observe first
that operations complete provided that sent messages lablyalelivered. Building onto this
assumption, an operation completes after contaclifign.D) nodes. The following Lemma shows
this result.

Lemma 6.1 If messages are not lost, an operation complete after hasangacted) (v/nD) nodes.

Proof. This is straightforward from the fact that termination oé tissemination process is condi-
tioned to the number of distinct nodes contacige: O(v/nD), with D = (1 — ¢)~2 (cf. Line 2).
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Since there are two disseminating phases in each operatiaperation is executed after contacting
O(v/nD) nodes. 0

Next Lemma indicates that an operation terminate3(tvg v/n D) message delays, in expecta-
tion.

Lemma 6.2 If messages are not lost, the expected time of an operatiéi{ligs vnD) message
delays.

Proof. The proof relies on the fact thatnodes are contacted uniformly at random with replacement.
In expectation, the numbef that must be contacted to obtajdistinct nodes ig’ = ¢ = O(v/nD).
Since nodes are contacted in parallel along a tree of deptid degreé + 1, the time required to
contact all the nodes on the tree’is- O(log,, ¢). Thatis, it is done i = O(log, vnD) message
delays. O

7 Conclusion

This report addressed the problem of emulating a distribsteared memory that tolerates scala-
bility and dynamism while being efficient. TQS ensures philistic intersection of quorums in
a timely fashion. Interestingly, we showed that some TQSlemgntation verifies a consistency
criterion weaker but similar to atomicity: probabilistitoanicity. Hence, any operation provided by
some TQS satisfies the ordering required for atomicity wigfhprobability. The given implemen-
tation of TQS verifies probabilistic atomicity, provideghiweight O(v/nD) messages) and fast
(O(log vnD) message delays) operations, and does not require recatfigumechanism since
periodic replication is piggybacked into operations.

Since we started tackling the problem that node can fail prddently, we are now able to
implement probabilistic memory into more realistic modélsevious solutions required that a very
few amount of nodes could fail at the same time. More reah#lti, a model should allow node to act
independently while requiring that failures occurringla same time are unlikely. An interesting
question is: what probabilistic consistency can TQS aehiesuch a realistic model?
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