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Abstract: Visual systems are key sensors for control of small scale unmanned aerial vehi-
cles. In this paper we investigate a range of image based visual servo control algorithms for
positioning of flying vehicles capable of hover. The image based outer control loop for trans-
lation kinematics is coupled to a high-gain inner control loop that regulates translational
velocities and full attitude dynamics. Zero and first order image moments are used as visual
features for the control design. Perspective projection moments with suitable scaling along
with a classical image based visual servo control design lead to satisfactory transients and
asymptotic stability of the closed-loop system when the image plane remains parallel to the
target. However, the system response may lack robustness for aggressive manoeuvres. In
order to overcome this problem, several control schemes, based on spherical image moments,
are designed and their performance is analysed. All designed control laws have been tested
on a kinematic robotic manipulator to demonstrate the relative strengths and weaknesses
of the different image based visual servo control designs. The three most promising control
algorithms have been successfully implemented on an autonomous aerial vehicle showing
excellent performances in all three cases.
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Asservissement visuel cinématique

pour un robot volant à quatre rotors

Résumé : Les capteurs de vision sont des systèmes prometteurs pour la commande
d’engins volants autonomes. Dans ce rapport, nous nous intéressons plus particulièrement
à commander la position des robots volants capables d’évoluer en vol stationnaire. Nous
proposons pour cela une série de schémas de commande d’asservissement visuel. Le schéma
de commande est conçu sous la forme de deux boucles imbriquées : une boucle externe
d’asservissement visuel, qui s’appuie sur une boucle interne à grand gain. Cette dernière
régule les vitesses de translation fournies par l’asservissement visuel, et commande les mou-
vements de rotation induits par la dynamique de l’engin. Les informations visuelles que
nous considérons sont des moments d’ordre zéro et un. Une première approche consiste à
utiliser les moments de l’image perspective, avec un changement d’échelle bien choisi. Une
loi de commande classique d’asservissement visuel donne des résultats satisfaisants en terme
de comportement transitoire et de stabilité asymptotique du système bouclé, quand le plan
image est parallèle à la cible considérée. Cependant, cette approche n’est pas adaptée à
la dynamique de tous les engins, et peut donc manquer de robustesse lors de manœuvres
agressives. L’utilisation du centre de gravité de l’image sphérique permet de réaliser des
lois de commande tenant compte de la dynamique des robots volants considérés. Dans ce
rapport, nous développons et analysons plusieurs schémas de commande d’asservissement
visuel reposant sur cette information visuelle. Toutes les lois de commande proposées ont
été testées sur un robot de type bras manipulateur, afin de mettre en évidence leurs atouts
et leurs faiblesses. Les trois schémas de commande les plus intéressants ont également été
implémentés sur un robot volant à quatre rotors. Les résultats obtenus sont très satisfaisants.

Mots clés : asservissement visuel, robot volant
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1 Introduction

Visual servo algorithms have been extensively developed in the robotics field over the last ten
years [7, 21, 15]. Visual servo systems may be divided into two main classes [20]: Position-
based visual servo (PBVS) involves reconstruction of the target pose with respect to the robot
and results in a Cartesian motion planning problem. This approach requires an accurate
3D model of the target, displays high sensitivity to image noise, poor robustness of pose
estimation and the tendency for image features to leave the camera field of view during the
task [4]. Image-based visual servo (IBVS) treats the problem as one of controlling features in
the image plane, such that moving features to a goal configuration implicitly accomplishes
the task [7, 22]. This approach does not require a 3D model of the target, is robust to camera
calibration errors and can generally be implemented to ensure image features do not leave
the camera field of view during the task [4]. However, for an IBVS control system, good
closed-loop behaviour in image space does not necessarily imply good transient behaviour
in task space [4, 17]. Image moments are a useful and robust image feature for IBVS control
[5]. A desirable property of particular combination of image moments is their invariance
properties [24]. In particular, the norm of certain spherical image moments are invariant
to rotational motion, a property that was used to extend image based visual servo to the
control of under-actuated dynamic systems such as helicopters [13]. A further desirable
property of spherical image moments is that the translational part of the interaction matrix
is a positive definite matrix; a property that can be exploited to design of globally stabilising
image based visual servo control laws.

In this paper we provide an analysis of image based visual servo (IBVS) control for a
class of image features based on first order spherical moments. Using centroid information
is an old technique in visual servo control [8, 1, 23, 16, 25, 5]. The calculation of image
moments is highly robust to pixel noise, can be easily implemented in real-time, and does
not require matching observed features with a target configuration that would be required
for classical image based visual servo control based on more traditional image features such
as points and lines [15]. The goal of this paper is to investigate a range of control designs
based on the proposed image feature and use this to understand the important properties of
visual servo control algorithms for unmanned aerial vehicles. In particular, we are interested
in the properties of global asymptotic stability (GAS) and performance of the closed-loop
system. Global asymptotic stability refers to the abstract property of a controller to stabilise
the pose of the camera from any initial condition. Image based visual servo systems that are
not GAS have fundamental instability built into their formulation. There are a number of
examples of such systems in the literature [4, 19]. The question of performance is also a key
issue in the design of image based visual servo controllers. Since the dynamics of the system
are controlled in image space, there is no guarantee that the closed-loop response in task
space is acceptable. The most common problem that occurs is one of relative sensitivity
where not all coordinates of the pose in task space converge at equal rates, leading to
poor performance of the closed-loop system. To investigate these properties we propose a
range of GAS and locally exponentially stable controllers defined in the image space. The
performances of the kinematic closed-loop system are experimentally verified on a 6 degrees
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4 Bourquardez, Mahony, Guenard, Chaumette, Hamel, Eck

of freedom robotic manipulator. The most promising control laws were implemented as a
velocity control demand on an aerial robot equipped with a separate high-gain regulator
for the dynamic response. The closed-loop response of the physical system shows excellent
robustness and performance. The present paper is an extension of earlier work [3] of the
authors.

The paper is organized as follows. Section 2 develops a classical IBVS control scheme
using perspective image moments. Section 3 introduces the definition and properties of first
order spherical image moments and presents a range of control laws for the translational
motion of the camera using this visual feature. Stability and performance of the closed-loop
system are studied for each control law, and experimental results using a 6 degrees of freedom
holonomic robot are reported. Section 4 provides an analysis and a comparison of the control
laws proposed. The three most promising control algorithms have been implemented on
a quadrotor aerial vehicle, and the experimental results are presented and their relative
performance is analysed in Section 5.

Irisa
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2 Perspective projection

In this section, an image based visual servo control for regulation of the translation kine-
matics of a vehicle is presented. The image features used are perspective projection image
moments [24] that are chosen to obtain a quasi-linear and decoupled image kinematics.

Let A denote the inertial or task space reference frame and let C denote the camera or
body-fixed reference frame. Let (u, v) denote the 2D pixel locations of an observed point.
Assume that a camera calibration matrix K is available. Let p̄ = (x, y, 1) denote a point on
the image plane corresponding to pixel (u, v). One has





u

v

1



 = Kp̄. (1)

Let Sp denote the observed image of a target on the camera image plane S2
p . The 2D

moments mpq of order p + q are

mpq =

∫∫

p̄∈Sp

xpyqdxdy.

The area a and the centroid coordinates xg, yg of the object in the image are defined
using the zero and first order moments: a = m00, xg = m10

a
and yg = m01

a
.

In order to obtain a quasi linear and decoupled link between the image space and the
task space, the visual feature vector s = (xn, yn, an) is defined such that [24]

an = Z∗

√

a∗

a
, xn = anxg, yn = anyg

where a∗ is the desired area and Z∗ the desired depth between the camera and the target.
The time derivative of s and the relative motion between the camera and the object can be
related by the classical equation

ṡ = Lυυ + Lωω (2)

where υ and ω are respectively the linear and angular velocity of the camera both expressed
in the camera frame, and where Lυ and Lω are respectively the parts of the interaction
matrix related to the translational and the rotational motions. The desired image feature is
denoted by s∗ ∈ C, and the visual error is defined by e = s − s∗.

Classical image based visual servo control design aims to impose linear exponential sta-
bility on the image error kinematics [7, 20, 24] to ensure an exponential decoupled decrease
for e (ė = −λe). Using e to control the translational degrees of freedom, the classical IBVS
control input is:

υ = −(Lυ)−1(λe + Lωω), λ > 0. (3)

Generally, the interaction terms Lυ and Lω depend non-linearly on the state of the
system and cannot be reconstructed exactly from the observed visual data. The visual

PI n˚1858
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feature s = (xn, yn, an) is of particular interest since Lυ = −I3 in the case where the camera
image plane is parallel to the target plane [24]. In the application considered in Section 5, the
camera is mounted to point directly downward in the quadrotor and the image and target
plane are never more than a couple of degrees offset. As a consequence, the approximation
Lυ ≈ −I3 is valid. The control law is thus simplified to

υ = λe + Lωω, λ > 0. (4)

Since the link between image space and task space is almost linear and decoupled (Lυ ≈
−I3), this control scheme is known to lead to satisfactory closed-loop behaviour for holonomic
robot [24]. It is in fact equivalent to a position-based visual servo, but without any pose
estimation required.

The motion of the quadrotor is smooth and slow and the value of Lωω is small compared
with the error λe in (4). Thus, a reasonable approximation of (4) for the purposes of this
paper is

υ = λe, λ > 0. (5)

Equation (5) does not require the estimation of any 3D parameters and can be imple-
mented based only on the observed image features s. This control was implemented on
the experimental platform and the results are discussed in Section 4. The limitation of
this approach, however, lies in its dependence on the particular geometry of the application
considered and the requirement to consider only smooth slow trajectories of the vehicle. If
the vehicle undertakes aggressive manoeuvres, or the parallel target plane assumption is
invalidated for a particular application, the approximation Lυ ≈ −I3 will fail and more
importantly the approximation Lωω ≈ 0 may also fail. This second issue introduces a
significant dynamic disturbance in the system response that cannot be cancelled directly
without the risk of introducing zero dynamic effects into the closed-loop response similar
to those studied in recent works [9, 14, 18]. The potential limitations of the classical IBVS
control design based on perspective projection features motivate us to consider a class of
spherical projection features and non-linear control design techniques.

Irisa
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3 Spherical projection

3.1 Modelling

In this section we use an un-normalised first order spherical image moment along with an
inertial goal vector to generate an image error.

A spherical camera geometry with unity radius is used. Let p denote a point on the
spherical image surface corresponding to perspective point p̄ (fig.1). One has

p =
p̄

|p̄| . (6)

���
� ���

�

���
�

1
1

z

y
x

p̄

P

C

S2

S2

p

p

Figure 1: Perspective p̄ and spherical p projections of a 3D point P.

Let S denote the observed image of a target on the spherical camera image plane S2.
The first order un-normalised moment (or centroid) is

q :=

∫

p∈S

pdp.

In practice, a common approach is to use point targets rather than continuous surfaces.
Consider a point target consisting of n points {Pi} ∈ C corresponding to image points {pi}.
The centroid of a target is defined to be

q :=
n

∑

i=1

pi ∈ <3. (7)

In both cases the centroid q is a three-dimensional vector. Thanks to the spherical camera
geometry, the third entry of the centroid is non-linearly related to depth of the camera from
the observed target constellation.

PI n˚1858
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For a point target comprising a finite number of image points the kinematics of the image
centroid are easily verified to be [13]

q̇ = −ω × q − Qυ, (8)

where

Q =
i=n
∑

i=1

πpi

|Pi|
(9)

and πp = (I3 − pp>).
As long as there are at least two points pi in image space the matrix Q is positive

definite [13].
Let b ∈ A denote the fixed desired set point for the visual feature q. The feature q is

measured relative to the camera frame, and it is necessary to map the desired set point into
the camera frame before an image based error can be defined.

Let q∗ := R>b ∈ C, where rotation matrix R between the camera frame and the inertial
frame is assumed to be known, a common assumption when dealing with the control of
underactuated systems such as helicopters [13].

The image based error considered is

δ := q − q∗. (10)

The reason for choosing the image error in this manner is that it ensures the passivity-like
structure of the error kinematics [13].

Since q∗ ∈ C, it inherits dynamics from the motion of the camera: q̇∗ = −ω×q∗. Thus,
the image error kinematics are

δ̇ = δ × ω − Qυ. (11)

This can be written as an interaction matrix

δ̇ =
[

−Q δ×

]

[

υ

ω

]

where δ× is the skew symmetric matrix such that δ×w = δ × w for any vector w.
Taking the time derivative of |δ| and substituting for (11) yields:

˙|δ| =
1

|δ|δ
>δ̇ =

1

|δ| (δ
>δ×ω − δ>Qυ).

A well-known property of skew symmetric matrix gives δ>δ× = 0. Thus, one obtains

˙|δ| = −δ>Qυ

|δ| . (12)

It follows that |δ| is a function of position only.
Another important property is that the image error expressed in the inertial frame δ0 :=

Rδ is a function of position only. Indeed, since Ṙ = Rω×, and recalling (11) one obtains

δ̇0 = R(δ×ω − Qυ) + Rω×δ = −RQυ. (13)

As a consequence, δ0 is independent of the camera rotational motion.

Irisa
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3.2 Experimental conditions

The control designs discussed below have been first implemented on a holonomic 6 degrees
of freedom robot to verify closed-loop kinematic performance. These results are presented
along with the derivations. The target used was a four white marks on the vertices of a
planar rectangle (the target size is 14 × 10 cm). In all the reported experiments, the initial
and desired positions in 3D were the same. The desired vector q∗ was chosen such that the
camera set point was located at 0.5 m above the target. Figure 2 shows the initial and goal
appearance of the target. The end-effector of the robot was moved in translation according
to the control law presented below. A classical IBVS control law was used to control the
rotational degrees of freedom. The target centroid and its orientation in the perspective
image plane was used to control these three degrees of freedom [5].

The asymptotic value Q∗ of the matrix Q (cf. Eq. (9)) at the limit point was Q∗ '
diag(7.73, 7.81, 0.226).

(a) (b)

Figure 2: (a) Initial image, (b) Desired image.

3.3 Proportional control

This subsection considers pure proportional feedback of the un-normalized centroid [13].
Define a storage function L by

L =
1

2
|δ|2. (14)

From (12) we obtain immediately

L̇ = −δ>Qυ. (15)

The matrix Q is not exactly known, however, as mentioned earlier, it is known to be
positive definite. Thus, a simple choice

υ = kδδ, kδ > 0 (16)

PI n˚1858



10 Bourquardez, Mahony, Guenard, Chaumette, Hamel, Eck

is sufficient to stabilise L. Indeed, by substituting the control input υ by its expression in
(15), one obtains

L̇ = −kδδ>Qδ. (17)

Since Q is a positive definite matrix, classical Lyapunov theory guarantees that δ converges
exponentially to zero.

Note, however, that the matrix Q is not well-conditioned; in the general case λmin(Q) <<

λmax(Q). This means that convergence rates of the components of δ are not equal and the
component which is affected by the eigenvalue λmin(Q) is more sensitive to perturbations.
By computing the matrix Q at the desired position (Q∗), it follows that λmin is the third
eigenvalue of matrix Q. The third component of q (or δ) is thus sensitive to perturbations.

The experimental results obtained using control scheme (16) are reported on Fig. 3. We
have chosen to depict δ0 = Rδ since, as shown in (13), it is independent of the camera
rotational motion, and is thus not perturbed by the additional control law we have used
to control the rotational motion. The camera position ξ0 measured thanks to the robot
odometry, and expressed in the inertial frame, is also depicted.

We can see on Fig. 3.a that the convergence of δ0z is very slow compared to the con-
vergence of the other components δ0x and δ0y. Similarly, in task space, we must wait for
a large number of iterations so that the depth component converges to the desired value,
whereas the lateral and longitudinal components converge in few iterations (Fig. 3.b).

Although this control law ensures global asymptotic stability, the task space and image
space behaviour are not acceptable.

0 50 100 150 200 250 300
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−0.2

0

0.2

0.4
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0
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δ
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δ
0
 
z
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0

0.05

0.1

0.15
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0.35

0.4

0.45

0.5

x

y

z

(a) (b)

Figure 3: Proportional control υ = kδ: time evolution of the image feature δ0 = Rδ (a),
and of the pose ξ0 (b).
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3.4 Linearization at the set point

The first idea for compensating the poor sensitivity in the previous control design is to use the
inverse interaction matrix, analogous to standard practice in classical IBVS [15]. Indeed the
choice υ = kQQ−1δ, kQ > 0 yields L̇ = −kQδ>QQ−1δ = −kQδ>δ. This choice guarantees
global asymptotic stability and ensures equal convergence rates. However the matrix Q−1 is
not exactly known, since it depends on the 3D depths |Pi|, and an approximate cancellation
is used in practice.

The most common approximation is to use the desired interaction matrix Q∗ instead of
the current interaction matrix Q [4]:

υ = k∗Q
∗−1δ, k∗ > 0. (18)

The Lyapunov function derivative becomes

L̇ = −kQδ>QQ∗−1δ

and remains negative as long as QQ∗−1 is positive definite.
As can be seen on Fig. 4, this control law enables equal convergence rates of the visual

error components (Fig. 4.a), and equal convergence rates in task space (Fig. 4.b). However,
in practice, this control scheme is adequate only in the neighborhood of the desired position.
Indeed we can see on Fig. 4.b that the transient behaviour of the depth Z in task space is
not acceptable.

0 10 20 30 40 50 60 70 80
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−0.2

0

0.2

0.4

0.6

0.8
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1.2

1.4

δ
0
 
x

δ
0
 
y

δ
0
 
z
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0.3

0.35

0.4

0.45

0.5

x

y

z

(a) (b)

Figure 4: Asymptotic linearising control υ = k∗Q
∗−1δ: time evolution of the image feature

δ0 = Rδ (a), and of the pose ξ0 (b).
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3.5 Partitioned control

Since difficulties observed in the two control designs presented in Sections 3.3 and 3.4 result
from sensitivity in the z-axis, a possible solution is to use a partitioned approach by singling
out the problematic component for a special treatment [6].

We separate the visual error term into two criteria with different sensitivity. Two new
error terms are introduced in order to compensate the poor sensitivity of q:

δ11 = sk(q∗
0)q, δ12 = q∗>

0 δ, with q∗
0 =

q∗

|q∗| .

Note that due to the properties of the skew symmetric matrix sk(q∗
0), δ11 and q∗

0δ12 are
orthogonal. δ12 is the projection of the error δ along the q∗ direction.

Deriving δ11 and δ12, it follows that

δ̇11 = −sk(ω)δ11 − sk(q∗
0)Qυ, (19)

δ̇12 = −q∗>
0 Qυ. (20)

Let us define as Lyapunov function L such that

L =
1

2
(|δ11|2 + λ2δ2

12) (21)

where λ is a constant chosen as shown below. It is straightforward to verify that L = 1
2 |δA|2,

with
δA = δ11 + λq∗

0δ12. (22)

Deriving (21), recalling (19), (20), and substituting for (22), one obtains

L̇ = −δ>
AA(q∗

0)Qυ (23)

where A(q∗
0) = sk(q∗

0) + λq∗
0q

∗>
0 . We define the following control input

υ = kAA(q∗
0)

>δA, kA > 0. (24)

Recalling (23) and substituting the control input υ by its expression yields

L̇ = −kAδ>
AA(q∗

0)QA(q∗
0)

>δA. (25)

Since Q is a positive definite matrix and A(q∗
0) a non singular matrix, A(q∗

0)QA(q∗
0)

> >

0 and therefore δA converges exponentially to zero. Consequently, δ11 and δ12 converge
exponentially to zero (see (22)). Exponential convergence of the initial error δ to zero is
guaranteed.

Note that the best choice of the gain λ is characterized by the following constraint:
A(q∗

0)Q
∗A(q∗

0)
> ∼= I3. where the symbol ∼= means “equality up to a multiplicative con-

stant”. This choice ensures asymptotically equivalent convergence rate for all the com-
ponents of the error δA. λ =

√
34 was used for the presented experimentations; it gave

A(q∗
0)Q

∗A(q∗
0)

> ' diag(7.8, 7.7, 7.7).

Irisa
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As can be seen on Fig. 5, the situation is quite similar to the previous one. The conver-
gence rates are suitable in task space and in image space, but the transient behaviour of the
depth Z is inappropriate. The system is theoretically stable, however in practice the control
law can lead to very poor behaviour as soon as the distance between initial and desired
position increases.

In fact we can see on Fig. 5.b that the transient behaviour of the Z position is worse
than for the previous control design (Section 3.4): to achieve the task, the distance between
the camera and the target should decrease, however, initially it increases. This behaviour
is due to the fact that the partitioned control design uses q∗ direction to separate the error
δ into two parts. This strategy is suitable asymptotically, when the optical axis direction is
close to q∗ direction (Fig. 6.a). But when the camera is too far from the desired position, δ

can project as can be seen on Fig. 6.b, that leads to δ12 < 0 and then to an inappropriate
velocity demand on the z-axis.
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Figure 5: Partitioned control υ = kAA(q∗
0)

>δA: time evolution of the image feature δ0 =
RδA (a), and of the pose ξ0 (b).

3.6 Rescaled image feature

To improve the relationship between task space behaviour and image space behaviour, it is
natural to try to determine an image feature that is as close to the 3D translation between
the camera and the target as possible [24]. Such a choice leads to an interaction matrix close
to the identity, leading to a linear and decoupled link between the image features and the
translational degrees of freedom. Furthermore, satisfactory behaviour of the image features
will automatically induce an acceptable behaviour in the task space.
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q

zcam

δ12 > 0
δ

q
∗

q
∗

q

δ12 < 0

δ
zcam

(a) (b)

Figure 6: Near (a) and far (b) values of δ12.

A rough approximation leads to the relationship between the actual depth Z from the
geometric center of the target and the norm |q| :

Z ' R|q|
√

n2 − |q|2

where n is the number of points observed and R is the approximate radius of the target.
From Fig. 7, we can deduce that using the centroid q to servo depth as well as lateral

position works well for manoeuvres where the camera is close to the target (where the depth
sensitivity is approximately linear with |q|). However, there is a significant loss of sensitivity
as the camera moves away from the target.

From this relationship we propose to consider a new image feature

f = F (|q|)q0 (26)

that incorporates the normalised first order moments q0 = q
|q| along with the scaled “depth”

parameter F (|q|) defined by

F (|q|) :=
R|q|

√

n2 − |q|2
. (27)

Note that F (|q|) depends on the radius of the target R. In fact this parameter acts only
as a gain in the control design, and the properties of the control laws presented below are
preserved as long as R is positive.

The error δf is defined as follows

δf = f − f∗ = F (|q|)q0 − F (|q∗|)q∗
0. (28)

Deriving (26) yields

ḟ =
∂F (|q|)

∂|q|
˙|q|q0 + F (|q|)q̇0.
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Figure 7: Plot of the relationship between the depth Z and the norm of the visual feature
|q| (with R = 0.086, n = 4). Note that for Z < 12 cm then the sensitivity of the image
feature to depth is approximately linear Z ≈ b|q|. For Z > 12 cm the sensitivity of depth
to |q| is significantly reduced.

Using (8), we obtain after development:

ḟ = −ω × f − MQυ, (29)

where

M(q) =
∂F (|q|)

∂|q| q0q
>
0 +

F (|q|)
|q|

(

I3 − q0q
>
0

)

. (30)

Since ḟ∗ = −ω × f∗, we obtain immediately:

δ̇f = −ω × δf − MQυ. (31)

Taking the time derivative of the storage function L = 1
2 |δf |2 and substituting for (31)

yields:

L̇ = −δ>
f MQυ. (32)

With the new image feature f , we have considered three control laws.
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3.6.1 GAS control law

If we choose for the control law

υ = kMMδf , kM > 0, (33)

we obtain using (32) L̇ = −kMδ>
f M(q)QM(q)δf . Since Q is a positive definite matrix

and M(q) is a symmetric and non singular matrix (see (30)), classical Lyapunov theory
guarantees that δf converges exponentially to zero.

Note that convergence rates of the components of the error δf are given by the eigenvalues
of MQM. Let ξ denote the camera position with respect to the target, expressed in the
camera frame. We have of course ξ̇ = −ω× ξ +υ . Since f is chosen to be an approximated
estimation of the target position with respect to the camera, we have f ' −ξ, and then
ḟ ' −ω × f − υ. Recalling (29), we deduce MQ ' I3. Thus we have MQM ' Q−1.

As can be seen on Fig. 8, convergence of components x and y is unacceptably slow. This
is due to the fact that M ' Q−1 is not well-conditioned. λmin(Q) becomes λmax(Q

−1)
which is the third eigenvalue of matrix Q−1, and affects the z component. This situation
is the opposite of the one exposed in Section 3.3 where convergence of the z component
was unacceptably slow. In the present case, the z component is affected by λmax(Q) and
converges quickly with respect to the others.
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Figure 8: GAS control design υ = kMMδf : time evolution of the image feature δ0 = Rδf

(a), and of the pose ξ0 (b).

Although this control law ensures global asymptotic stability, the task space and image
space behaviour are not acceptable.

3.6.2 Proportional feedback

Since f ' −ξ an intuitive idea is to choose

υ = kfδf , kf > 0. (34)
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Then recalling (32) we obtain for the derivative of the storage function: L̇ = −kfδ
>
f MQδf .

Since MQ ' I3, we have approximately the same convergence rate for the components
of the error.

As expected the behaviour is very satisfactory in task space and in image space (Fig. 9.a
and 9.b). The three components converge at equal rates, the transient behaviour is suitable,
and the desired position is reached in reasonable number of iterations.
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Figure 9: Proportional control υ = kfδf : time evolution of the image feature δ0 = Rδf (a),
and of the pose ξ0 (b).

However the limitation of this control scheme is that we cannot demonstrate the global
asymptotic stability because we are not sure to have MQ > 0 in all the task space.

3.6.3 Classical control law with approximate cancellation of interaction matrix

As already said in Section 3.4, the classical control law υ = kQQ−1δ, kQ > 0 can not be
used in practice, since Q depends on the 3D depths |Pi|. In Section 3.4 we use the desired
interaction matrix Q∗, as usually in such situation.

Since MQ ' I3, M provides an approximation of the interaction matrix Q−1, and an
alternative choice is thus to use M instead of Q∗ in the control law (18).

We obtain the following control law,

υ = kqMδ, kq > 0. (35)

Since M is not constant, better results than in Section 3.4 are expected. However, as
can be seen on Fig.10, the behaviour in the task space is not really improved; once more,
the transient in the depth component is not acceptable.

The proposed approximation M ' Q−1, equally as the previous asymptotic compensa-
tions (Sections 3.4 and 3.5) are not sufficient to overcome the problem of sensitivity in the
z-axis.
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Figure 10: Approximate cancellation of interaction matrix υ = kqMδ: time evolution of
the image feature δ0 = Rδ (a), and of the pose ξ0 (b).

3.7 GAS control law with modified rescaled image feature

In this subsection we attempt to define a new image feature and control law that combine the
properties of good transient behaviour, good local exponential stability and global asymp-
totic stability. The approach taken is to define a new scaling function G(|q|) and scaled
image feature

g = G(|q|)q0 (36)

with

ġ = −ω × g − HQυ (37)

where G(|q|) can be chosen so that H induces good properties for asymptotic stability of
the resulting control law. Similar developments to Section 3.6 for the derivation of M give
the relationship between matrix H and function G(|q|):

H(q) =
∂G(|q|)

∂|q| q0q
>
0 +

G(|q|)
|q|

(

I3 − q0q
>
0

)

. (38)

The error δg is defined as follows

δg = g − g∗ = G(|q|)q0 − G(|q∗|)q∗
0.

Recalling (37) the dynamics of this error function is given by δ̇g = −ω×δg−HQυ, and
we can note that δg ensures the passivity property, as expected from the choice of g.

The natural idea to ensure GAS is to choose as control law υ = kgHδg, kg > 0, since

we will obtain for the derivative of the storage function L = 1
2 |δg|2: L̇ = −kgδ>

g HQHδg.
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Since Q is a positive definite matrix and H is a symmetric and non singular matrix (see
(38)), classical Lyapunov theory guarantees that δg converges exponentially to zero. The
convergence rates of δg will be given by the eigenvalues of HQH, thus the idea is then to
choose H such that HQH is well-conditioned and as near as I3 as possible. Since M ' Q−1,
an intuitive choice for H is H =

√
M, since in that case we will have HQH ' I3.

In practice, the problem above has no solution because the constraints are too restrictive.
Relaxing this constraint by introducing an additional parameter α(|q|) such that HQH '
α(|q|)2I3 and α(|q∗|) = 1 enable us to determine a solution. The function α(|q|) is derived
as the solution of differential equation. Details are given in the appendix.

Choosing the control law

υ = kg

H(q)

α(|q|)2 δg, kg > 0, (39)

the derivative of the storage function is given by

L̇ = −kgδ>
g

H(q)QH(q)

α(|q|)2 δg (40)

and Lyapunov theory guarantees that δg converges exponentially to zero.

The convergence rates of δg are now given by the eigenvalues of H(q)QH(q)
α(|q|)2 , and the

feature δg has been designed such that H(q)QH(q) ' α(|q|)2I3 and α(|q∗|)2 = 1. This
ensures good local exponential stability of δg.

The new image feature g = G(|q|)q0, and the previous feature f = F (|q|)q0 are designed
in the same manner: the direction of the feature is given by q0, and the norm is given by
the scaling factor G(|q|) and F (|q|) respectively. G(|q|) provides a less aggressive scaling
correction than F (|q|) as seen in Fig. 11. This improves the sensitivity of the image feature
to pixel noise and improves robustness of the closed-loop system. A disadvantage of the new
image feature g is that it is not as closely linked to the actual task space coordinates as the
feature f (or the 2D perspective moments used in Section 2). Since F (|q|) is an approxima-
tion of the depth, the feature f = F (|q|)q0 is directly related to the 3D position. In case
of the feature g, using the scale factor G(|q|) = α(|q|)

√

|q|F (|q|), the relationship between
image space and task space is non linear (see Fig. 11). This leads to some degradation of
the global transient behaviour for certain initial conditions. However, this issue had limited
effect on the observed performance of the closed-loop system in practice.

As expected, in addition to the global asymptotic stability, this control scheme ensures
suitable image space convergence as can be seen on Fig. 12.a. Moreover a satisfactory 3D
behaviour is obtained (see Fig. 12.b).
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and G(|q|) = α(|q|)
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(with R=0.086, n=4), in the zone used for the experimental results. Note that F (|q∗|) = Z∗

and G(|q∗|) =
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Figure 12: Rescaled image feature υ = kg
H(q)

α(|q|)2 δg: time evolution of the image feature

δ0 = Rδg (a), and of the pose ξ0 (b).
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4 Analysis

4.1 Properties of the control laws

A range of image based visual servoing schemes has been presented in Sections 2 and 3. Ta-
ble 1 gives summary of the properties for each control scheme, in term of stability, transient
behaviour, linearity, and passivity.

In practice, two of the most important properties are good transient conditioning (di-
rect convergence of all elements of position in task space without any observed divergence
or peaking transients), and balanced local exponential stability (equal asymptotic rate of
convergence in all axis of the position in task space). Control laws 2 and 5 do not display
balanced locally exponentially stability. The convergence rates of the three components
are not equal, leading to unacceptable asymptotic closed-loop behaviour in practice. Con-
trol laws 3, 4 and 7 do not display suitable transient behaviour, leading to unacceptable
closed-loop response in practice.

Three control schemes have good behaviour in practice: the perspective image moments
(control scheme 1 ), the rescaled proportional feedback (control scheme 6 ), and the modified
rescaled control (control scheme 8 ).

A linear relationship between task space and image space is also very useful in practice.
IBVS control laws ensure a desired trajectory in the feature space. If the correspondence
between image feature and task space position is approximately linear then good transients
in image space will correspond to good transient response in task space.

Two other properties of the closed-loop system are important. Global asymptotic stabil-
ity (GAS) is ensured theoretically for several of the control laws using a Lyapunov function
stability argument. A final property that is of interest is the decoupling of the closed-loop
response in translation from variation in the attitude of the system. This property is re-
ferred to as passivity of the closed-loop response due to its link with earlier work [12] that
exploits the structure of the spherical image surface to preserve natural passivity properties
of rigid-body motion in the image space dynamics.

4.2 Comparison of the three best control laws

The classical perspective image moments controller (control law 1 ) provides a linear cor-
respondence between image space and task space as long as the relative rotation between
image and target plane is small. The resulting closed-loop system response is expected
to be satisfactory both in transient performance and asymptotic convergence and in both
image and task space (kinematic experimental results can be found in [24]). However, as
consequence of the limiting assumptions on the rotation, the system is not GAS nor pas-
sive. Moreover, it is expected that strong rotational motion will significantly disturb the
performance of the system.

The rescaled proportional feedback using spherical image moments (control law 6 ) has
the same desirable image feature properties as control law 1. In fact the rescaled visual
feature f = F (|q|)q0 is very close to the 3D position, analogously to the visual features used
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Scheme Control law GAS BLES TC ALR P
1. Perspective image moments × √

good
√ ×

(Section 2) υ = λe

2. Proportional control
√ × bad × √

(Section 3.3) υ = kδ

3. Linearization at the set point × √
poor × √

(Section 3.4) υ = k∗Q
∗−1δ

4. Partitioned control
√ √

poor × √

(Section 3.5) υ = kAA(q∗
0)

>δA

5. Rescaled stable control
√ × bad × √

(Section 3.6.1) υ = kMMδf

6. Rescaled proportional feedback × √
good

√ √

(Section 3.6.2) υ = kfδf

7. Approximate interaction matrix × √
poor × √

(Section 3.6.3) υ = kqMδ

8. Modified rescaled control
√ √

good × √

(Section 3.7) υ = kg
H(q)

α(|q|)2 δg

Table 1: Properties of different control schemes considered in this paper.
Definitions of the acronyms used are as follows:

GAS : globally asymptotically stable,

BLES : balanced locally exponentially stable,

TC : transient conditioning,

ALR : approximately linear relationship between task space and image space,

P : passivity.
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in control law 1. The control laws are a simple proportional feedback in the two cases. The
advantage of the spherical image moments is that they ensure the passivity property, and
should be more robust to aggressive manoeuvres of an aerial vehicle as well as leading more
naturally to a full dynamic image based visual servo control design. A potential problem,
however, is the requirement to estimate the camera attitude in order to reconstruct the
image based error term. There is no formal proof of GAS for control law 6, however, due to
the natural structure of the image feature the authors expect that the domain of stability
for this control law will be sufficiently large that unstable behaviour will not be encountered
in practice.

The last suitable control law (8 ) is based on a modified rescaled visual feature, in order
to ensure GAS. This control law provides the guarantee of GAS that is missing in control
law 6. Its only drawback is that the visual feature is no longer linearly related to the 3D
position and this may lead to slightly degraded transient response in task space.

All three of the control schemes 1, 6 and 8 are potentially good control algorithms
in practice. Each algorithm has certain advantages and certain drawbacks. The exact
approach taken for a given application should depend on the particular requirements of that
application.
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5 Experimental results

In this section we provide experimental verification of the performance of the three preferred
image based control schemes presented earlier in the paper on an aerial robotic vehicle. The
control algorithms considered are classical control using the well-known perspective zero
and first order image moments (Section 2), proportional feedback using the spherical image
moments rescaled with F (Section 3.6.2), and GAS control law using the spherical image
moments rescaled with G (Section 3.7)). The experiments were undertaken on a quadrotor
aerial vehicle. The task considered is to stabilise the vehicle with respect to a specified
target.

5.1 Experimental conditions

5.1.1 Prototype description

Figure 13: A quadrotor.

The unmanned aerial vehicle used for the experimentations is a quadrotor (Fig.13),
that is an omnidirectional VTOL vehicle ideally suited for stationary and quasi-stationary
flight conditions. It consists of four fixed pitch propellers linked to an electrical motor at
each extremity of a cross frame (Fig. 13). The vehicle is equipped with an avionics stack
including an Inertial Measurement Unit (IMU) supplying the vehicle attitude and a controller
board [11, 10]. A wireless link allows the transmission of the attitude command between
the quadrotor and a ground station (Pentium 4). A camera situated below the quadrotor
(Fig. 14.a) is embedded and observes a target on the ground, consisting of four black marks
on the vertices of a planar rectangle (30 × 40 cm) (Fig. 14.b). A wireless analogue link
transmits camera images to the ground station. A 3D estimation of the vehicle position
with respect to the target is obtained by fusing the data of the embedded IMU and the
visual data in a particle filter [2]. This estimate is used to provide an estimate of ground
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truth for the 3D behaviour of the vehicle and to provide an estimate of the linear velocity of
the vehicle that is used by the high-gain controller of the airframe dynamics. In this paper,
only 2D visual information is used in the outer IBVS control loop for position regulation.
All the visual servo controls tested are implemented on the ground station.

(a) (b)

Figure 14: The camera (a), and the target view from the camera (b).

5.1.2 Experimental protocol

In order to compare the proposed different kinematic visual servo controls, the initial con-
ditions of the experiments were chosen identically. For each experiment, the quadrotor was
servo controlled to a specific initial position using a standard state-space controller deriving
information from the task space position estimate. When the vehicle was stabilised at this
position, the visual control was initiated and the 3D position, obtained from a particle filter,
was recorded. This protocol ensures that the flight conditions are the same and allows the
comparison between the different controllers. The velocity demand was also saturated at
20 cm/s to ensure the vehicle remains in quasi-stationary flight regime [12].

The asymptotic value for the matrix Q is

Q∗ = diag(2.35, 2.36, 0.057) (41)

and we have b ∼= (0, 0, 3.96). These values have been computed when the vehicle is situated
at the desired position: approximatively above the center of the target at 1.4 m height of
the ground.

In the following subsections, the three preferred kinematic image based control schemes
for the translational motion of the quadrotor are considered. For each experiment, the 3D
position of the camera in the task space reference frame is depicted, along with the velocity
output of the visual servo control law. The evolution of the visual error considered is also
depicted, as well as the trajectory of the four black marks in the image plane.
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5.2 Perspective image moments

The first experiment is using the perspective image moments proposed in [24], with the
approximation of small rotations. The control law used is thus very simple: υ = λe (see
Section 2). The practical results are very satisfactory (see Figure 15). Moreover, the control
law is a simple proportional control, and, as the visual error design needs only visual data,
it is very easily implemented.
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Figure 15: υ = 0.4e: time evolution (in seconds) of the real position in the task space (in
meters) (a) with the velocity output of the visual servo control υ (in meters per seconds)
(b). The evolution of the visual error is plotted on (c), and the trajectory of the four black
marks in the image plane are plotted on (d).
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5.3 Spherical image moments

5.3.1 Proportional feedback

The proportional control law υ = kfδf , kf > 0, using the rescaled feature f = F (|q|)q0 gave
very satisfactory results with the six degrees of freedom robot (see Section 3.6.2).

As expected, the behaviour of the quadrotor is very good. Transient is acceptable and
the three components converge at equal rates equally in image space as in task space (see
Fig. 16).

As for the previous control law, its advantage is also that it is easily implemented, since
the control law is a direct function of the visual error δf . Since this control law has the
additional passivity property, it is expected to be well-adapted for wide range of aerial
vehicles and experimental conditions.

However, similar to the perspective moments control design, the global asymptotic sta-
bility has not been demonstrated.

5.3.2 GAS control law

The last experiment used the control law υ = kg
H(q)

α(|q|)2 δg, kg > 0, with the new rescaled

feature g = G(|q|)q0 (see Section 3.7).
As can be seen on Fig. 17, this control scheme leads to equal convergence rates of the

visual error components, and equal convergence rates in the task space. The transient
behaviour is acceptable.

This control law ensures good behaviour as well as the theoretical important properties of
GAS and passivity. However the linear link between task space and image space is destroyed,
and this could lead to undesirable transient behaviour in some situations.

5.4 Noise sensitivity

At first glance, the results (see Fig. 15, Fig. 16, and Fig. 17), for the three control schemes
are very similar.

A potential problem with the control laws 6 and 8 is that the rotation matrix R between
the camera frame and the inertial frame has to be estimated. However this estimation does
not seem to introduce noise, delay or any significant perturbations in practice (compare
Fig. 15 with Fig. 16 and Fig. 17).

To better understand the noise sensitivity of each control scheme, we have computed the
root mean-square error (RMSE) of the velocity demand over the period between 10 and 25
seconds, during which period all three closed-loop systems are stabilised in a neighbourhood
of the set point. Note that to get rid of the effect of the gains, we consider the velocity
output without the gains λ, kf and kg.

We compute

συ =
√

σ2
υX

+ σ2
υY

+ σ2
υZ
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Figure 16: υ = 0.47δf : time evolution (in seconds) of the real position in the task space (in
meters) (a) with the velocity output of the visual servo control υ (in meters per seconds)
(b). The evolution of the visual error is plotted on (c), and the trajectory of the four black
marks in the image plane are plotted on (d).

along with συK
=

√
∑

i(υKi
− ῡK)2, for K ∈ [X,Y, Z] and where ῡK is the average of υK

between 10 and 25 seconds.
As can be seen on Table 2, the noise measured at the output of all control laws are very

similar. The three control laws have very similar behaviour with respect to the noise.

Irisa



Kinematic Visual Servo Control of a Quadrotor aerial vehicle 29

0 5 10 15 20 25

−0.5

0

0.5

1

1.5

2

2.5

3

Measured position

time (s)

X

Y

Z

0 5 10 15 20 25
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2
Velocity: output of the control law (m/s)

time (s)

υ
x

υ
y

υ
z

(a) (b)

0 5 10 15 20 25
−1

−0.5

0

0.5

1

1.5

Visual error: δ
g

time (s)

δ
g
 
x

δ
g
 
y

δ
g
 
z

−250 −200 −150 −100 −50 0 50 100 150 200 250
−250

−200

−150

−100

−50

0

50

100

150

200

250

(c) (d)

Figure 17: υ = 0.3 H(q)
α(|q|)2 δg: time evolution (in seconds) of the real position in the task

space (in meters) (a) with the velocity output of the visual servo control υ (in meters per
seconds) (b). The evolution of the visual error is plotted on (c), and the trajectory of the
four black marks in the image plane are plotted on (d).

συ συX
συY

συZ

υ = e 0.95 0.79 0.51 0.15
υ = δf 1.02 0.51 0.74 0.49

υ = H
α2 δg 1.01 0.65 0.61 0.47

Table 2: Root mean-square error (RMSE) of the velocities for each control law
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6 Conclusion

This paper has investigated a suite of image based kinematic visual servo control schemes to
control a quadrotor. Using the well-known perspective image moments to design a classical
IBVS translational control law leads to good system behaviour in the experimental studies
undertaken. However this control scheme does not ensure global asymptotic stability or
passivity of the closed-loop system, both properties that the authors believe will be impor-
tant for the development of fully dynamic IBVS control schemes in the future. First order
spherical image moments along with an inertial goal vector allow us to design translational
control laws independent from the rotation motion. Global asymptotic stability is obtained
by using these visual features and a simple proportional feedback, but the behaviour on
the z-axis is not acceptable. A range of control laws is proposed in order to improve the
behaviour of the system. The most promising approach investigated involves rescaling the
spherical image moments to obtain an image feature that minimises the sensitivity in the
depth axis. Experimental results using a 6 degrees of freedom holonomic robot are reported
for each control laws, that show the fundamental properties of the closed-loop system for
each approach.

The perspective image moments control design, as well as two of the control laws using
spherical image moments were implemented on the quadrotor. In practice all three control
algorithms lead to acceptable behaviour of the system.
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Appendix

This appendix describes the derivation of a rescaled image feature g = G(|q|)q0 that will
satisfy the following two properties.

1. Passivity: this will be ensured if ġ = −ω × g − HQυ where H is a matrix related to
the scaling function G by (cf. (38))

H(q) =
∂G(|q|)

∂|q| q0q
>
0 +

G(|q|)
|q|

(

I3 − q0q
>
0

)

. (42)

2. GAS: this is obtained if H has the following form: H(|q|) = α(|q|)
√

M.

Recalling (30) and imposing the structure of constraint 2) one obtains:

H(q) = α(|q|)
√

∂F (|q|)
∂|q| q0q

>
0

+ α(|q|)
√

F (|q|)
|q|

(

I3 − q0q
>
0

)

. (43)

By matching the terms of (42) and (43), one obtains:

G(|q|) = α(|q|)
√

|q|F (|q|), (44)

∂G(|q|)
∂|q| = α(|q|)

√

∂F (|q|)
∂|q| . (45)

Then deriving (44) and substituting in (45) gives

α′ =
α(|q|)

√

|q|F (|q|)

(√
F ′ − F (|q|) + |q|F ′

2
√

|q|F (|q|)

)

(46)

where α′ = ∂α(|q|)
∂|q| .

Using the definition of F (Eq. (27)), deriving it and replacing in (46), we obtain the
ordinary differential equation

α′ = α(|q|)
(2n

√
D − 2n2 + |q|2

2|q|D
)

, (47)

where D = n2 − |q|2.
The solution of this equation is given by

α(|q|) = C(n, |q∗|)D
1

4

|q|

√

n −
√

D

n +
√

D
(48)
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where C(n, |q∗|) is chosen such that α(|q∗|) = 1.
Finally, substituting α in (44) and using the expression of F (Eq. (27)), the scale factor

G(|q|) is defined by

G(|q|) = C(n, |q∗|)
√

R

√

n −
√

D

n +
√

D
. (49)
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