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Abstract

We consider the problem of finding ann-agent joint-policy for the
optimal finite-horizon control of a decentralized Pomdp (Dec-Pomdp).
This is a problem of very high complexity (NEXP-hard inn ≥ 2). In
this paper, we propose a new mathematical programming approach
for the problem. Our approach is based on two ideas: First, werep-
resent each agent’s policy in the sequence-form and not in the tree-
form, thereby obtaining a very compact representation of the set of
joint-policies. Second, using this compact representation, we solve
this problem as an instance of combinatorial optimization for which
we formulate a mixed integer linear program (MILP). The optimal so-
lution of the MILP directly yields an optimal joint-policy for the Dec-
Pomdp. Computational experience shows that formulating and solv-
ing the MILP requires significantly less time to solve benchmark Dec-
Pomdp problems than existing algorithms. For example, the multi-
agent tiger problem for horizon4 is solved in 72 secs with the MILP
whereas existing algorithms require several hours to solveit.

1 Introduction

In a finite-horizonDec-Pomdp [1], a set ofn agents cooperate to control a Markov
decision process forκ steps under two constraints:partial observabilityanddecentral-
ization. Partial observability signifies that the agents are imperfectly informed about
the state of the process during control. Decentralization signifies that the agents are
differently imperfectly informed during the control. The agents begin the control of
the process with the same, possibly imperfect, informationabout the state. During the
control each agent receivesprivateinformation about the state of the process, which he
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cannot divulge to the other agents. The agents’ private information can have an impact
on what they collectively do. Thus,beforethe control begins, each agent must reason
not only about the possible states of the process during the control (as in a Pomdp) but
he must also reason about the information thatcould be held by other agents during
the control. In effect, the agent must also reason about which policies the other agents
would use. Partial observability and decentralization make Dec-Pomdps very difficult
to solve. Finding an optimal solution to a Dec-Pomdp is NEXP-hard in the number of
agents [1]; finding a locally optimal solution to a Dec-Pomdpis NP-hard in the size of
the Dec-Pomdp problem (determined byκ and the sizes of the sets of joint-actions and
joint-observations) [5].

1.1 Motivation for a new approach

The three existing exact algorithms DP [4], MAA∗ [11] and PBDP [10] are able to
solve only very small Dec-Pomdps in reasonable time (2 agents, horizon≤ 4, ac-
tion and observation set sizes≤ 3). Their lack of scalability is predictable from the
negative complexity results. Therefore, the question is not so much whether these al-
gorithms can be improved upon in the absolute, but rather if arelative improvement
can be achieved. In other words, can we push the computational envelop a bit further
on this problem? In this paper, we present a new approach based on integer program-
ming, which does manifest a much superior performance in practice than the existing
algorithms. For instance, through our approach, the multi-agent Tiger problem [8] for
horizon4 can be solved in 72 seconds as against the few hours required by the PBDP
algorithm [10] (the only current algorithm able to solve this instance). Similarly, the
MABC problem [4] for horizon5 is solved in 25 seconds as against the105 seconds
required by PBDP. So we might tentatively answer in the positive to the above ques-
tion. There is of course a more relevant reason for pushing this envelop. The three
algorithms serve as a basis for approximate algorithms suchas Approximate-DP [3]
and MBDP [9], and these seem to scale to much longer horizons and to much larger
problems. So, a more efficient exact algorithm is important from this perspective as
well. We discuss this in more detail in the last section.

1.2 A new, mixed integer programming approach

Existing Dec-Pomdp algorithms represent an agent’s policyas atreeand a joint-policy
as a tuple of policy-trees. The size of the set of policy-trees of each agent isdoubly
exponentialin the horizon. Hence, the set of joint-policies is doubly exponential in the
horizon and exponential in the number of agents. This adversely impacts the space and
time requirements of the algorithms. In our approach we discard the tree representa-
tion in favor of thesequence-formrepresentation which was introduced in a seminal
paper on computational game theory [6]. In the sequence-form, every finite-horizon
deterministicpolicy of an agent can be represented as asubsetof the set sequences of
actions and observations of the agent. The problem of findingan optimaldeterministic
joint-policy is thus equivalent to the problem of finding foreach agent a subset from
a larger set. This problem thus becomes an instance ofcombinatorial optimization
and we conceive a mixed integer linear program (MILP) to solve it. The key insight
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of Koller’s approach (and therefore of our approach) is thatthe size of the set of se-
quences from each subset is drawn is only exponential in the horizon and not doubly
exponential in it, as is the case with the size of the set of policy trees. This allows
us to formulate an MILP whose size is exponential inκ andn. For small problems
such as MA-Tiger and MABC, it is feasible to represent the MILP in memory. Fur-
thermore, and equally importantly, the constraints matrixof the MILP issparse. The
consequence of this is that in practice the MILP is solved very quickly (in the order
of seconds). Thus, we have an effective method to compute an optimal deterministic
finite-horizon joint-policy. Restricting attention to deterministic joint-policies does not
limit the applicability of our approach in any way since in every finite-horizon Dec-
Pomdp there exists at least one optimal joint-policy that isdeterministic. It is also not
evident that relaxing this restriction has any benefit. Implicitly, existing algorithms also
restrict attention to deterministic joint-policies. In this paper ‘policy’ and ‘joint-policy’
shall mean deterministic policy and deterministic joint-policy respectively unless oth-
erwise specified.

2 The finite-horizon Dec-Pomdp problem

A finite-horizon Dec-Pomdp problem is defined by the following elements. We are
givenN , a set ofn agents andS, a set of states. Then agents inN are numbered from
1 to n. The states are numbered from1 to |S|. For eachith agent, we are givenAi, the
agent’s set of actions andΩi, his set of observations. The cross-productA1 ×A2 . . .×
An is called the set ofjoint-actionsand it is denoted byA. Similarly, the cross-product
Ω1 × Ω2 . . . × Ωn is called the set ofjoint-observationsand it is denoted byΩ. The
joint-actions are numbered from1 to |A| and the joint-observations are numbered from
1 to |Ω|. Then, we are given for eachath joint-action, the matricesT a, Za and the
vectorRa:

(a) T a
ss′ is the probability of transitioning to thes′th state if the agents take theath

joint-action insth state.

(b) Za
s′o is the probability of the agents receiving theoth joint-observation and transi-

tioning tos′th if they take theath.

(c) Ra
s is the real-valued reward the agents obtain if they take theath joint-action in

thesth state.

We are givenb0, which represents the initialbelief stateand it is common knowledge
amongst the agents. A belief state is a probability distribution overS. In a belief state
b, the probability of thesth state is denoted byb[s]. Finally, we are givenκ ≥ 1, a finite
number that is thehorizonof the control. The control of the Dec-Pomdp is described
as follows. At each stept of κ steps: the agents take a joint-action, they receive a
joint-observation, they receive a common rewardrt, and the process transitions to a
new belief state as a function of the previous belief state, the joint-action and the joint-
observation. However, at each step, agents do not reveal to one another the actions they
take and observations they receive at that step or at previous steps. Since an agent does
not know the actions taken by the other agents and the observations received by the
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Figure 1: A3-step policyψ.

other agents during theκ steps, at each step he takes actions strictly as a function of
the actions he has taken previously and observations he has received previously. This
function is called hispolicy. To control the Dec-Pomdp forκ steps, each agent requires
aκ-step policy, henceforth written asκ-policy. The tuple of the agents’ policies forms
a joint-policy. An optimal joint-policy is one which maximizesE(

∑κ

t=1 rt), the sum
of expected rewards the agents obtain for theκ steps.

2.1 Policy in the tree-form

The canonical representation of a policy, used in existing Dec-Pomdp algorithms, is the
tree-form. In this form, aκ-policy of theith agent can be represented as a rooted tree
with κ levels in which each non-terminal node has|Ωi| children. This tree is called a
κ-policy-tree. Each node is labeled by an action to take and each edge is labeled by an
observation that may occur. Using a policy-tree, during thecontrol, the agent follows
a path from the root to a leaf depending on the observations hereceives. An example
of a policy-tree is shown in Figure 1. The number of nodes in aκ-policy-tree of theith
agent is|Ωi|

κ−1
|Ωi|−1 . It is thus exponential inκ. For example, with|Ωi| = 2, a 3-policy-

tree, as the one shown in Figure 1, has23−1
2−1 = 7 nodes. The set ofκ-policy-trees of the

ith agent is the set of all the|Ωi|
κ−1

|Ωi|−1 sized permutations of the actions inAi. Therefore,

the size of the set ofκ-policy-trees of theith agent is|Ai|
|Ωi|

κ−1

|Ωi|−1 , doubly exponential
in κ.

3 Policy in the sequence-form

The double exponentiality associated with the set of policy-trees can be avoided by
using thesequence-formrepresentation of a policy. We begin a description of this
representation by defining a sequence.

Definition 1 A sequence of lengtht of theith agentis an ordered list of 2t - 1 elements,
t ≥ 1, in which the elements in odd positions are actions fromAi and those in even
positions are observations fromΩi.

Thus, in a sequence of lengtht there aret actions andt - 1 observations. The shortest
possible sequence is of length1, which consists of just an action and no observations.
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We denote the set of all possible sequences of lengtht which can be conceived from
Ai andOi by St

i . We denote the setS1
i ∪ S2

i ∪ . . . Sκ
i by Si. We shall now see how a

κ-policy can be represented as a set of sequences, or more precisely as a subset ofSi.
Assume thatκ = 3 and the policy-treeψ shown in Figure 1 is of theith agent. Starting
from the root-node and descending down the edges of the tree,we can enumerate the
sequences of this tree. The first sequence we obtain is in the root-node itself, the
sequence consisting of the actionc and no observations. This is a sequence of length
1. Then, going down the edge labeled byu from the root-node, we come to the node
labeled by the actionf . At this point, we obtain a second sequencecuf , which is of
length 2. It has two actions and one observation. Similarly,taking the other edge from
the root-node, we come to the node labeled byd and obtain a third sequencecvd, also
of length 2. When all the leaves of the tree have been visited,the set of sequences we
obtain is,

S(ψ) =
{

c, cuf , cvd, cufuc, cufvf , cvdud, cvdvc
}

This set contains1 sequence of length1, 2 sequences of length2 and4 sequences of
length3 to give a total of7 sequences corresponding to the7 nodes inψ. It is evident
that the setS(ψ) is equivalent to the policy-treeψ. That is,given the setS(ψ), the
agent can use it as a3-step policy. As this simple exercise shows, any finite-steppolicy
can be written as a finite set of sequences. Now,S(ψ) is a subset ofSi, the set of all
possible sequences of lengths less than or equal to3, and so is every3-policy of theith
agent. Thus, for any given value ofκ, everyκ-policy of theith agent is a subset ofSi.
This is main idea of the sequence-form representation of a policy.

3.1 Policy as a vector

We can streamline the subset-set relationship between aκ-policy andSi by represent-
ing the former as a vector of binary values. Let the sequencesin Si be numbered from
1 to |Si|. Since everyκ-policy of theith agent is a subset ofSi, every sequence inSi

is either in the policy or it is not. Thus aκ-policy of theith agent can be represented
as a|Si|-vector of binary values0 or 1, such that if thejth sequence inSi is in the
policy then thejth element of the vector equals1 and if it is not, then thejth element
of the vector equals0. Let the set of|Si|-vectors of binary values0 or 1 be denoted by
Xi. Thus everyκ-policy of theith agent is member of the setXi. Let p be thejth se-
quence inSi. For a vectorxi ∈ Xi, value of thejth element inxi shall be conveniently
represented asxi[p].

3.2 Policy constraints of theith agent

Thus, everyκ-policy of theith agent is a member ofXi. The inverse of this is course
untrue; not every member ofXi is aκ-policy. We therefore need to define which vec-
tors inXi can represent aκ-policy. We shall give a more general definition, one that
includes stochastic policies as well as deterministic policies. We shall in fact define
which vectors inR|Si| represent aκ-step policy, be it a stochastic policy or a determin-
istic one. The definition takes the form of a system of linear equations which must be
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satisfied by a vector inR|Si| if it is to represent aκ-policy. Given a sequencep, an
actiona and an observationo, let poa denote the sequence obtained on appendingo
anda to the end ofp. LetS

′

i denote the setS1
i ∪ S2

i ∪ . . . Sκ−1
i .

Definition 2 Let |Si| = z. A vectorw ∈ R
z is aκ-step, possibly stochastic, policy of

theith agent if,
∑

a∈Ai

w[a] = 1 (1)

w[p] −
∑

a∈Ai

w[poa] = 0, ∀ p ∈ S
′

i , o ∈ Ωi (2)

w ≥ 0 (3)

We call the system of linear equations (1)-(3) thepolicy constraints of theith agent.
Policy constraints recreate the tree structure of a policy.They appear in a slightly
different form, as Lemma 5.1 in [6]. We can write the policy constraints in the matrix
form asCiw = bi, w ≥ 0, whereCi is the matrix of the coefficients of the variables
in the equations (1)-(2) andbi is a vector of appropriate length whose first element is1
and the remaining elements are0, representing the r.h.s of the equations. Note that it is
implicit in the above definition that the value of each element of w is constrained to be
in the interval [0,1]. Hence, we can define a deterministicκ-policy of theith agent as
follows.

Definition 3 A vectorxi ∈ Xi is aκ-policy of theith agent ifCixi = bi.

We shall call a policy represented as a vector as apolicy-vectorjust to distinguish
it from a policy-tree. The representation of a policy as a policy-vector is in fact the
sequence-form representation we have been alluding to. Given a vector fromxi ∈ Xi

which satisfies the policy constraints, the agent can use it just as he would use as a
policy-tree without requiring any additional book-keeping. Let choosing a sequence
mean taking the last action in the sequence. In usingxi, at the first step, he chooses the
actiona such thatxi[a] = 1. There will be only one such action. Then on receiving an
observation, sayo, he chooses the sequenceaoa′ such thatxi[aoa

′] = 1. Again there
will be only one such sequence. In general, if at stept he has chosen the sequencep
and then received the observationo, then he chooses the unique sequencepoa′′ such
thatxi[poa

′′] = 1 at the(t + 1)th step. Thus, at each step, the agent must know the
sequence of actions he has taken and the sequence of observations he has received till
that step in order to know which action to take according toxi. This requirement is
calledperfect recallin game theory, and it is implicit in the use of a policy-tree.

3.3 Advantage of the sequence-form representation

The size ofSt
i is |Ai|

t|Ωi|
t−1. The size ofSi is thus

∑κ

t=1 |Ai|
t|Ωi|

t−1, exponential in
κ. Since everyκ-policy is in theory available if the setSi is available, the latter serves
as asearch spacefor κ-policies of theith agent. The good news is of course that this
search space is only exponential inκ. This compares favorably with the search space
represented by the set ofκ-policy-trees which is doubly exponential inκ. We thus
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have at our disposal an exponentially smaller space in whichto search for an agent’s
policy. More precisely, to find aκ-policy of theith agent, we need to set up and solve
the system the policy constraints. The number of equations in this system isci = 1 +
∑κ−1

t=1 |Ai|
t|Ωi|

t. Ci is thus aci × |Si| matrix. Now notice thatCi is asparsematrix,
that is, it has only a very small number of nonzero entries perrow or column, while
most of its entries are0s. InCi, the number of nonzero entries per row is only1+ |Ai|,
and it is constant per row. Sparse matrices are typically easier to solve that dense
matrices of the same size. The relatively small size ofCi and its sparsity combine to
form a relatively efficient method to find aκ-policy of theith agent.

4 Value of a Joint-policy

The agents control the the finite-horizon Dec-Pomdp by aκ-step joint-policy, hence-
forth written as aκ-joint-policy. A joint-policy is just the tuple formed by the agents’
individual policies. Thus, aκ-joint-policy is ann-tuple ofκ-policies. Aκ-joint-policy
may be ann-tuple ofκ-policy-trees or it may be ann-tuple ofκ-policy-vectors. Given
a joint-policyπ in either representation, the policy of theith agent in it shall be denoted
by πi. A joint-policy is evaluated by computing itsvalue. The value of a joint-policy
represents the sum of expected rewards the agents obtain if it is executed starting from
the given initial belief stateb0. The value of a joint-policyπ shall be denoted byV(π).

4.1 Value of a joint-policy as ann-tuple of policy-trees

Given at-policy σ of an agent,t ≤ κ, let a(σ) denote the action in the root node of
σ and letσ(o′) denote the sub-tree attached to the root-node ofσ into which the edge
labeled by the observationo′ enters. Furthermore, given at-joint-policy π, let a(π)
denote the joint-action (a(π1), a(π2), . . ., a(πn)) and given a joint-observationo, let
π(o) denote the (t − 1)-joint-policy (π1(o1), π2(o2), . . ., πn(on)). Now letπ be aκ-
joint-policy which is ann-tuple ofκ-policy trees. The value ofπ is expressed in terms
of theκ-stepvalue-functionof the Dec-Pomdp denoted byV κ as follows,

V(π) =
∑

s∈S

b0[s]V
κ(s, π) (4)

in whichV κ is expressed recursively as,

V κ(s, π) = Ra(π)
s +

∑

o∈Ω

∑

s′∈S

T
a(π)
ss′ Z

a(π)
s′o V κ−1(s′, π(o)) (5)

For t = 1, V t(s, a) = Ra
s . An optimalκ-joint-policy is one whose value is the maxi-

mum.

4.2 Value of a joint-policy as ann-tuple of policy-vectors

The value of aκ-joint-policy that is ann-tuple of policy-vectors is expressed in terms
of the values of itsjoint-sequences. A joint-sequence is defined analogously to a se-
quence.
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Definition 4 A joint-sequence of lengtht is an ordered list of 2t - 1 elements,t ≥ 1, in
which the elements in odd positions are joint-actions fromA and those in even positions
are joint-observations fromΩ.

Equivalently, we can also define a joint-sequence of lengtht as ann-tuple of sequences
of lengtht. Given a joint-sequenceq, the sequence of theith agent inq shall be denoted
by qi. The set of joint-sequences of lengtht, denoted bySt, is thus the cross-product
setSt

1 × St
2 . . . × St

n. Given a joint-sequenceq of lengtht, the(j ≤ t)th joint-action
in it shall be denoted byaj

q and the(h < t)th joint-observation in it shall be denoted
by oh

q . We now define the value of a joint-sequence.

4.3 Joint-sequence value

The value of a joint-sequenceq of lengtht, denoted byν(q), is independentof any
joint-policy. It is simply a property of the Dec-Pomdp model. It is a product of two
quantities:ρ(q), the probability ofq occurring andR(q), the sum of expected rewards
the joint-actions inq obtain:

ν(q) = ρ(q)R(q) (6)

These quantities are defined and computed as follows.ρ(q) is the probability,

ρ(q) = Pr(o1q , o
2
q, . . . , o

t−1
q |b0, a

1
q, a

2
q, . . . , a

t−1
q ) (7)

=

t−1
∏

j=1

Pr(oj
q|b0, a

1
q, o

1
q, . . . , o

j−2
q , aj−1

q ) (8)

=

t−1
∏

j=1

Pr(oj
q|b

q
j−1) (9)

wherebqj−1 is a belief state which, if computed as follows, serves asufficient statistic
for the joint-sequence (a1

q, o1q, . . ., oj−2
q , aj−1

q ). Let o denoteoj
q anda denoteaj

q. Let
bqj−1 be given. Then,

Pr(o|bqj−1) =
∑

s∈S

∑

s′∈S

bqj−1[s]T
a
ss′Za

s′o (10)

andbqj is given as, (for eachs ∈ S),

bqj [s] =

∑

s′∈S bj−1[s
′]T a

s′sZ
a
so

Pr(o|bqj−1)
(11)

Thusρ(q) is computed as follows. We assignb0 to bq0. For each non-zeroj < t, we
calculate Pr(oj

q|b
q
j−1) using eq. (10). If for anyt, we find that Pr(oj

q|b
q
j−1) is 0, we set

ρ(q) to 0 and terminate. On the other hand, whenever Pr(oj
q|b

q
j−1) > 0, we compute

bqj [s] for each states ∈ S using eq.(11) and continue. The quantityR(q) is simply
the sum of the expected rewards the joint-actions inq obtain in the belief statesbqjs.
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Assigning, as before,b0 to bq0, and denotingaj
q by a,

R(q) =

t
∑

j=1

∑

s∈S

bqj−1[s]R
a
s (12)

Recall that fundamentally, aκ-policy is just a set of sequences of different lengths.
Given a policyσ of the ith agent let the subset ofσ containing sequences of lengtht
be denoted byσt. Then given a joint-policyπ, the set of joint-sequences of lengtht of
π is simply the setπt

1 × πt
2 × . . . × πt

n. Note that if a joint-sequenceq is in π, then
∏n

i=1 πi[qi] = 1 and if it is not, then
∏n

i=1 πi[qi] = 0. We can now define the value of
aκ-joint-policy π in terms of the values of the joint-sequences. In particular, we need
consider only joint-sequences of lengthκ. Thus,

V(π) =
∑

q∈Sκ

ν(q)

n
∏

i=1

πi[qi] (13)

The derivation of eq. (13) from eq. (4) is quite straightforward and is omitted.

5 Algorithm

We shall now describe a mixed integer linear program (MILP) that finds an optimalκ-
joint-policy. We start our description with the following naive mathematical program
(MP) which just implements the definition of an optimalκ-joint-policy. This implies
finding for each agenti a vectorxi ∈ R

|Si| which satisfies the policy constraints of the
ith agent and the quantityV(x1, x2, . . ., xn) is maximized. Lettingx = (x1, x2, . . .,
xn), the naive MP, denoted byMP-Dec, is as follows,

maximize f(x) ≡
∑

q∈Sκ

ν(q)

n
∏

i=1

xi[qi] (14)

s.t. ∀ i ∈ N : Cixi = bi (15)

xi ≥ 0 (16)

An optimal solution toMP-Dec would yield an optimal (possibly, stochastic)κ-joint-
policyx. However, sincef(x) is a nonconcave, nonlinear function, not only is solving
MP-Dec NP-hard, but more importantly, it is also not possible to guarantee finding a
globally optimalκ-joint-policy. A simple fix to get rid of the nonconcave nonlinear
f(x) in MP-Dec is to somehow linearizef(x), that is, to transform it into a linear func-
tion. Linearization off(x) is achieved by using more variables and more constraints in
addition to those inMP-Dec. The additional variables pertain to joint-sequences and the
additional constraints are required to relate the variables of joint-sequences to those of
sequences. The linearization off(x) takes place in three steps. At the end of the three
steps,MP-Dec is converted to an integer linear program (ILP) on which the proposed
MILP is based.
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5.1 Linearization of f(x): step1

The simple idea in linearizing a nonlinear function is to usea variable for each non-
linear term that appears in the function. In the case off(x), the nonlinear terms are,
for each joint-sequenceq of lengthκ,

∏n

i=1 xi[qi]. Therefore, to replace the nonlinear
terms inf(x), we need to use a variable for every joint-sequenceq of lengthκ. Let
y[q] ≥ 0 be the variable forq and let,

f(y) ≡
∑

q∈Sκ

ν(q)y[q] (17)

So the first step in linearizingf(x) is to change the objective inMP-Dec to f(y) and
introduce the|Sκ|-vectory ≥ 0 of variables in it. We denote this modified MP by
MP1-Dec.

5.2 Linearization of f(x): step2

Once the objective is changed tof(y), we need to relate the variables representing
joint-sequences (y) to those representing agents’ sequences (thexi vectors). In other
words, we need to add the following constraints toMP1-Dec,

n
∏

i=1

xi[qi] = y[q], ∀ q ∈ Sκ (18)

But the constraints (18) arenonconvex. So, if they are added toMP1-Dec, it would
amount to maximizing a linear function under nonconvex, nonlinear constraints, and
again we would not have any guarantee of finding the globally optimal solution. We
therefore must also linearize these constraints. We shall do this in this step and the next.
Suppose that (x1, x2, . . ., xn) is a solution toMP1-Dec. Then, for each joint-sequence
q of lengthκ,

∏n

i=1 xi[qi] takes a value in [0,1]. In other words, it can take an infinite
number of values. We can limit the values it can take by requiring that the vectorsxi

be vectors ofbinary variables,0 or 1. Moreover, since we want
∏n

i=1 xi[qi] to equal
y[q], but want to avoid the constraints (18), we should also require that eachy variable
be a binary variable. Thus, the second step in linearizingf(x) is to add the following
constraints toMP1-Dec:

xi[p] ∈ {0, 1}, ∀ i ∈ N , ∀ p ∈ Si (19)

y[q] ∈ {0, 1}, ∀ q ∈ Sκ (20)

Note that with these constraints inMP1-Dec, xi would represent a deterministicκ-
policy of theith agent. Constraints (19)-(20) are calledinteger constraints. We denote
the MP formed by adding integer constraints toMP1-Dec by MP2-Dec.

5.3 Linearization of f(x): step3

This is key step in the linearization. The number of sequences of lengthκ in aκ-policy
of the ith agent isτi = |Ωi|

κ−1. Hence the number of joint-sequences of lengthκ
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in a κ-joint-policy τ =
∏n

i=1 τi. Let, τ−i = τ
τi

. Now suppose (x1, x2, . . ., xn) is a
solution toMP2-Dec. Eachxi is aκ-step deterministic policy of theith agent. The
κ-joint-policy formed by them is also deterministic. If for asequencep of lengthκ,
xi[p] = 1, then it implies that for exactlyτ−i joint-sequencesq of lengthκ in which the
sequence of theith agent isp,

∏n
i=1 xi[q] = 1. On the other hand, ifxi[p] = 0, then

for each joint-sequenceq in which the sequence of thei agent isp,
∏n

i=1 xi[q] = 0.
This can be represented mathematically as,

∑

q∈Sκ:qi=p

n
∏

j=1

xj [qj ] = τ−ixi[p], ∀ i ∈ N , ∀ p ∈ Sκ
i (21)

The set of equations (21)is true for everyκ-step deterministic joint-policy, and it allows
us to linearize the constraints (18). All we have to do is to add the following set of linear
constraints toMP2-Dec,

∑

q∈Sκ:qi=p

y[q] = τ−ixi[p], ∀ i ∈ N , ∀ p ∈ Sκ
i (22)

If these constraints are added toMP2-Dec then the following holds,

n
∏

j=1

xj [qj ] = y[q], ∀ q ∈ Sκ (23)

because the r.h.s. of their corresponding equations are equal. Thus, we have achieved
the linearization of the constraints (18) and therefore off(x). We shall call the con-
straints (22) as thejoint-policy constraints. The MP obtained on adding the joint-
policy constraints toMP2-Dec gives us the integer linear programILP-Dec, on which
the mixed ILP (MILP), the main contribution of this paper, isbased We giveILP-Dec
below for the sake of completeness.

5.4 Integer linear program ILP-Dec

1. Variables:

(a) A |Sκ|-vector of variables,y.

(b) For each agenti ∈ N , an|Si|-vector of variables,xi.

2. Objective:

maximize f(y) ≡
∑

q∈Sκ

ν(q)y[q] (24)

3. Constraints: for each agenti ∈ N ,

(a) Policy constraints:
∑

ai∈Ai

xi[ai] = 1 (25)

11



∀ t ∈ {1, 2, . . . , κ− 1}, ∀ p ∈ St
i , ∀ oi ∈ Ωi,

xi[p] −
∑

a∈Ai

xi[poa] = 0 (26)

(b) Joint-policy constraints: for eachp ∈ Sκ
i ,

∑

q∈Sk:qi=p

y[q] = τ−ixi[p] (27)

4. Integer constraints:

xi[p] ∈ {0, 1}, ∀ i ∈ N , ∀ p ∈ Si (28)

y[q] ∈ {0, 1}, ∀ q ∈ Sκ (29)

We thus have the following result.

Theorem 1 An optimal solution (x1, x2, . . ., xn) toILP-Dec yields an optimalκ-joint-
policy for the given Dec-Pomdp.(Proof is omitted)

5.5 Mixed integer linear program MILP-Dec

An ILP is so called because it is an LP whose variables are constrained to take integer
values. InILP-Dec, each variable can be either0 or 1. The principle method for
solving an integer linear program isbranch and bound. So when solvingILP-Dec, a
tree of LPs is solved in which each LP is identical to theILP-Dec but in which the
integer constraints are replaced by non-negativity constraints (i.e., all the variables are
allowed to take real values greater than or equal to0). In general, the lesser the number
of integer variables in an LP, the faster a solution will be obtained. Therefore it is
desirable to minimize the number of integer variables in an LP. An LP in which some
variables are allowed to take real values while the remaining ones are constrained to
be integers is called a mixed ILP (MILP). Thus, an MILP may be solved faster than an
ILP of the same size. We say that an MILP is equivalent to an ILPif every solution
to the MILP is also a solution to the ILP. An MILP that is equivalent toILP-Dec can
be conceived as follows. Let this MILP be denoted byMILP-Dec. Let MILP-Dec be
identical toILP-Dec in all respects except the following: in each vectorxi, only those
variables representing sequences of lengthκ be constrained to take integer values0 or
1; all the other variables in eachxi andall the variables in the vectory be allowed
to take real values greater than or equal to0. Due to the equivalence, we have the
following result.

Theorem 2 An optimal solution (x1, x2, . . ., xn) to MILP-Dec yields an optimalκ-
joint-policy for the given Dec-Pomdp

The proof of this theorem (and of the claim thatMILP-Dec is equivalent toILP-Dec) is
omitted due to lack of space. The discussion henceforth applies toILP-Dec as well.
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6 Improving MILP-Dec

We now discuss two heuristics for improving the space and time requirement of for-
mulating and solvingMILP-Dec.

6.1 Identifying dominated sequences

The number of variables required in theMILP-Dec can be minimized by using variables
for only those sequences of each agent that are notdominated. Dominated sequences
need not be represented in theMILP-Dec because there always exists an optimalκ-
joint-policy in which none of the policies contains a dominated sequence. We first
define dominated sequences of lengthκ. Given sequencesp andp′ of lengthκ of the
ith agent,p′ shall be called aco-sequenceof p if it is identical top except for its last
action. LetC(p) denote the set of co-sequences ofp. Then,p is said to be dominated if
there exists a probability distributionθ overC(p), such that for every joint-sequenceq
of lengthκ in which the sequence of theith agent isp, the following is true:

ν(q) ≤
∑

p′∈C(p)

θ(p′)ν(q′) (30)

in which q′ = (q1, . . ., qi−1, p′, qi+1, . . ., qn). Dominated sequences of lengthκ can
be identified throughiterated elimination. Identifying sequences of lengths less thanκ
is easier. A sequencep of lengtht is a descendantof a sequencep′′ of lengthj < t
if the first j actions andj - 1 observations inp are identical to thej actions andj - 1
observations inp′′. A sequencep′′ of lengthj is dominated if every descendant ofp′′

is dominated. So, for each agent, we first identify dominatedsequences of lengthκ,
and then working backwards, we identify dominated sequences of lengths less thanκ.
Note thatif dominated sequences are not represented by variables inMILP-Dec, then in
each joint-policy constraint the= sign must be replaced by the≤ sign. The MILP that
results when dominated sequences of all the agents are not represented by variables in
MILP-Dec and the above modifications are made shall be denoted byMILP-Pr-Dec.

6.2 Adding bounds intoMILP-Dec

The MILP solver can be guided in its path selection in the treeof LP problems or
made to terminate as early as possible by providing lower and/or upper bounds on the
objective function. In this paper, we wish to illustrate theimportance of integrating
bounds inMILP-Dec, and so we have used rather loose bounds. GivenV(t), the value
of an optimalt-joint-policy, a lower bound on the value of the optimal(t + 1)-joint-
policy is,

ℓ = V(t) + max
a∈A

min
s∈S

Ra
s (31)

For an upper bound, the valueu of an optimalκ-step policy of the Pomdp correspond-
ing to the Dec-Pomdp can be used. This value can be determinedby the linear program
(32)-(35) which also finds the optimalκ-step policy for the Pomdp. LetSt denote
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Algorithm MABC MA-tiger
κ 3 4 5 3 4

MILP-Dec 0.86 900 − 3.7 ·
MILP-Dec(u) 1.03 907 − 3.5 ·
MILP-Dec(ℓ) 0.93 900 − 4.9 72
MILP-Pr-Dec 0.84 80 · 6.4 ·
MILP-Pr-Dec(u) 0.93 10.2 25 6.2 ·
MILP-Pr-Dec(ℓ) 0.84 120 · 7.6 175

DP 5 103

MAA ∗ t3 t4 t3 t4
PBDP 1.0 2.0 105 t3 t4

DP-JESP 0 0.02
Approx-DP 0.05 1.0
MBDP 0.01 0.01 0.02 0.46 0.72

Table 1: Comparison of the runtimes in seconds of Dec-Pomdp algorithms.t3 denotes
several seconds andt4 denotes several hours. “·” denotes a time-out of30 minutes, “-”
denotes insufficient memory and blank denotes that the application of the concerned
algorithm to the concerned problem does not appear in the literature.

the set of joint-sequences of lengtht. Let qoa denote the joint-sequence obtained on
appending the joint-observationo and the joint-actiona to the joint-sequenceq.

maximize u =
∑

q∈Sκ

y[q] s.t.: (32)

∑

a∈A

y[a] = 1 (33)

y[q] −
∑

a∈A

y[qoa] = 0, ∀ t < κ, q ∈ St, o ∈ Ω (34)

y ≥ 0 (35)

A bound is added toMILP-Dec by adding a constraint. The constraintf(y) ≥ ℓ is
added for adding the lower bound and the constraintf(y) ≤ u is added for adding the
upper bound.

7 Experiments

We formulated the MABC problem and MA-tiger problem as MILPs, and solved it
using the ILOG Cplex 10 solver on an Intel P4 machine with 3.40gigahertz proces-
sor speed and 2.0 GB ram. The runtime in seconds ofMILP-Dec andMILP-Pr-Dec
for different values ofκ is shown in Table 1. In the first column, a parenthesis, if
present indicates which bound is used. The runtime includesthe time taken to identify
dominated sequences and compute the bound (for e.g., solve the LP for the Pomdp),
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where applicable. We have listed the runtime of existing exact and approximate dy-
namic programming Dec-Pomdp algorithms as reported in the literature. The three
exact algorithms are DP, MAA∗ and PBDP. The approximate algorithms are DP-JESP
[8], Approximate-DP and MBDP. As far as dominated sequencesare concerned, the
MABC problem had about 75% dominated sequences per agent forκ = 5, while MA-
Tiger hadnodominated sequences for any horizon.

8 Discussion and future directions

In this paper we have introduced a new exact algorithm that for solving finite-horizon
Dec-Pomdps. The results from Table 1 show a clear advantage of the MILP algorithms
over existing exact algorithm for the longest horizons considered in each problem. We
now point out three directions in which this work can be extended.

Approximate algorithm: Our approach could be a good candidate to construct
an approximate algorithm. For instance, ifMILP-Dec or one of its variant is
able to solve a problem optimally for horizonκ very quickly, then it can be
used as a ratchet for solving approximately for longer horizons in divisions of
κ steps. Our initial experiments with this simple method on the MABC and
MA-Tiger problems indicate that it may be comparable in runtime and value
of the joint-policy found with current approximate algorithms for solving long
horizons (50,100). This is particularly useful when the Dec-Pomdp problem
cycles back to the original state in a few steps. In the MA-Tiger problem, for
example, upon the execution of the optimal3-step joint-policy, denoted byσ3,
the process returns back to its initial belief state. The value ofσ3 is 5.19. So
we can perpetually executeσ3 to get inm steps, a total expected reward of
(5.19m/3). Now, the value ofσ2, the optimal2-step joint-policy is−2. For
controlling the MA-Tiger problem form steps, we may either (a) executeσ3

m/3 times or (b)σ2 m/2 times. The loss for doing (b) instead of (a) would
be2.73/m per step. This can be made arbitrarily high by changing the reward
function. In other words, findingσ3 is much more important that findingσ2. We
can arrange for a similar difference in quality betweenσ4 andσ3; andMILP-Dec
is able to findσ4 in 72 secs while other algorithms take hours. Thus, the role
of an exact, fast algorithm, such as ours, may prove crucial even for very small
problems.

Dynamic programming: In formulatingMILP-Dec we are required to first gen-
erate the setSκ

i for each agenti. The size of this set is exponential inκ. The
generation of this set acts as the major bottleneck for formulating MILP-Dec in
memory. However, we can use dynamic programming to create each setSκ

i

incrementally in a backward fashion. Such a procedure does not require the
knowledge ofb0 and it is based on the same principle as the DP algorithm. In
brief, the procedure is explained as follows. For each nonzero t ≤ κ, we generate
for each agent a set of sequences of lengtht by doing abackupof a previously
generated set of sequences of lengtht - 1 of the agent. We then compute for
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each joint-sequence of lengtht, an|S|-vector containing the values of the joint-
sequence when the initial belief state is one of the states inS. We thenprune, for
each agent, sequences of lengtht that are dominated over belief space formed by
the cross-product ofS and the set of joint-sequences of lengtht. By starting out
with the setS1

i (which is in fact just the setAi) for each agenti, we can incre-
mentally build the setSκ

i . Note that a backup of the setSt
i creates|Ai||Ωi||S

t
i |

new sequences; i.e., the growth is linear. In contrast, the backing-up of a set of
policies represents an exponential growth. The merit of this procedure is that
we may be able to compute an optimal joint-policy for a slightly longer horizon.
But more importantly, due to the linear growth of sequences in each iteration, it
may be possible to solve for the infinite-horizon by iterating until some stability
or convergence in the values of joint-sequences in realized.

Pompds: Finally, the approach consisting of the use of the sequence-form and
mathematical programming could be applied to Pomdps. We have already shown
in this paper how a finite-horizon Pomdp can be solved. In conjunction with the
dynamic programming approach analogous to the one described above, it may be
possible to compute the infinite-horizon discounted value function of a Pomdp.
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