N

N

Asymptotic analysis for the solution to the Helmholtz
problem in the exterior of a finite thin straight wire
Xavier Claeys

» To cite this version:

Xavier Claeys. Asymptotic analysis for the solution to the Helmholtz problem in the exterior of a
finite thin straight wire. [Research Report] 2007. inria-00163230v1

HAL Id: inria-00163230
https://inria.hal.science/inria-00163230v1
Submitted on 17 Jul 2007 (v1), last revised 10 Dec 2007 (v4)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00163230v1
https://hal.archives-ouvertes.fr

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Asymptotic analysis
for the solution to the Helmholtz problem
In the exterior of a finite thin straight wire

Xavier Clagys

N°® 2?7?77
Juillet 2007

Théme NUM

apport
derecherche

ISRN INRIA/RR--????--FR+ENG

ISSN 0249-6399







Zd I N RIA

ROCQUENCOURT

Asymptotic analysis
for the solution to the Helmholtz problem
in the exterior of a finite thin straight wire

Xavier Claeys

Théme NUM — Systémes numériques
Projets POems

Rapport de recherche n® ?7?7?? — Juillet 2007 — B8l pages

Abstract: In this document we are interested in the solution of the Helmholtz equation with
Dirichlet boundary condition in the exterior of a thin elongated body. We suppose that the
geometry is well described in ellipsoidal coordinates. We propose an asymptotic analysis of this
problem, using matched expansions. This leads to the construction of an approximate field with
more explicit expression. The approximate field is composed of the first terms of the asymptotic
expansion of the exact solution. Our study also leads to a validation of an acoustic version of the
Pocklington’s equation.

Key-words: Helmholtz, asymptotic, Pocklington, wire, thin, matched expansions, elongated

Unité de recherche INRIA Rocquencourt

Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex (France)
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30



Asymptotic analysis
for the solution to the Helmholtz problem
in the exterior of a finite thin straight wire

Résumé : Dans ce document nous nous intéressons & la solution de I’équation de Helmholtz
avec condition de Dirichlet a ’extérieur d’un corps fin élancé figurant un fil. Nous supposons que
la, géométrie peut-étre convenablement décrite en coordonnées éllipsoidales. Nous proposons une
analyse asymptotique de ce probléme, en utilisant des développements raccordés. Ceci méne &
la construction d’un champ approché dont ’expression est plus explicite et qui est composé des
premiers termes du développement du champ exact. Notre étude méne également & la validation
d’une version acoustique de 1’équation de Pocklington.

Mots-clés : Helmholtz, asymptotique, Pocklington, fil, fin, développements raccordés, slender



Asymptotic analysis for wires 3

1 Introduction

This document provides a study on the diffraction problem of an acoustic wave scattered by a
thin wire. In order to be more precise, let us consider a domain containing, on the one hand,
fixed obstacles denoted 2,5, and on the other hand, a thin elongated body 2. with the shape of
a wire (¢ being the thickness of this wire). We wish to study the behavior of the solution to the
Helmholtz problem with homogeneous Dirichlet boundary conditions in Q. = R3\ Q,, U QZ, the
source being given by a function f which support suppf is disjoint from Q¢. This geometry is
represented in the picture below.

supp f

\i
AO

Figure 1: The geometry we consider

The problem of diffraction by a wire is an old problem that dates back to the end of the
nineteenth century. In the physics literature , we have to cite the article of Pocklington [I3]. It
is a founding article for wire models. It derives a one dimensional integral equation taking into
account the coupling between the current on a wire and the electromagnetic field in the exterior
of this wire. We have also to cite the article by R.Holland by L.Simpson [21]. It introduces a very
simple numerical scheme able to to take into account thin wires in a finite difference scheme for the
computation of the propagation of an electromagnetic field. This method has been widely used so
far, however it requires to determine empirically the value of a parameter called lineic inductance,
and this raises many problems that led us to the present study. Finally we can cite the book of
Taflov [2] or D.S.Jones [3]. They are interested in the numerical resolution of Maxwell’s equations
in geometries containing wires using the Pocklington equation. It has to be noticed that the model
of Pocklington and Holland have not yet received a full theoretical justification. To the best of
our knowledge, the Holland model has not been proved to be consistant so far.
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4 X.Claeys

Concerning mathematical studies on this subject, a first work has been realized by Fedoryuk in
[8] and [I8]. Fedoryuk proposes an asymptotic model on the basis of an integral equation in order
to solve the Laplace problem, in a geometry with symmetry of revolution. This work has been
followed by two complementary articles [I2] and [I0], that consider geometries with symmetry
of revolution and coercive problems with both Dirichlet and Neuman boundary condition. A
similar work has been simultaneously provided by F.Rogier [9]. This time the geometry has not
necessarily the symmetry of revolution, however error estimates are less precise. The thesis of
A Mazari [T] takes into account the work of Rogier and completes it with numerical considerations
on the Pocklington’s equation for Maxwell’s equations in a simple geometrical setting (straight
cylindrical antenna in free space).

As was suggested by these articles, we want to tackle this problem using asymptotic analysis.
For a didactic introduction to asymptotic analysis, the book by J.Sanchez-Hubert and E.Sanchez-
Palencia [4] seems a good starting point. Among the possible approach we decided to use matched
asymptotics. But there exists also other possible approaches such as the multiscale expansion
technique. Matched asymptotics and multiscale expansions are equivalent as was shown in [7].
The choice of matched asymptotics is a first difference between the present work, and the work
contained in the papers cited above. A study of general problems, restricted though to cases where
maximum principle can be applied, is available in [24]. The book by II'in [T4] contains a great
number of studies that are the occasion of presenting the application of matched asymptotics in
a wide variety of situations. Also the book of Mazy’a, Nazarov and Plamenevskii contains the
asymptotic study of many situations in which singularities appear via geometry (which is not
always the case in problems concerned by asymptotics). This book proposes a study comparable
to the one presented in Fedoryuk’s article [I8]. Mazy’a, Nazarov and Plamenevskii use multiscale
expansions. Finally we would like to cite the two PhD thesis of S.Tordeux [22] an G.Vial [23] that
are very instructive and represent good introductions both to mathched asymptotics an multiscale
expansions.

We think that the present work contains innovative aspects in the way that we adopted to
tackle the problem of thin wires. Concerning technical aspects, we have used matched asymptotics
instead of multiscale expansions. In particular, we have adapted the work of Fedoryuk to a non-
coercive situation (Helmholtz equation) which raised some technical difficulties. The ideas of
section are very similar to [I8]. In error estimates, the proof of stability is classical in the
literature of asymptotics. Concerning consistency, we have adapted technical results contained
in [22] in the case of spheroidal coordinates (corollary [l and lemma [[H). Moreover section B
come to an agreement with ideas contained in [T (restreining the space of Lagrange multipliers
to elements with symmetry of revolution), but the way of deriving these ideas is different. In
particular, we did not encouter in literature any proof of stability on a mixed formulation like the
result of We believe that the interesting point of this work is, on the one hand, the result
[Tl that proves the validity of the matched expansion, and on the other hand, the result that
leads to a simpler formulation of the problem than the initial one: conceeding an error in O(e) it
is possible to consider that the fields are constant on each cross section of the wire. This provides
a justification of the (scalar version of the) Pocklington equation. Moreover this work seems to
provide a unifying theoretical setting for wire models.

1.1 Brief survey on wire models

Before strating with our main discution, we shall first give an overview of the existing models
for thin wires. These models deal with Maxwell’s equations, but they can be adapted for the
treatment of other equations such as Laplace and Helmholtz equation. We will present these
existing models for Helmholtz equation, but keep in mind that similar models can be proposed for
Laplace and Maxwell’s equation. Each of these models differs only by its equation corresponding
to the boundary condition on the wire. Until the end of this sub-section we consider a straight thin
wire with a surface I'® described described in cylindrical coordinates by r = ®°(6, z) for z € [—1, 1]

INRIA



Asymptotic analysis for wires 5

Pocklington’s model

The founder of wire models is H.C Pocklington who proposed in 1897 an equation coupling the
field diffracted by an antenna with the current at the surface of this antenna. To simplify, suppose
that Q,, = 0 (antenna in free space). Denote J the median line in this wire, with a geometrical
structure as in figure 1, and suppose that this line is on the z-axis. Let (6, z) be the surface
measure on ¢ in cylindrical coordinates. The length of the boundary of a section corresponding
to the coordinate z is then

27
7@ = [0z

We consider an incident wave ui,. € H, lloc(Qs) satisfying the homogeneous Helmholtz equation in
the neighborhood of the wire. For exemple we can contruct such a field by solving the equation
Auine + k*uine = f with suppf N Q% = (). We are interested in the corresponding diffracted wave
, that is to say the function u3 € H}. (§2.) satisfying:

Aug +k*ug =0 in Q.
u§ = —Uinc on I'¢
ug outgoing

Moreover we denote uf,, = ug+uinc the total field, and G(x; x") the Green function of our acoustic
au
~edlq ng
integral equation, Pockhngton assumed that the current actually did not vary on a section of the
wire, i.e I¢ = I°(2) does not depend on z, and that the diffracted field in this region was also
independant of z, U‘Z‘Fs = uzlrg (). In the case of the Helmholtz problem, the integral equation

of Pocklington is

zk\x (0,2)—x(0",2")| €
(0, 2) (60, ) .
dode’ dz' = —u; . .
/ L /9 / TR R T ey ) I = (2

We denoted x(6, ) the point of I'* with cylindrical coordinates 6 and z. This equation is a one
dimensional version of the integral equation corresponding to a single layer potential used for the
resolution of the Helmholtz problem. This equation is what we call the model of Pocklington.

problem and I =% that will represent the current on the wire. In order to write a relevant

Model of Pocklington with regularized kernel

The kernel of Pocklington’s integral equation is singular (as a function of z’). Its singularity
is logarithmic. Serveral authors have replaced it by a regularized kernel. Let us denote by X(z)
the point of J corresponding to the coordinate z. These authors have prefered to consider the

equation
+1 ( 2 eik|§(z)7x(9/,zl)\ 5(9/ /)dol) IE( /)d , ( )
— , 2 z Z = —Ujpc|Te 2
/z’zfl /9/:0 47T|X(Z) — X(gl, Z/)| v ‘F

Since the kernel of this equation is very smooth, the associated integral operator is compact and
this new integral equation is ill-posed. As a consequence this equation can lead to realistic results
only if the smallest mesh step used for the discretization is more than three times larger than
the radius ¢ of the wire. This equation is what we call the model of Pocklington with regularized
kernel. For the design of the code Magellan which purpose is to study conducting wires and
shells, Bendali & al. have proposed a variational formulation in which the homogeneous Dirichlet
boundary condition on the wire is taken into account using a one dimensional space of Lagrange
multipliers (containing elements that do not depend on the 6 variable). This restricted space is

9

Hyoy?(09) ={q € HTV2(I%) | 55=0}

moy
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6 X.Claeys

where derivatives have to be understood in the sense of distributions. For the total field (inci-
dent+diffracted) an “averaged” Dirichlet boundary condition is then written on the median line

+1
/ ey (R(2)) q(z)dz =0 Vg € Hyl/?(T*).
-1

Writing an integral representation for ug ,, this equation leads to a variational formulation of the
regularized version of the Pocklington’s equation. We call this model the regularized fictitious
domain model. Mazari used this idea but tried to impose a Dirichlet boundary condition using
an integral equation with a singular kernel, that correponds to the model of Pocklington. This
equation writes

27 +1
/ / Uso (x(0, 2)) q(2) dzdf =0 ¥ q € Hyl?(I°).
0 —1

We call this model, the singular fictious domain model.

Model of Holland

In order to solve numerically the problem of diffraction by an antenna, Holland & al. in [21]
have proposed simple modifications of a classical FDTD scheme sufficient for simulating the pres-
ence of an antenna in the medium of propagation. As was proved by Collino and Millot in 5], the
new resulting scheme can be inherited from a continuous variational formulation of the Maxwell’s
equations that differs from the usual formulation by the presence of an averaging operator and a
parameter. This model assumes that the section of the wire is circular, the variations of the current
on a transverse section are negligible, and the field has an electrostatic behavior in the neighbor-
hood of the wire. From these assumptions, Holland deduces that ug.(r, 0, 2) ~ I¢(#, 2) In(Z). Then
a function 6° has to be chosen in order to regularize the surface measure on I'*. This function has
to verify

fOJrOO 5 (r)2mrdr =1,
Vi continuous, [ ¢(z,y)0%(\/2? + y?) dzdy — ©(0),
—04

0°(r)=0, re>r>¢e¢ and r® — 0.
e—04
The choice of the function 6° lies on practical considerations. Instead of the usual homogeneous
Dirichlet condition on the wire, one writes an equation averaged by 6 and makes use of the radial
electrostatic behavior of the field. So the variational formulation that has to be discretized is

Vug,, - VU — k2/ ufoﬁ—i—/ vTRug, + 05 (r)I¢(2)v(r,0,z) = — i Yve Hl(QR),
QR QR FR QR QR

5% (r)a(2)uiey (. 0,2) = [ 8°(r)a(2)I°(2)In(%) Vg€ Hogof2 (1),
Qr Qr €

where Tg is a usual DTN map acting on the boundary of Qg.

1.2 Method of matched asymptotic expansions

We are now going to briefly present the matched asymptotic expansions method and the way we
wish to apply it to our problem. This will give an outline of our study. In this document we are
interested in the expansion with respect to ¢ of the function u® satisfying

Auf + k?uf = f in Q.
u® =0 on Of),

u® outgoing.

INRIA



Asymptotic analysis for wires 7

In order to study the behavior of u* we can first ask ourselves whether «* admits a limit (as e — 0).
As the wire shrinks and disappears, one might guess that this limit exists and is the function ug
satisfying

Aug + k2u0 =f in

ug outgoing.

Then one can ask what is the behavior of u® — ug ,...etc. We will then seek the first term of the
expansion of u®. For this purpose, we will proceed in 5 steps

o step 0
We describe in detail the geometrical setting of our problem, rigorously formulate the diffrac-
tion problem using variational formulations, and introduce a suitable functional setting. We
will also define two regions Z7 and Zf called near and far field regions. We will postulate a
form in each of these regions for the first term of the expansion of u°:

u® ~up+u; in Zf with uf = o(ug) (1)

We will call up and u§ “far field terms”. For the near field region, as we don’t really know
the behavior of u®, We will simply write

u~Uj in Z (2)

We will call Uf “near field term”.

o step 1
This step is treated in section Bl where we seek in a formal and intuitive manner necessary
conditions for uy 4+ uj to be a good approximation of u° in Z; . We will caracterize uo + uj
up to the choice of a function a® € L?([—1;1]). The definition of a¢ is delayed to section B

e step 2
This step is treated in section Hl where we seek necessary conditions for U to be an approx-
imation of u in Z¢,. We will caracterize US up to the choice of a function b° € L?([—1;1]).

e step 3
To end the definition of a suitable approximate field we need to define a* and b°. This will
be the subject of this step treated in section B where we prove that these functions have to
satisfy an integral equation.

e step 4
We would have formally constructed ug + uj and U in the preceding step, so this step will
deal with defining an approximate field u° using the far and near field (section ), and then
prove in section [ that ||u® — u®|| g1 () is small, which is the subject of theorem theorem
[Tl that states
[|u® — ﬂsHHl(QR) < kel2ln 1/e

for a constant x > 0 independant of e.

Once we have applied this method, we would have obtained an approximation of the exact solution.
The question is what to do with this approximation. We will use it to prove that u¢ is also very close
to another function u® that is solution to the same diffraction problem with simplified boundary
conditions. This problem will be written using a mixed formulation that we call the simplified
fictitious domain formulation. We will prove a result very similar to [J] with u®, which will yield
a validation of the model of Pocklington.

RR n° 0123456789



8 X.Claeys

2 Step 0: geometrical setting and initial problem

2.1 General remarks

Consider a space of reference £ = R3. So £ has a natural manifold structure. When we write “x”
we refer to a point of £ as a manifold, thus independantly of any coordinate system. We will often
refer to objects related to £ and so independant of any coordinate system, such as functions for
which we write u(x) .

We wish to emphasize the difference between the manifold structure of £ , and its representation
in coordinate systems. We will refer to a point x € £ with 3 coordinates chosen in a set different
from £. For exemple we will naturally refer to a point using its cartesian coordinates (x;y; z) € R3.
We will use four coordinate systems. The first is the cartesian system with coordinates denoted
(z;y;2). We will write x(x;y;2) in order to mean that the cartesian coordinates x are (z;y; 2).
The second system is the spherical coordinates restricted to the unit sphere, with coordinates
denoted (v, 0) (be careful we don’t use the usual coordinates (6, ) in the present case). The third
system is called in litterature prolate spheroidal coordinates. It belongs to the family of ellipsoidal
coordinates, so we call it ellipsoidal in order not to make any confusion with spherical coordinates.
The coordinates associated with this system are denoted (&;v;6). In accordance with our notation
for cartesian coordinates, we write x(&; v; 6) to mean that x has (£; v;0) as ellipsoidal coordinates.
We finally consider a last coordinate system that we call scaled coordinates system. It will be
defined below. The corresponding coordinates are denoted ({,v,0). Again we write x((;v;0) in
order to mean that x has ((;v; ) for scaled coordinates.

Sometimes we will write “u(§; v;0)” instead of writing “u(x) where x has (&; v; 0) for ellipsoidal
coordinates” (of course the same remark is true for cartesian, spherical or scaled coordinates).
Also when considering a function depending only on one variable , let say v depending only on &,
then we simply write “u(£)” instead of “u(x) where x has (§;v;0) for ellipsoidal coordinates.”

Now we recall the precise definition of our coordinate systems, and define the scaled coordinates.

2.2 Coordinate systems

In this sub-section, we shall remind the reader some definitions concerning usual cordinate systems,
and also introduce some others. As we stated before, we will be interested in spherical coordinates,
ellipsoidal coordinates, and a new coordinate system called scaled coordinates.

2.2.1 Spherical coordinates

In this document we will consider coordinates on the unit sphere S? = {x € £ t.q |x| = 1} slightly
different from usual spherical coordinates. Let us denote these coordinates (v,6). One such pair
will refer to a point on S? with cartesian coordinates given by the formula

x=+1—1v2cosb v e [-1;+1],
y=+v1—1v%sinf 6 € [0;27],
z=v.

We denote OJSr2 and OS5’ the upper and lower poles of S2. We also denote gzﬁfpz 8%\ {Oiz, 05} -
] —1,+1[x(R/27Z) the chart that associates to any point x € S? its spherical coordinates (v, 0)
given by the above formula. gzﬁfpz is a C*°-difféeomorphism. Here is the expression of the Laplace
operator on the unit sphere,

9 5 O 1 o2
Asr =5, =g Y T g

INRIA



Asymptotic analysis for wires 9

2.2.2 Ellipsoidal coordinates

Let us recall how these coordinates (§;v;0) are defined using cartesian coordinates,

x=+/(2—-1)(1 —v?)cosb €€ [l;4o00]
y=+/(2—1)(1—v2)sinb v e [-1;+1]
z=C¢v 6 € [0; 2]

Let Uy = &\ {x(z,y,2) | 22 + y> = 0 }. We denote ¢¢; : Uy —]1, +00[x] — 1, +1[x(R/27Z)
the function that associates to any point its ellipsoidal coordinates. ¢.; is a C'°°-difféomorphism.
The iso-¢ and iso-v surfaces corresponding to this coordinate system are represented on the figure
below. Let us find the explicit equation of these surfaces. First we deal with a surface of equation
& = &. It is possible to make v and 6 disappear in the formulas defining ellipsoidal coordinates.
One then obtain
2 a?4y? X
g &-1 7
which is the equation of an ellipsoid of revolution. Now we treat the case of the surface of equation
v = 1. The same argument as before yields the equation

22 x2+y2_1

2 2
Vs 11—

9

which is the equation of an hyperboloid of revolution.

v=0.9682 — »

¢ =2414

v=05 —»

v=—05 —»

v =—0.9682 ——
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10 X.Claeys

Concerning the metric tensor we compute

@ 2 @ 2 % 2 _ & v
@ 2 @ 2 % 2 _ £ —v
(au) +(81/) +(81/) C1—02)

oz o Y o 322_ 2 2
(5502 + (502 + (52 = (€ = 1)1 - )

Moreover, as the coordinate lines are orthogonal, as is easily verified, we directly deduce the
expression of the metric tensor and the measure in ellipsoidal coordinates

€2 2 €2 12
d*m = &1 d*¢ + T v 4+ (€2 —1)(1 —v*) d*0 and dadydz = (€2 — v?)dédvdd
We also deduce the expression of laplacian and gradient operators,
-1 o 1—v? o 1 o
V¢—£2_V2 o€ % &2 — 12 ov ey+(§2—1)(1—v2) a0 <
10, oY 1 0 L 1 toatl)
M=mpg® Ve te—rza " TEsao e

where the vectors e¢, e, and ey are defined using the cartesian vectors e, e, and e, according to
the relations

—%e —|—@e —l—%e e—@e —l—@e —|—%e and e—%e —|—@e —l—%e
R T TG R VG WA I VI $T 90" 90 Y a0

€¢
2.2.3 Scaled coordinates

The scaled coordinates of a point will be denoted ((; v;6) (compared to the cartesian coordinates
only the first coordinate change) and will be defined using ellipsoidal coordinates by the formula

e =1+
or by means of cartesian coordinates using the formulas
x=e(V1—1v2cosb ¢ € [0;+o0]
y=¢e(V1—12sind vel—1;+1]
z=+/1+e22v 6 € [0; 27].

The expression of the measure with these coordinates is EZ—C(fz —v2)d(dvdo .

2.3 Geometrical setting
2.3.1 Two remarks on the choice of the coordinate system

We have chosen the use of ellipsoidal coordinates in order to describe the geometrical elements of
our problem because neither the spherical system nor the cylindrical one are well suited to the
geometry of the tips. Our choice for the scaled coordinates comes from the fact that the laplacian
has a very simple expression with these coordinates, as we shall see in section Hl

INRIA



Asymptotic analysis for wires 11

2.3.2 Description of the geometry

We will now describe the geometry we want to consider for our analysis. First of all we wish to
consider an open set {2 C £ that we assume to be C*>°. We will refer to the unit segment located
between the points (0;0;1) and (0;0; —1) by the letter J, and assume that J C Q. In ellipsoidal
coordinates, the segment J is described by the equation ¢ = 1. We will also consider an open set
Q! with a boundary I'* described in ellipsoidal coordinates by the equation

(T¢): &€ =1+*0%(1;0) , ve[-1;+1]and 6 € [0;27].
This equation written in scaled coordinates becomes very simple
(re): ¢=®(v;0) , vel-1;+1] and 0 € [0; 27].
This surface will represent the wire during our study. We make the following assumptions on ®:
eH1: ®is C™,
e H 2 : There exists a constant @y such that &g < ®(v;0) Vv € [-1;+1], VO € [0;27],
e H 3 : There exists a vy €]0; 1] such that ®(v;0) = &(v) for |v| > vy.

Note that hypothesis H1 excludes the presence of geometrical singularities such as corners or edges
at the surface of I'>. Moreover hypothesis H3 assumes that the wire has symmetry of revolution
in the neighborhood of the tips. In spite of these restrictions, a certain variety of shapes for the
wire can be represented by this type of equation if we suppose that ¢ is fixed.

Let us denote Q¢ the interior set of I'*, and denote Q. = 2\ Qi. We also denote Bg the open
ball of center 0 and radius R, and I'g = dBg. We define Qff = Q. N Br and Qr = QN Br. When
e — 0, QL — J in the sense of Haussdorf: the obstacle shrinks around the segment .J.

We denote Of and O the upper and lower poles on I'. Since the equation of I'® is given
in ellipsoidal coordinates by (') : &2 = 1 + £2®%(v;6), we see that (v,0) is a good coordinate
system on I'* \ {OY", 0" }. Let us denote ¢, : I'=\ {0}, 0"} =] — 1, +1[x(R/27Z) the chart
that maps any point x € I'® with ellipsoidal coordinates (1/1 4 €2®2(v, ), v, ) to its coordinates
(1,0). ¢\, is a C=-diffeomorphism.

2.3.3 Several useful sets

During our analysis, we will need to refer to three particular sets, three zones in €. .
— 1 31 282(, 2
Z5 = {x(&r;0) e R | 2% (v;0) < £ — 1 < 26},
ZE = {x(&v;0) eR3 | e < €213,
Te=Z5NZ5 ={x(&v30) eR? | e < €% — 1 < 2}

We will call Z5, the near field zone, and Zf the far field zone , and 7° the transition zone.
These zones are delimited by ellipsoids. 7°¢ is like an ellipsoidal shell shrinking around J. For
purely practical reasons, we will also need to refer to an open neighborhood of J in 2. We
assume that there exists & > 1 such that {x(&v;0) € R3 | € < 3} C Q. Then we define
O = {x(&v;0) | € <2&} and note that J C O C O C Q.

RR n° 0123456789



12 X.Claeys

€
lo

Figure 2: Far field and near field zones

2.4 Initial problem and functional setting
2.4.1 Standard space

We simply denote H = {v € H'(Qg) t.q vjgo = 0}. We define a sesquilinear form on H
by (u;v)y = fQR Vu - Vo + fQR uD. With this sesquilinear form, H is an Hilbert space. We
will also refer to the operator A : H — M defined by (Au;v)y = [, Vu -V —k* [ uT+
fFR vTru Yu,v € H. Tk is a usual Dirichlet-to-Neumann map for which we give the explicit

expression and the properties in the appendix[Al We also denot ¢ the surface measure on I'*. So
if v e C°(QR), then

+1 27
[ o= [ [T ve @i o

. ——1Jo=0
We denote H§ = {v € H t.q vjpe = 0 }. In §71 we use the operator Aj : H§ — HG defined by
(ASu;v)y = (Au;v)y  Vu,v € HS.

2.4.2 Functional space on the wire

We will need a functional setting for functions “living on I'*” that will in practice be function
on J. First denote £ = 2 (1 — v?)-2 unbounded operator on L*(I). Define E"(I) = {u €
L3(I) | <(—£)ku;u>L2(1) <400 k=0...n} with the norm H“H2En(1) =00 (=L)Tusu)pa(py -

2.4.3 Trace space

Now we will study in detail the space H'/2(I'*). We begin with a technical lemma, of geometry
that establishes topological equivalence between the wire I'* and the sphere S2. This enables us
to study H'/2(S?) instead of H'/?(T¢). In particular we will define an explicit norm on H'/2(I?)
using this equivalence.

INRIA



Asymptotic analysis for wires 13

( S2)71 re

05 sp el

05

05
0.5

-05 05

Lemma 2.12 , ,
The map (#5,) Loy : TE\{O", 01"} — ST\{0F,057} can be extended in a C>-diffeomorphism
of I'® into S*.

Proof:
Defining (¢fp2)—1 o ¢l (OF) = Oiz and ( fpz)_l o ¢ (OY) = 05, it is easy to see that
((bfpz )~lo@ll is a bijective map between I'* and S2. If we can prove the regularity of ( f; ) logl,
extended in this manner , then the inverse mapping theorem will yield the desired result. We
construct a function G : & — & such that Gp- = (qbfpz )~lo qberf and show that G si a C'*>° function
on a neighborhood of I'*. Define ¢ = pr o ¢¢; o ¢_,L, where pr is the projection on the first
ellipsoidal coordinate &, and ¢, is the map associated with cartesian coordinates. Thus for
a point x € & with cartesian coordinates (z,y,z) and ellipsoidal coordinates (£,v,6), we have
& = ¢(x,y,2). We show that ¢? — 1 is a C* function on ¢c..(€ \ J), and ¢?(z,y,2) — 1 > 0 for
any (z,y,2) € ¢car(€ \ J). Indeed, according to the formulas defining the ellipsoidal system, the
following equality always holds
22 4y? 22
- < _|_ J—
g-1" ¢

So by means of a simple computation we obtain the explicit expression of ¢,

—(1 =22 —y? = 22) + /(1 — 22 — y2 — 22)2 + 4(22 + y?)
2

This yields the desired properties. We also obtain the same properties for ¢ and /¢% — 1. We
define G in cartesian coordinates by

$ear ©G © ¢;a1r(m7 Y, Z) =

—1 (3)

¢2(x7yaz) —1=

( ; !y :
\/¢2(xvyvz) -1 \/(;52(33,3/,2’) -1 ¢(fc,y,z)

Using the equation (@), we see that S? = G(£\ J) and that G is a C> on £ \ J. We also easily see
that Gpe = ( f:)—l o ¢, hence the result.

el »

).
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14 X.Claeys

The preceding result leads to a very simple caracterization of H'/?(I'®).
Corollary 2.1

+oo  +I

, 2
we Py o 3y aveye| [ / u(v, )P (v)e"™ dv db| < +o0
v=—1J0=

=0 m=—1

Note that the expression “u(v,)” is not perfecly rigorous, and we should write “u o (¢5; )~ (v, 6)”
instead. We can reformulate this corollary writing

uwe HYAI) « ((ok)) oS, )ueHW(s?). (4)

Here we have used the notation * defined by ¢*u = u o ¢. The preceding caracterization depends
on ¢ only through the chart ¢£1€. From this caracterization, we obtain a natural norm

“+oo

+1 , 9
||U||H1/2 rs)—z Z 1—|—l 1/2‘/ / V@Pl v)e ™9 1y de
v=—1J6

=0 m=—1

We also define the dual norm in the following manner

UY
||u||H71/2(F5) = sup 7]‘115
veawe) Tollsrare)

We will now construct a lifting operator continuously mapping H'/?(I'*) to H'(Qg), with an
operator norm bounded as € — 0.

Lemma 2.2
There exists 1,0 > 0 such that Ve €]0,¢0[, Yu € HY/?(T¢) there exists R(u) € H'(QR) satisfying
R(u)pe = u and ||R(u)|| g1 p) < Kllull grrzere-

Proof:

To prove this lemma we will transform our actual wire into an ellipsoid which has a simpler
(separable) shape. Denote ' the ellipsoid with equation €2 = 14 £2. We introduce a geometrical
transformation mapping I'* into the ellipsoid Ic. Let G: £ — Ebea bijective function (take care
that this G has nothing to do with the G of lemma EZT]). G is described in ellipsoidal coordinates
by the formula

1ol —1/¢r 0t /2_1//
Gul€' 0 = 600G 0 6 (€.0/.0) = (€.:0) = ()14 oo 1.0

INRIA
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coordinates: (¢/,v/,0") coordinates: (&,v,0)

v

Note first that G (I'¥) = I'*, and also (') = (p5 )~ o ¢L . Using the & of §ZIF we
introduce fixed numbers 1 < &, < & and 1 < & < & sufficiently close to 1 and such that
the relation ¢ < &, = £ < £ is satisfied. We start by showing the existence of a x > 0 such
that for any v € H'(Qp) satisfying u(£,v,0) = 0 when ¢ < &, we have uo G € H'(Qg) with
luo Gl < & |Jullm1(y)- Indeed in ellipsoidal coordinates, the jacobian of the transformation
Qe_ll is given by

£P?
1+ (&2 —-1)@?

Jac(G') = hence we deduce |Jac(G,;') | < €%

Since ® is bounded, there exists x > 0 independant of ¢ such that |Jac(G,") | < x. Moreover
note that

€/2_V/2 1—|—(§2—1)<I)2—V2 52_1 9 1—V2

2
€2 _ 12 €2 _ 12 €2 _ 2 S 1+27 <k

From this we obtain
£, +1 27w
/ / / |uogo¢e—ll (6/,V/,0/)|2(€/2 _VIQ)dgldyldol
e=1/-

+1 2 2 _ /
[ e @ e 6 1€ - e

/5 /H/%'“W (&, v,0)|* (€% — v*)dedvd

[uoGllLzar) < & llull2@g)-

which implies
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16 X.Claeys

For the estimate on the L? norm of the gradient, here is some preliminary computation.

IuoG)  0€ (5u o Q) B & (@Og)
og’ 85/ o€ P2 /1_|_€/;)_;1 o€ 7
d(uo Q) 3{ ou ov ou 00 €% -1 ou ou
o (85 g)+$($°g) ——w—qﬂ 1+£,2_1(3—§°g)+(509)7
32
AuoG) _ 98¢ Ou 90 Ou o %1 ou ou
S o)+ — (=—=0§) =———>"—— (—0G)+ (= 0G).
06’ ~ o0 (85 ) o0’ (89 ) 90" g3 /1+g:’;_g1(8§ ) (59 )
Then we obtain the following estimates (the constants ~ being independant of ¢):
d(uoG)
2 _ 2 _ 2
€ -7 2 <@ - niggP
1= 29 <o aP)E 1) G k=) S
2 2 du o
< k(€ )I | +rd =)o)
£ =2 I(uog) , 512—1/2 0P 5 .0 20U 9
(5'2—1)(1—1/2)| o6’ | < 5(5/2_1)(1_1/2)|w| (5 _1) |5_§|
5/2 _ 1/2 52 _ 1/2 ou 9
e @ena A ol
&2 -2 8u|2

0
< R (- 1)|8—z|2+5m|%

Using the preceding estimates (independant of ), we obtain the desired inequality for the L? norm

of the gradient
&+l pom
/ / / V(woG) (¢, v, 0")*(€"? — v*)dg'dv'def
g=1J-
+1 27
/ / / IVu(é,v,0)2(&2 — v?)|Jac (G5") |dédvdo
e=1

/5 /H/%'W&”) )2(€% — v?)dedvdd

[V(uoG)|lL2p) < & IIVullL2(0p)-

which implies

We will now construct a lifting operator mapping H 1/2(1¢) into H'(QR) satisfying the properties
we anounced. Take v € H'/2(I'?). Denote that (v,6) the coordinates on I'*. Moreover define

a(l,m) = f;;lfl T (v, 0) P (v, 0)e= ™ dy, df. According to the preceding remarks

oo+l too 4
ZZ 14+ 1)Y2a(l,m))? < 400 and U_ZZ a(l,m)P™ (v)e™?.
=0 m=—I =0 m=—1

The convergence must be considered in the sense of H'/ 2(Iv‘s). take a C*° cut-off function x :
R — [0; 1] decreasing such that x(z) = 0 for x > 1 and x(z) = 1 for < 0. We define a lifting

INRIA
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R(u) € HY(Qr) of u by

+oo  +1

( )(&,V 0 Z Z l m P)l ) im0 e-\§2_1_52|(1+l2)1/2.

=0 m=—1

A straightforward computation yields an estimate for the H! norm of this lifting,

/g /__1/:# IRl (&% — 1) d¢dvdo

+1 27
/ IR (u) am(u)eim‘)dydef(ﬁ ~1)de
v=—1J6=0 86

+oo  +l 5*5/\ 2121121/222
=3 3 [ |Gt mye e e pag
1=0 m=—1"&=1
= M 2 2\1/2
=Y S a+n |uzm>|2/ 462 ¢ 2E A I0H 2 (2 e

=0 m=—1
1+€2

£
/ 42 o~ 2E =12 2 yge :/g 42 2E 1A (2 e
£=1

=1

&
+/ 452 6—2(52—1—52)(1+12)1/2 (52 —1)de.

£=v1te?
For 1 <& < V1 +¢€2,
Vite? Vite?
4€2 2 1= (1) 2 1yy < / A€ 2(E-1=eH) (11212 < K .
/5_1 e €3 )dé < K - e ' TN

In the same manner, for /1 +¢2 < £ < & we can obtain a similar estimate independant of e.
Finally we obtain,

+oo +1

2m
8R 1/2 2 _ K 2
Lo e @ i < 53 S (0

=0 m=—1

Using the same techniques, it is possible to establish similar estimates for the L? norms of
the components of the gradient corresponding to the variables v and 6. Finally we deduce
IRl m(02p) < K llullgr/zpe)- Now let us define a lifting R mapping I'* into H'(QR) by taking

for any v € H'/2(I'®), R(u) = [R(u o (g—l)lfg)] o G. Finally we conclude the lemma combining
the two preceding results established in this proof,

IRz @) = IR o (G )0 Gllir@n < IR o (G71) g )l @n)

< flluo (G pell ey = £llu o (68) 7" 0 0l lgprreeey = & lullarzre)-

2.4.4 Initial Problem

We now present precisely the problem we wish to study in the rest of this document. Consider
f € L*(Q.) with compact support suppf = K satisfying K NQ. = ) for € small enough. We define
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18 X.Claeys

ut € H?

[oc(§2c) as the unique solution of the problem

Findu € HZ (£.) such that
Au+Ku=f in Q.

u=0 on 0%,

u outgoing.

We can assume that u° is extended by 0 in %, and then consider u® as an element of H. If we
denote n the outgoing normal with respect to 2. and if we define

out ‘
Pt = o |re  where n refer to the outgoing normal with respect to Q.

Then (u®; p®) is the unique pair satisfying

(us;p°) € H x H-'/2(I'*) such that

(P°) Vu® - Vo — k2/

usﬁ—i—/ 5TRUE+/ p°T=— fv YveH,
Qr Qr T'r Ie

Qr

/qu‘S:O Vg e H-Y2(1e).

This problem can reformulated in the following manner

(us;p°) € H x H-'/?(I'*) such that

(P°) : (Au®; ) + <p6;/U>H—1/2(F5),H1/2(F5) = —/Q fu YveH,
R

(@0 o qpey, m/zrey =0 Vg € HTV2(I9),
We also define ug € H?,.(R?) as the unique solution of the problem
Findu € HZ . (R?) such that
Au+ku=f in Q,

u outgoing.

3 Step 1: far field

In this section we will look for a function that is a good approximation of u° in the far field zone
Z; . Indeed we decided previously to represent the beginning of the expansion of «° in the form
up + uj. We have already defined ug in the preceding section. As a consequence we will propose
in the next paragraph a problem being a caracterization of uj as good as possible. Let us remind
that our work ios for the moment only formal. We will be led to a problem that leaves only one
thing undetermined: a function a® € L?(I), the choice of which is delayed to a further section. In
a third section we will study the behavior of «] in the neighborhood of J.

INRIA
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3.1 Definition

Putting (@) in the Helmholtz equation verified by u® and using formal arguments:

Aug + k2u0 =f,
Aug + k?ug + Au§ + K*us = f =

Au§ + k*u§ =0,

uop outgoing,
ug +uj outgoing =

uj outgoing.

We assumed that ug is the solution of a problem identical to (P¢) except that there is no wire I'®.
Since the obstacle ¢ shrinks to .J, we must assume that u5 satisfies an homogeneous Helmholtz
equation in R3 \ J. Since it satisfies an outgoing radiation condition, if u§ is regular in the
neighborhood of J it has to be 0, which is excluded. As a consequence u§ admits a singularity
in the neighborhood of J. We conjecture that uj admits only the weakest possible singularities
(since it is the first term in the expansion of the diffracted field). We suppose that there exists
a® € L*(J) such that u§ satisfies an equation of the following form

Au§ +k%us =0 in Q\J,
uf =0 on 09,

uj outgoing,

eik|x-x’|
uf — /Jas(x’)i dx' € H..(Q).

4m|x — x|

Denote I =] — 1;+1]. Since x’ € J in the above formula, we will sometimes write I instead of J,
and write 2’ instead of x'.

3.2 Existence and uniqueness lemma

The following result will show that the equations we have written uniquely determine u§ up to
the choice of a®.

Lemma 3.1
Given a € L?(J), the following problem admits a unique solution

Findu € HL .(Q\ J) such that
Au§ +k%us =0 in Q\J,
uf =0 on 09,

uj outgoing,

eik|x7x'\ L
Ui — ‘/Ja(Xl)m dX/ (S Hloc(Q)'
Proof:

Take a C*° cut-off function x : Q — R decreasing such that there exists &, > 0 like in §Z33
for which x(x) =1if £ <& and x(x) = 0 if £ > 2&;. Denote

eik|X7X’|

i) = x(x) | a(x)

——dx’.
4rr|x — x'| x
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20 X.Claeys

Denote g = —Au — k*uin Q\ J and g = 0 on J. Take v € H} () uniquely satisfying:
A+ KU =g in Q,
v=0 on 09,
v outgoing.

Defining u = u + v we get a solution of the problem we are interested in, hence the existence
result. For the uniqueness, if u and v are two solutions of this problem, then u — v satisfies:

u—v € H} (Q)
Alu—v)+k*(u—v)=0 in £

u—v=0 on 09,

u —v outgoing.

hence the uniqueness result, by means of the uniqueness of the solution of the usual homogeneous
Helmholtz problem.
|

Supposing that a° is known (we delay its choice to a further paragraph), we will now describe
u§. Denote G(x;x’) = Gx/(x) the unique function satisfying, for any x’ € €,

Gxr € Hip () {x'})
AGx: + k'QGX/ =dx, in €

Gx =0 on 09

Gx/ outgoing

For x' € , define G™*8(x;x’) = Gy’ (x). The unique function satisfying
Gx? € Hio (92),

AGYF + K*Gyf =0 in €,

eik|x-x’\
re,
Gx/g(x) = —m for x S 3(2,

Gx@ outgoing.

Basical computations show that (x;x’) — G™8(x;x’) is a C* function in O x O. It is also easy

to see that
eik|X—X’| ,
Gxx')= —— + G"8(x;X). 5
() = gy + O ) )
For any x' € J, Gy’ is a solution to the helmholtz equation and is smooth in the neighborhood
of x’. Using decomposition (@) we see that u§ can be written

. ’
€1k|X—X |

i) = [ o) Gl i’ = [ o)

X !/
J 4r|x — x/|

dx’ + / a*(x') G5 (x;x') dx'.  (6)
J

To conclude, we have defined a far field term u3. It is an harmonic acoustic field generated by a
lineic set of source points distributed along J. Given an af, u§ is uniquely determined according
to lemma Bl
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3.3 Expansion in the neighborhood of J
3.3.1 Formal expansion

We have just seen that except for ug, the terms of an expansion of u° have to admit a singular
behavior in the neighborhood of J. Moreover u° is regular in the neighborhood of J. So we
have to compensate this singular behavior: there appears a boundary layer around J. In order to
construct the term related to this boundary layer, we have to know precisely the behavior of u§
in the neighborhood of J i.e. when { — 1. Thus we look for the expansion of ] when £ — 1.
The computations for studying such an expansion will be formal in a first step. Using equations
@) and (@) of the appendix, we have

€ £ (<! eihX X ’ £/ Ireg / /
u§(x) z/Ja (x)——dx —|—/Ja (x") G**8(x;x") dx

4r|x — x|

ac (x) dx’ a(x') — a®(x) / 1k\X Xl_1 /

— d € / Greg ’ / d /
4m /J Ix — x| +/J 4r|x — x’| Ja 47r|x—x’| X + ¢ (x') (x;x") dx
CLE(V) 2 +1 g, (z) +1 ciklv—2 _ 1 11

~ ]. (—) / d / d / € Greg : d
wo\e—1) ), 47T|z_u| s+ | @G d | ()G

term1 term 2 term 3

In the above calculus, (¢;v; 6) refer to the ellipsoidal coordinates of x and (1; z; 6’) refer to the ellip-
soidal coordinates of x’. We have used the following identity [x—x'| = /(€2 — 1)(1 — v2) + (v — 2)?
— |v — z| when £ — 1. Denote

U] qs(X) = ‘) In (%)4—/“ @) —a*lv) dz+/+1 ae(z)% dz+/+1 a®(z) G*®(v; z) dz

47 -1 _1  Aw|z —v -1 drly — 7| 1

3.3.2 Error estimate

We will now establish the validity of the above expansion by providing an estimate of the difference
u§ — uf .4 for two semi-norms

Hu‘i—u‘iaSH%?@Lﬁ(Te) = ggufl) ) / 1A ul as)(é-vy 9)|2 dﬁdu
e<g—1<2e =—

It i B porzirn = s [ / 0 ) Vi O) dB .
=—1J6=0 85

e<€?2—-1<2¢

We will use decompositions in Legendre polynomials that introduce Legendre functions of first and
second kind P, and @, and also functions denoted W;. We refer the reader to the appendix
for defintions and properties of these functions. Note that we will also use the result of lemma [AXJ]
and corollary [Ad] established in the appendix. Here Pl is proportional to the Legendre polynomial
of order I, P, = CP, where C is chosen such that | B r2(ry = 1. Moreover in the computations
that follow, we assume that ¢ < €2 — 1 < 2¢.
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e Term 1

_af(v) 2 /+1 a®(z) —a
I (——) - 7” dv =
/l,, 1‘/471'|x—x’| 4 n(ﬁ—l) _1 Amlz —v| v
1 2

/l,_fl ‘277 <a ’Pl>L2(1) ISZ(V) {Ql(@ B §1n (5 — 1) B W“l(l)}rd” -

ﬁ ; ’ <a€;]5l>L2(1) ’2 ’Ql(g) B %ln (53 1) ~ W)

<

1
&1

+oo
k- 2 ’ . B }2 2
= ; 100+ 1)1n%1 <a ,Pl>L2(I) (€ —1)In

We obtain from the above calculus

G’E(X/) , af(v) E+1 +1 at(z) — a®(v)
dx’'— 1 ( )—/ 7”’ <k o 12101
H~/J47T|x_x/| * am " 5_1 -1 47T|Z—l/| N L§°®Ll2/(75) k ”a ||E2(I) € n /5

The same computation can be derived for the derivative with respect to ¢ using corollaries

A5 and A6,

/V, 1‘65/47r|x—x’| a%az(;) 1n(§T21)‘2dV:
+00
[ S (em),,,, 7o g{ae - )} -
oo ~
%zﬂua By {0 -3 E9)) <

“+oo

~ 2 1 1
2 €.
E l+1)lnl’<a,Pl>L2(1)’ 62_11n€2_1.

=0

We obtain from the above calculus

€ (! € +1 ¢ -
el [ e = 2 e (1) - % }HWW

||a ||E2( 1111/6

e Term 2
If x is a point with ellipsoidal coordinates (£;v;0), define x; as the point with ellipsoidal
coordinates (1;v;6). Then

+1 iklv—z| _ 1 ik|X;-X'| _ 1
/ as(z)ei dz = / as(x’)ei dx’
1 dr|lv — 2| J dm|xy — x'|

etk X=X'| _ eRIX =X _ 1
/a (x’)i dx' — / a*(x)———— dx' =
4rr|x — x'| J dr|xy — x|

// ztk\x X' itk\x,,—x’\}dtdxx
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Using an order 1 Taylor equality, we obtain:

|eitk|X7X'\ _ eitk|X17X'|| <tk Mx _ Xl| —

hence the inequality

ctkIX-X"| _q etkIXs—X'| _
H/a (x') dx’—/aa(x')idx'
Amlx — x| J dr|xy — X'

For the estimate in the second semi-norm

2/ ey T // ztk—{|x x|} XX gy o
7 ), ) e = '

Here is an auxiliary computatlon (x(&;v;0) and x'(0; 2; 6)):

X
LE®LE(T?)

E—vz
x—x|} == —v? v—2z)?2= .
g x =1} = e V@ NPT @2 = e
Note that
(@ -0 ")+ (v —2)?=(E-1)(E~v2) + (- DA —vz) + (v —2)°

>0

Gathering the above results we obtain

B . eik\Xfx'\ -1 , / eik\x_;fx’\ ~1 1
B oot ot [ T ), o
H&f{/Ja () dr|x — x'| x Ja () drr|xy — x/| x LE®LE(T?) llalleoc gl/?

e Term 3
Using the notations of the preceding section, we have

Laa(x’)Greg(x;x’)d / “(x') G*8(x 5; x') dx’ —// VGxr - (x —xy)dx’

Keeping in mind the smoothness of G™# this yields

H / " G*E(x;x") dx’ — / a®(x') G (x j; x") dx’

J

LE®L2(T?) < i fla%lgogry €2
£ v

For the estimate in the second semi-norm

‘86/ )6t | 5;_}1 ‘/ g—_ ulz)l/za%Greg( |
5;2—_’/1 /|a |2dx/(§22 VQ)\(%G;?? (x)|* dx’.
<|VGRE2

Again the smoothness of G™¢ provides

3 & re e re . 1
"a_g{[,“ (x)G g(x;x’)dx’_/Ja () G5 x') dx | maare) < a0y <75

e Conclusion
To conclude we have obtain the following estimates

0§ = 5 asll Tz (zey < Kllalmsqy €!/? In1/e,

0
Ha—f{ui —Ui,as}H%gfl@Lg(Te) < klaf ||E3(I) ln 1/e.
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4 Step 2: near field

In this section we will look for a good approximation of u° in the near field zone Z7. However, since
this zone varies with ¢, we will use a suitable change of coordinates: we will use scaled coordinates.
In a first paragraph we will formulate several remarks concerning the new geometrical setting that
we are led to consider. The second paragraph will dedicated to the formal search for a problem
that would caracterize at best U{ i.e. the predominant behavior of u® in the near field zone.
We will be led to a problem that caracterize U up to the choice of a one dimensional function
b¢ € L%(I) that we will choose in a further section. In the third paragraph we will study the
behavior of Uf in the neighborhood of infinity.

4.1 Change of coordinate

We recall the equation defining the surface I'® in the scaled coordinates,
(%) : ¢ = ®(v; 0).
For a better interpretation of future results we introduce two new geometrical spaces.

4.1.1 Normalized geometrical space

The first of these spaces is denoted £. We denote X the points of &. Cartesian coordinates of a
point X will be denoted (Z;¥;2) and cylindrical coordinates will be denoted (¢; 6;v), so

Z = (cosf y=(_sinf Z=v

We also define Qy = {X((;0;v) € £ | ¢ > ®(v;0)} . We can exhibit an explicit relation between
Q. and Qn, x(¢;v;0) € Q. & X((;0;v) € Qn. Note that & is another geometrical space put

in correspondace with £. In £ the wire does not depend on ¢ anymore. Looking at problems in 3
instead of &£ is like using a magnifying glass.

4.1.2 Transverse geometrical space

The second of these spaces is a geometrical plane that we denote 3 1. We will denote X the
points of £, and their polar coordinates will be denoted ({;0). We will identify a point of
(%1 (7:79);2) € £ x R with the point %(7;7:2) € £ so £, x R corresponds to decomposition of £
in “slices”. We will also denote:

wn(v) = {X1(G:0) €EL | ¢ > D(30)}

wiy(v) = &L\ wn ()

In the figure below we have represented in red the transverse space for a given v in a very simple
geometrical setting.
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-1
¢cyl 0 Pse

4.2 Formal calculus and definition

We first make some simple computational remarks.

9 ¢ o €0

E2-1=e%2 |, 2=¢ et — =

ac ¢ 9 2 0¢
The Helmholtz equation verified by u®can be written in scaled coordinates in the following way

Auf + k2uf =0

0 ou® 0%u 0 o9y OU® 1 0%uf

8—5(5 1) B¢ (€ - 1u 6+€2—_1w+%(1—1’ ) By (1 VQ)UE‘FWW =0
%88( 2¢? EC%% + k*e*CPuf 2@%+%(1—y2)%§+k2(1—y2)uf+ﬁ%:0
+%(1—u2)8;: +k2(1—u2)u5+ ! 2%29; + k2e2¢%uf =

A good approximation of u¢ will cancel the dominant term with respect to ¢ in the above equation.

Here it looks like a transverse Laplace operator. The near field denoted U will have to verify in

scaled coordinates % BBCC BBUCI + 412 aanz = 0. Thus, instead of caracterizing U () ina single time,

we will caracterize U (-;v) for each v. Let us define UF and ﬁfu by

Us(%) = Us,(%1) = Uf (x).
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Denoting A the transverse Laplace operator for functions on 5 1, we are led to a Lpalace equation
for each v, R
Vv e [—1;+1], AU, =0 in wy(v).

Moreover, to caracterize U, we have to impose boundary conditions. Since for any €, u® = 0 on

I'* we are led to impose U f, = 0on dwy(v). Finally we have to impose a condition at infinity. If

we imposed ﬁf’y to be bounded at infinity, then necessarily Ut ,, = 0, which is excluded because we
have to compensate the singularity of the far field uj in the neighborhood of J. So we sill impose
a growing behavior at infinity, and since the singularity of uj is logarithmic, we will impose a
logarithmic behavior. To sum up Vv € [—1;+1]:

AU, =0 in wn(),
Us,=0 on duwy(v),
ﬁf,y admits a logarithmic behavior at infinity.

However the previous problem only caracterizes ﬁf,y up to an additive constant. Indeed, we state
result of existence and uniqueness for the solutions of Laplace problems with logarithmic condition
at infinity. Take Ry > 0 such that Vv € [—1;+1], w(v) C Dg, (the disk of center 0 with radius
Ry is denoted Dg, ). Let us introduce

U(x1)

2\ P 2\
|§L|1D|3(\l| eL (5J_\DRN) and VU €L ((c;J_\.DRN)}

WY& \Dry) = {U € L},.(€.\Dry) |

which is, according to [I5], the natural variational space for bidimensional Laplace problems in
unbounded domains. In particular a function U € Wh~1(£, \ D, ) is bounded at infinity if and
only if limsup sup |U((;0)] < +oo.

(—+oco 6€[0;27)

Lemma 4.1
For any v € [—1;+1], the problem:

Find (U;a) € H} (wn(v)) x C  such that
AU =0 in wn(v),

U=0 on Own(v),

1' ] 0 - - 1 - O-
¢ im [|U(GH) —a HCH&OO
admits a umque solution.

Proof:
Suppose v is fixed. For the existence, let U be the unique function in W' ~1(wy (v)) satisfying:

AU=0 in wy(v),

U= —In[x.| for % €dun().

Then In X, |+ U (X, ) is solution to the above problem. For the uniqueness, if V' is another solution
to this problem, then U — V satisfies

U-VeWhbYHun()),
AL U-V)=0 in wy(v),

U-V=0 on Owy(v).
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hence the uniqueness result for our problem according to the uniqueness result for Laplace problem
with boundedness at infinity (c.f [15] for exemple).
|

In the litterature the constant o appearing in the preceding lemma is called the capacity. Let
us call V,, the unique solution to the problem appearing in the statement of lemma LTl According
to uniqueness, there exists b, € C such that Uy, = b, V, To fully caracterize Uy, there only
remains to caracterize b5. Defining the functions b°(v) = b°(x) = b5, we have finally the equality

Ui (x) = b°(x) V(x). (7)

We see that the near field is constructed on the basis of a static problem i.e. the Laplace equation
satisfied by V. Here is some justification of one of the assumptions of the Holland model that
states that the field admits a static behavior in the neighborhood of the wire. Now we will state
two properties, one related to V,, and the other related to V. These properties will allow in section
the definition of an operator with “good properties” providing the average value of a function
on each transverse section of the wire.

Lemma 4.2
For a fized v € [—1,1] , denote n, the outgoing normal vector to dwy(v) and 7, the surface
measure on Own(v). Then
1 [* 9V,
P — (v, 0)7,(0)do = 1.
ol B S OORA0
Proof: R
Since AV, = 0 let us apply a Green formula with the test function 1 in the domain wy (v)N D,
with r — 4+00. We have

PN PN
Wy, - [ on,
o, (v,0)7,(0)df = = rdf.

according to the expansion of V, in the neighborhood of infinity, 68‘2“ ~ 1/r when r — +o0o. Going
to the limit for » — oo in the above identity yields the desired result since the right hand side

goes to 2.

|
The preceding property has been deduced from a bidimensional context. We propose a three
dimensional result similar to this last result. The difficulty comes from the longitudinal curvature
(with respect to v) of ellipsoidal coordinates.

Lemma 4.3
There exists k > 0 independant of € and v such that for € small enough and Vv € I

L[ ov
}ﬂ/o 20, 0) 5, 6)d8 — 1 < e

Proof:
For £, in scaled coordinates,we recall the expression of the metric tensor

52_1/2
1— 2

52 _ V2
€2
The equation of I'* with these coordinates is (I'?) : { = ®(v, 6). Denote n = nCa% + n,,a% + n(;%

the outgoing normal to I'°. We can apply the result of lemma [AZ9 in the appendix and obtain

d*m = &2

d*¢ + v + 2C3(1 —v?)d*0 = h3d*¢ + h3d*v + hid?6.

7€n< _ huhG _ (I)(l+€2(p2)1/2 — (D"'&
h¢ 1+V1+ 292

RR n° 0123456789



28 X.Claeys

Moreover for £, , in scaled coordinates (¢, #) (polar coordinates), one easily computes the expression
of the metric 4, on dwy (v), and of the outgoing normal n, = ﬁu,ca% + ﬁy70% to Own (V)

R 2 OB 5\ 1/2 S d 3,y = ®.
Y (0) = (q) (39) ) Ny ¢ (@2 ((Zg)) )1/2 Yo Ny = P

From this we can deduce 3x > 0 such that Vv € I,V € [0,27] |v*n¢ — Ju Ny | < kel
Using the regularity of V, we can also establish the following result

ng V. n, AV Mg 3V

3 0 h that Vv e I, V0 e|0,2 o
K > such tha vel,voelo 2] ‘C89+n¢81/ nucae

| < ke

Finally note that
OV (6V+n9 8V+nl, 8V)
" an =7 ¢ n¢ 00 ne Ov
Using the preceding estimates uniform with respect to v and 6, we obtain the existence of x > 0
independant of £ and v such that for € small enough and for any v € I,

2 5 8V 271'/\ 8‘71/
]/0 ~ (1/,9)%(1/,9)019—/0 yu(e)a—ﬁu(a)de)] < ke.

According to lemma B2, we know that [; o A ( )gg: () df = 2m, hence the desired result.

4.3 Expansion in the neighborhood of infinity
4.3.1 Formal expansion

We are now going to look for an expansion of U7, in the neighborhood of infinity. It suffices to
obtain such an expansion for V,,. Since ¢ is a ok function, it is tedious but easy computation to
show that v — V, is C* on [—1;+1] as a function valuated in Wt~ (Sl \ Dgy)- In £, \ Dry,

V, can be decomposed using separation of variables in the following manner

XV
‘Ar _ § v,p_ipf
u(C)—lnC+ C‘p‘ €
p=—00

Moreover for each p € Z, it is easy to show the continuous dependancy of V,, , with respect to v

T 0 acan = L L )2ry,
- (1- )2
[, ] e ol ) 2V

From this we deduce the existence of a constant x > 0 independant of v such that

Vv e [=1;+1], Vp € Z, [Vip| < w RP 8)
Derivating with respect to v in the identity (8l), we obtain the existence of another constant « > 0
independant of v such that
| d d
dv dv
Let us finish this section by writing the first two terms of the expansion in the neighborhood of

infinity of the function U we have just constructed. If we denote b°(v) = b5 and Vj : v +— V0,
then according to the preceding results U (x) = b°(v) In ¢ + b°(v)Vp(v) + o(1). As a consequence

UF 0s(%) = b () I+ b (1) Vo ().

d
Vv e [_]-; +1]7 vp S Zv Vu,p| < :“Elegl and |d_V(1 — VQ) Vy’p| < I{legl (9)
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4.3.2 Error estimates

Like in the section dedicated to the far field, we prove estimates for the near field. As a consequence
we will propose estimates for the following quantities

0
UL — Ula,asHLgO@)LE(TE) Ha—g{Uf - Ufas}||Lg°®L3(T€) and ||AUi€||L2(Zgr)

estimate of | U — Uf)aSH%go@Lg(Tg)
We obtain directly

v,p eip@
p

Ula - Uf,as = ba(y) Z C
lp[>1

According to the inequality ) and for £ small enough, we can find x > 0 independant of v
and p such that, for ( > Ry

‘ Z Vop o0 Z |V7p| < B pel/?
Il S R R Clpl-1 S = ’
o1 ¢ o1 v e ¢
Hence the estimate
||U1 U1 asHLw®L2(TE ||b ||E0 /2

estimate of ”615{[]1‘s - U1€7as}||%g°®Lﬁ(T5)

We have 9 ¢ v
€ € £ v, ip
8_§{U1 - Ul,as} = EQC b (V) § _|p| C‘p‘fl e’

lp|>1

Again using inequality (B) we obtain x > 0 independant of v such that for & small enough

ipl |VVP| K
‘Z |p|<‘p‘+1 p‘\ Z||R C‘p‘l\géﬁs.

Ip|>1 Ip|>1

Taking into account the fact that | C| < we are led to

53/2;

1
H {U1 Ufas}||Lg°®L3(T€)</fm

estimate of ||AUT([12(zz)
Using ®) and (@), some computations yield the existence of x > 0 independant of ¢, v and
0 such that

0 aU .
CGelae < )

8U1€2 2 e (212 L

— 112 < —
G < W2 )

0 2 OUS o ol ab i, d dbe 51
— (1= 112 < el — (1= —
|5 (=) S L <k (W) 4 (1= )| 2 4 (1= ) S ) In?

k(1 = v?)UF* < 67 [b°(v)[* In?

K*e2CUTP < K2 b ()]
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Moreover, according to the assumption that ®(v;0) = ®(v) when |v| > vy, we obtain that
for |v| > vy, Uf is independant of §. Again using [®) and (@), we obtain the existence of
k > 0 independant of €, v and 6 such that

1 0Ui , 2 2
Tz | < = Pl
From the preceding inequalities, we can deduce the following ones
2 2 f/E 2 2 2 1
JAUS 2agzsy < #2116 2y In? _/ / / d(dud@ B2 6 2y £ T2 .
=—1J0=0J¢=d( u9) €

To sum up we have the estimate

1
HAUlsHLQ(Zgr) <K ||bEH2E2(I) 61/2 hlg

5 Step 3: matching of near and far fields

With @), @), @) et {@ we defined two functions that must represent u® in two zones: (@) in the
near field zone and () in the far field zone. Let us formulate a remark concerning the functions
@) and (). We did not fully define them, and left and indeterminacy on a° and b°. We will now
show that the pair (a®;b°) has to be a solution of an integral equation in order to guaranty that
@) and () suitably describe the same field u® respectively in Z5. and Zf . Indeed if this is the
case, then ug + u§ has to be close to Uf in 7°. This is what we write now in order to obtain the
equation satisfied by a® and b°,
uo(x) +ui(x) - Ui(x) — 0

e—0

XeTs:
Now replacing the terms in the preceding identity by their respective expansion, and replacing
“— (” by "= 07, we obtain:

UOJIS (X) + uias (X) - Uls,as (X) = 0

€ +1 ¢ _ € 41 iklv—z|
uoas(v) + s In (ﬁi) + i/ Mdz + %/ as(z)gdz

47 -1 dr |4 |z — v 1 v — z|

+1 —
+ / a®(2)G™%(v; z)dz — b°(v) IHM - ¥ W)W)=0

-1 9

This equation is composed of terms constant or logarithmically varying with £. As a consequence
the following two equalities have to be satisfied

a®(v) b (v)
I 2

at(v) 1 [Thas(z) —as(v) 1 [Tt eiklv=2l _ 1
. m@) + — [ LWy [ e
uoas(v) + 4 n2) + dr |4 |z —v| # 4 /_1 @ (2) lv — z| dz

=0

+ /+11 a®(z)G"8(v; z)dz — @ In (5_22) ~FEWe) =0

These equations are matching conditions of the expansion. We can simplify them using the first
equation and putting it in the second one. We are led to a single integral equation. Define
1Inc(v)? =In(4) + Vo(v) and vo(v) = —4m ug,qs(v). We obtain the equation Vv € [—1; +1]

c(v)? ag(z) —at (v
In( ) )ae(l/)—l—/ Mdz

e? 1 e

+1 eik\v 2zl _ 1 +1 (10)
—|—/ as(z)7|dz —|—/ 4 a®(2)G™8(v; 2)dz = g

-1 lv—=z -1
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We will study this equation in detail. We rewrite equation (I in the following manner
1 €
(lnE—Q.Id+A+B)a = o

A, B et Id are linear operator (A is unbounded) of L?(I) — L?(I) defined by

(Au) (v) = /+1 Mdz

-1 |Z—I/|

B =B; + By + By avec
(Blu) (v) = u(¥) Inc(v)?
(Bgu) (v) = /*1 U(Z)&dz

1 v — 2|
+1

(Bgu) (v) = / dru(z) G™8(v; z) dz

-1

Actually we prove in the appendix of this document that By, By and Bz are bounded (L?(I)
supplied with the usual scalar product), whereas A appears to be unbounded. As a consequence
we will adapt our functionl setting to A.

5.1 Study of A

In order to study the operator A, one relevant manner consists in finding a diagonalizing basis.
We are lucky! Such a basis exists and is explicit: the family of Legendre polynomials ( a detailed
introduction to Legendre polynomials is available in the appendix [A2)). This implies in particular
that Legendre polynomials will play a central role in this study. This is due to the fact that the
principal part of the Helmholtz operator i.e. the Laplace operator is solvable by separation of
variable in ellipsoidal coordinates using Legendre polynomials.

Lemma 5.1

If P, is the order n Legendre polynomial and W,,_1 is defined by the formula {I8) given in appendiz
A3, then
(AP,)(v) =2W,_1(1) P,(v).

Proof:
We use lemma [AT] established in the appendix dedicated to Legendre polynomials.

+ P, () dz _ Pa(z) = Pa(v) dz 4 Pov)n (11
1 V(@ -1)1-12) + (v —2)? 1 V(@ - DA -2+ (Ev —2)? ) (5_1
- 2P’IL(V) Qn(f)
=P,(v)In (%) + 2Wy—1(1) Pa(v)
+2,0)(Pa() - Pa(0) 1 (55)

2Py (0) (Wam1(€) = Wara (1))

Besides it is clear that

(Pn(f)—Pn(l))ln(%)gqu and Woa (6) = Wara (1) 5 0.
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In addition, note that (£2 — 1)(1 — v2) + (§v — 2)? > (v — 2)?, so domainated convergence yields

+1 Pn(Z) — Pn(l/) P P )
-1 AV/E@ - -+ (v —2)2 L (A Pa) (@)

This gives the desired result.
|

Thus for n € N, P, is an eigenvector A associated with the eigenvalue 2W,,_1(1). Let ﬁn =CP,
with C' chosen such that ||P,|| L2y = 1. Since (Po)nen is an orthonormal basis whose linear
combination are dense in L?(I), we have obtained a diagonalizing basis for A. The spectrum of A
denoted o(A) is given by

o(A) ={2W,,_1(1) , n e N} with W,_1(1) = Z _71 defining W_;(1) =0.
k=1

Note that (W,,—1(1))nen is very well known. In particular, we have the classical result

n 1
Zgzlnn—#ﬂﬁ—o(l) when n— 400
k=1

Define \,, = exp(W,,—1(1)). Simple computations yields

e~2v e?

_ 2
2W,—1(1) = In A W T M CESIE (11)

n

2
/\n

Then we obtain

“+o0
D(A) = {ue L2 | Y- x| {u Po) 2 < +oc}
n=0

+oo
Au=3" 2 <u;Pn>L2(I) B, ., Yue D(A)

n=0

The convergence of the sum above holds in L?(1).

5.2 Functional setting adapted to A

Since we know in detail the operator A, we introduce a suitable functional setting. We will use the
Sobolev spaces on the unit sphere. Legendre polynomials naturally appear in that setting, and in
the study of the Legendre operator which is another form of the Laplace Beltrami on the sphere.

L: DL) — L*I)

4
dv

du

(1- 1/2)5

u —

Indeed we recall in appendix [A2] that Legendre polynomials diagonalize the operator £, 9,(1 —
v2)0, P, = —I(l + 1)P,. Recalling that Sobolev spaces of integral order on the interval I can be

defined by H"(I) = {u € L*(I) | <(—%)ku;u>m(1) < 400 k=0...n}. We introduce in the
same manner the spaces

E(I) ={ue L*I)| {(-L)*u;u) <+o00 k=0...n}

L3(1)

+oo
={ue L*(I) | D (L+1)"[(ws ) papy P < o0 }.
=0
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We can generalize this definition like in the case of Sobolev spaces Vs € R, E*(I) = {u €
L2(I) | S5 +12)% (u; Pi)p2py|? < 4o }. We define a natural norm for the space E*(I),

—+oo

Vue ES(I), Nl = Y (1+ 1) (s P oy 1>
=0

Using the expression of the Laplace operator on the sphere given in paragraph B2 we see that
a function u € E*(I) van be identify with a function 4 € H*(S?) such that 9pu = 0. According to
this remark we can formulate the lemma,

Lemma 5.2

Forn>1,E*(I)=H"(S*)nN Ker%.

Note that the statement of this lemma contains abusive notation since it contains an implicit
change of variables that transforms I into S?: we identified the coordinate v repairing a point of
I with the coordinate v on S2.

This result clearly suggest to look at J as a sphere (!). This idea already appeared in lemma
BT which led us to caracterize H'/2(T'?) by mapping I'® on the sphere. Here we are not interested
in I'® (2 dimensional sub-manifold) but in J (one dimensional-submanifold). However we suggest
to keep in mind that lim. o I' = J.

5.3 Existence of an approximate solution for the matching equation

We now look for a solution to the equation (). The problem is that the operator associated with
this equation is not positive (in L?(I)). Indeed in the case where ¢ is such that there exists n with
£ = An, then Ker(In % Id 4+ A) # {0}. The matching equation is rather of the form coercive +
compact so this problem shall admit resonnace frequencies depending on e. This is not tolerable
because we need to define a function a° for any value of €. Thus we will use a regularization trick.

Define 5
¢ ={uel(I)] <u;P4>L2(I) =0for ¢ > [1/Ve] }
n€: L*(I) — ¢°
[1/Ve] _ _
u Z <u;Pq>L2(I) P,
q=0

For an n € N, €° is a closed sub-space of £"(I) (supplied with the norm || ||z~ (1)) so Tign () 18

continuous as an operator from E™(I) into E"(I). For any n € N, let us denote || ||,, the norm
induced by E™(I) on ¢°. Thus if T': & — €° is alinear operator, then

17l = sup {ITellmeqry | = € € et |zl mnn = 1}

Note that Ve, A maps €° into itself. Now define

1 . 1
I Id+A° = (1n§1d+A)|®€

Instead of solving (), we will rather solve

Find a® € &€ such that

@@- - 1
(111—2Id—|—A€)a5—|—7rsBas = 7
€
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Theorem 5.1
For € > 0 small enough, there exists a unique a® € ¢ such that

1
(ln — Id+ As)as + 7 Ba® = wuvyg.
€

In addition a° satisfies

ol < Al
In(—)
Proof:
We have the explicit formula: Vu € &¢
1 [1/VE] AN 2 _ _
(ndea)o = 3w (2 (e,

q=0
We can consider its inverse as an operator mapping ¢° to ¢°:

mLrdt A7) w = Wﬁ]# P P
(n52 + ) “ Z Aq 2<u7 q>L2(I) «

=0 ()

Using the computational remarks (1), we obtain for & small enough,

Ay 1 1 1 1
= X

s e@rDe” c(UVA+DE T 2evE | Ing

and this provides an estimate for the spectral radius

1 _
p((lng—gld—FAs) 1) < ——.
()

Since for all the scalar products induced by (; )pn() on €%, (In % Id + A®)~! is normal. As a
consequence, Vn € N:
1 ey—1 1 e\—1 1
_ = — < .
(0 2 1+ 4% p((ln S 1d+ A% ) <—5
In(—)
4e

The equation (). can be multiplied on the left by (In & Id + A°)~! and we are thus led to
Id+ (n2 1d+ 4% '7B)a = (n Id+ A%)'n
+ (In = + A% 7*Bla® = (In = + A%) "ty

with HBH
1 _ En(I

(0 5 1d + 4%) LB, < D

)

In(=—
n( 4e

where
1Bl = sup {IBelinqry | @€ B"(1) and [lalp=(r) =1}
is independant of . So for € small enough Id + (In % Id + A®)~'7° B is invertible and for n fixed
and ¢ small enough
1
||(Id + (In = Id+ A5 '7°B) Y, < 2.

INRIA



Asymptotic analysis for wires 35

Since in finite dimension, invertibility is independant of the topology,
£ 1 eN—1, ¢ -1 1 eN—1, ¢
o = (1d+(1n€—21d+,4 )l B) (In =5 Id + A%) "o
is independant of the norm chosen for €°. Thus Vn € N, a® € ¢°(I) and
2[jvoll B (1)

la®l|gnry < 7

1n(4—8)

Now we show that a® constructed with lemma Bl satisfies approximately equation ().

Lemma 5.3
There exists 7° € NpenE™(I) such that

1
(1r1€—2Id—|—A—|—B)a‘S =g+ 7°

and Vr,s € N, 3k > 0 such that || 7°||gr() < ke
Proof: . .
(In ?Id +A+B)a® =(n ?Id + A 4+ 7°B)a® + (Id — 7%)a’®
= vy + (Id — 7°)Ba®
=v9 + (Id — n®)Ba® — (Id — 7°)vp.

=7°

It is clear, according to the smoothness of wug, that vg € NuenE™(I) and since a® € NpenE™ (1)
and B maps E™(I) into itself for any n € N, Ba® — vg € NpenE™(I). Moreover sinv=ce
€ C NpenE"(I), it is clear that (Id — n°)E™(I) C E™(I) for any n.
To sum up: 7° € NpenE™(1)
Now we choose r and s € N and show separately that (which yields the conclusion):

(1) 3k1 >0 st |[[(Id = 7%)uoll gr(ry < K1€°,

(ii) ke >0 st ||(Id —7°)Ba®||gr(p) < Koe®.

First of all,
(7= 7ulrry =3 (=) (0d = °)uos (1 = 7))
q=0

r +00 T3\
-y ¥ <(—£)quO;15z>L2(l)<“0;E>L2(1)

=D t=(1/ VAl
r 1 _ -

_ _£q+2s : P, —L)2s : P
qz;)l 1/2} 145(1+ 1) (=0 l>L2<I><( Juo l>L2<I>

—+o00

S Y mpoe }{ZH )7 u | 21y (L) ol 2oy}
=1/ Va1
E S S
S %5 Z [(=L) 5 ug || 2(n) 1 (—L£)* ol L2 (1)
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which yields (7). With similar computation we obtain

838 T N .
[(Zd — 7TE)BGE||2ET(1) < 65 Z [(=£)7*? BGEHL2(1)H(—£)2 Ba®||p2(r
q=0
3

g3
<% > 1Bl g2asasry 0| p2avas (1) | Bll g3e 1y 0 || 242 )
q=0

2 2 838 "
< (ﬁ) Bs > 1Bl g2a+asry llvoll g2evas (1) | Bl pas 1y [0l 2 (1) -
n :0

3

Which concludes the proof by showing (i7).

5.4 Error estimate for the matching

Like in the preceding two sections, we will now provide estimates related to the matching condition.
We formulate and prove a result that allows to know precisely the behavior of a® when ¢ — 0. In a
first step we will estimate ||ug+u§ —Us ||2L20®L3(75) and || a%{uo +u§ —Us} ||2L20®L3(75). According
to the calculus provided before,

§+1_ o )

1
W05 + U5 gy = Uf go= (In =5 Td+ A+ B)a* = () Iny [ 2= = 7° =

Using the results on 7¢, we obtain the existence of x > 0 such that

In(1+ 5—;1)

10,05 + U105 — Uf,asH%go@Lg(Ts) < k@[ gar) e
In conclusion we have
luo +uf — Uf||Lgo®Lg(Ts) < luo — uo,asHLgOQ@L,%(TE) + fuf — Uias”Lg"@LE(Te)
+IUF = Ul asllnzrerzre) + lwo,as + Ui as = Ul aslligorz(ze)-
luo +ui = Ui lrzerzire) < llallms e/

Then differentiating the expression above

0 R e 4, b)) 1
8{ {u07as + ul,as Ul,as} - 2 €_|_ 1
hence the existence of a x > 0 independant of € such that

0

Ha—g{UO,as + Uy g5 — Ufas}||Lg°®Lg(Te) < klaf|lzs(r)-

Finally
12 o+ 45— Ui lomorzrey < Nl {uo — woms}lmorzre + 11w {uf — 6 ool zwors
D€ 0 1 llLperz(rs) < D€ 0~ Uo,as sl L@ (Te) ¢ LasslLgE@L2(T?)
0
+ ||6—5{Uf - Uf,as}HLgO@Lg(Te)
8 £ £
+ ”a_{{uoﬂls + Ut,as — Ul,as}||L§°®L,2,(TE)'

0 1
Ha—g{uo +uf = Uitlegerzre < mllafles) SV

Now we formulate a result that gives the behavior of a®. This estimate will lead us to the behavior
of p° in subsection
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Lemma 5.4
There exists two constants k1, ke > 0 independant of €, such that for ¢ small enough, and for any

seR

K1 R2

< laf]lgs ) <

™=

n

™=

n

Proof:
We recall the definition of a°

1 1o
o = (1d+(1n5—21d+,46)—17r53) (In = Id+ A7) "' n"ug

We first show that, with respect to the norm || |

Es(1)> We have

1 1
¢ =(ln— Id+ A°) " 'xn® O(——
a (n82 + A%) "'ty + (ln2%)

Indeed a usual calculus yields

I(in & 1d + A%) 7 B%.

€

<
B 1—|(In% Id+ A¢)~'n=B|

i ey—1_¢ _1_ _ i ey—1_¢ ‘
H(Id+(1n 5 Ld+A7) ' B) (Id (In = Id+A%) ' B)

E=(I)

and using the estimates for the operators obtained during the proof of theorem Bl for £ small
enough,

1 -1 ep) 1 ) int
|(rd+ 5 1a s 497w B) - (1d - o 1a e 4 B) In? L’

So with respect to the operator norm on E*(I), we have

i eN—1_¢ -1 i eN—1 _ _ i eN—1 _¢ i e\—1
(Id+(1n€21d+A) WB) (In 5 Id+ A%) —(Id (In = Id + A%) wB)(lnggld—kA)

1
+O(1n31)
1 - 1

e
Since the family (7°vg)c>0 is bounded in E*(I), we obtain the desired result. Now we need to
estimate (In 5% Id + A¢)~'nfvg. There exists x1, 2 > 0 independant of e such that for & small

enough, and for any ¢ =0... [%], thi < m < I:Tgl, thus we obtain
AT TN PRI SLES TN AR P 1 1
—————— < ||(In = Id + A®) "' wCuol| sy = 7<v0, > < —
I L e FOT S e N e ta* 2
and this concludes the proof of the lemma.
|

6 Summary on the construction of the approximate field

This section sums up the results of the preceding sectionand define the approximate field u® that
is supposed to be a good global approximation of u®. First we recall the definitions we definitely
adopt for a®, uf and U$. For € small enough, we define a® as the unique solution i &° to the
equation

1
@M. : (In gfd—i—As)as +7°Ba® = 7y

RR n° 0123456789



38 X.Claeys

Definition of the far field
We define u5 as the unique function in H} (Q\ J) satisfying

Au§ +k%us =0 in Q\J,
uf =0 on 09,

uj outgoing,

Definition of the near field
For any v € [-1;+1], we define U§, as the unique function H] (wy(v)) satisfying

A(/]\fV:O in wy(v),
ﬁf,yzo on Own(v),

a (v)
21w

There exists o € C s.t <lirJP I ﬁfly(c; 0) + o+ In¢lg,00 = 0.

Now we define the approximate field u°. For this purpose we introduce a cut-off function. Consider
a O function y : R — [0; 1] decreasing such that x(z) = 0 for x > 1 and x(z) = 1 for z < 0.
Suppose x has ellipsoidal coordinates (£;v;6), then by definition

£2—c-1

X x) = X

).
In ellipsoidal coordinates we have

O = 252 () E==

which leads to the inequalities

[

4 ! oo
T < ||X ||L (]R).

1/2
) VX o (1) .

Xl Loo(zey <1 et

Definition of the approximate field
We define the approximate field u° by

(%) = (1= X (%)) (uo(x) + u5 (%)) + X" (WU (x)  Vx € Qff

We can suppose that U (thus u¢) is extended by 0 in Q%, , so we consider ¢ as a function of H.

Note that u® = ug +uf in Zf and u® = U} in Z5,. We denote

0w

on

° |[re  where n is the normal outgoing with respect to L.
ffeH  such that <f5; v> = (AT v) + / U+ fo.
H'H Te Qr

Then (u®;p°) € H x H~'/?(T¢) satisfies

VﬂE-V5—k2/ ’zf@+/ ﬁTR’ﬁE+/ 1’556:—/ fﬁ+<f5;v> Vo € H,
Qr T'r I'e Qr H'H

s

~ QR

(P) :
/ quc =0 VYqe H Y*re).
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7 Step 4: error estimate

Now we show theorem [l that means that u° is a good approximation of u*. This proof will be
decomposed in two sub-step: stability (1st §) and consistancy (2nd §).

7.1 Stability lemma

The aim of this paragraph is lemma [Z3 Gevien ¢, for f¢ € H5 , we consider the problem

Find uj € Hg such that (Ajug;v)n = (f5; U>H5/,H(€, Yo € HE. (13)

Recall that the space H§ was defined in §Z4T] as the set of functions of H with trace on I'* equal
to 0.

Lemma 7.1
For e > 0 small enough and for any f¢ € H§ , the problem (L3) admits a unique solution. Moreover
there exists k1 > 0 and ko > 0 independant of € such that

Ve>0 VueH; ,  mlulln < [|AGulln < rmallullx

Proof:

Concerning continuity, it is easy to see the existence of k2 independant of € such that Vu €
HE, [|ASul| < Kal|ul|n. For the rest of the proof we shall proceed by contradiction. Suppose
there exist ¢, — 0 and w, € H;" such that for any n, ||w,|x = 1 and [ A5"wy|x — 0. We
can suppose, extracting a sub-sequence if necessary, that (w, ) strongly converges in L?(2g) and
weakly converges in H!(Qp) toward wy € H'(Qg). Take v € H},(Qg) fixed. According to our
initial assumption we have (Ay"wn;v)x < || Ag"wnll# ||| g1 (0g) — 0 when n — +o0. Passing to
the limit by weak convergence (Awg;v)y = 0. Since v is an arbitrary function Hiy(Qg \ J) =
{v € HY(Qgr) | v = 0 sur un voisinage de J } et since Hi,(Q2g \ J) is dense in H'(Qg) (see
lemma in appendix), there holds Vv € H'(Qgr), (Awg;v)x = 0. Then a classical result of
uniqueness gives wy = 0. Moreover the positivity property of the Dirichlet-to-Neumann map states
Re{ [, 7Trv} > 0 s0

van||2L2(QR) < ||vwn||2L2(QR) + %e{/l“ wn, Trwy } = kgHwnH%%QR) + (A" wn;v)p — 0
R

which is in contradiction with our intial assumption. In conclusion we have proved that there
exists x1 > 0 independant of e such that for € small enough Yu € H§ , rillulln < [[ASulx.
We have shown the injectivity of this operator for ¢ small In addition, since Aj is of Fredholm
type Fredholm alternative yields the bijectivity of the operator A7, which means existence and
uniqueness of the solution to the problem we are interested in.

|
Given ¢ > 0, for ¢ € H' and ¢g° € H'/?(I'*) we consider the problem
Find (v%;¢°) € H x H~Y2(I'"¥) such that
VUE-VE—kQ/ Usﬁ—i—/ 5TRUE+/ V= (f50) Yv e H, (14)
Qr Qr I'r €

/ qv_s = <g€;U>H—1/2(Fs)7H1/2(F€) Vq € Hﬁl/Q(FE)'

In order to obtain existence and uniqueness results and also continuity estimates concerning the
problem (), we will apply the theory of Brezzi and Fortin (c.f [6]).
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Lemma 7.2
There exists k > 0 independant of € such that the trace operator ¢ satisfies the inf-sup condition
(@ 7"V v e) e o) Jp- a7

sup = sup
veH llvllx ver |[vlln

2 kgl g-12(re)

Proof:

q, TEW) - . .
Take w € Hl/Q(Fs) such that < >H|1/T|(F ),H1/2(T¢)
WI||H
lemma (Z2), there exists u € H'(Qg) such that wr: = w and |[u]l g1 (0, < &l|wl gi/zee) with

x > 0. From this we deduce

1
2 5 llgllzr-1/2(r)- Then according to

(@, 7°0) g-1/2(pey 11/2(re) (¢, 7°W) 1/2(0e) 1720
sup =z
veH l[vll w2
(@ 75W) grrr2(pey mivzeey Nwllgreeey - 1
Z Z 5 ||(J||H—1/2(Fs)-
Hw”Hl/z(rs) 1wl 1 () 2k
|

Lemma 7.3
For & small enough and for any ¢ € H', g° € HY/?(T'?), the problem (IJ) admits a unique solution
(v%;¢°) € H x H=Y/2(T') that satisfies in addition

1 K9
ol < e+ (Ut 29 a2 ey

K2 R2
g N er-1/2rey < (1 + ﬁ—1)||f€||w + r2(1+ ﬁ_l)HgsHHl/?(Ff)

where k1, ko are the constants appearing in lemma 7.

Proof:

Uniqueness

Suppose we can find a sequence ¢, > 0 such that ¢, — 0 when n — +00, and such that for
any n € N there exists (wp;p,) € H x H~/2(T'*») such that

an-W—k2/

wn6+/ 5Tan+/ p,T=0  Yve HY(Qgr),
Qr I'r €

Qr
/ Wy, =0  Yge H Y.

Without restricting generality we can suppose that Vn, |Jw,||# = ||wallg1z) = 1, and extracting
a subsequence if necessary, we can suppose that there exists wy € H!(Qg) such that w, — wg
when n — +oo in a weak sense in H'(Q2z) and in a strong sense in L?*(Qz). Choose a fixed
v € H}y(Qg). For n large enough, we have fQR Yw, - Vo — k? fQR Wy, T + fFRﬁTan = 0.
Passing to the limit when n — 400 we obtain fQR Yuwy - VT — k? fQR wo U + fFRﬁTRwO = 0.
Moreover since H}y(Qr \ J) is dense in H!(Qr) (see lemma [AR) and v is arbitrary, we are led
to: fQR Vuwy - VT — k2 IQR wo T + fFR v Trwo =0, Vv € HY(QRr). The Rellich lemma implies that
wo = 0. Thus we obtain |wy| r2q,) — 0. Moreover Vn:

IVwnllEa(ap) < IVwallZa o, + %e{/F wn TRun} = k*[lwn|[ 20 — 0-
R

From this we deduce that ||wy, | g1 (q,) — 0 which contradicts the assumption that ||wy[| 1) = 1.
This contradiction yields the desired result.
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Existence

We know that the trace operator 7° : H — H'Y/2(I'®) is onto. Moreover we have verified in
lemma [Z2 an inf-sup condition for 7°. We can find vi. € H such that 7°v;. = ¢° and [Jvg. ||+ <
19°[ 1/2(r=)- According to lemma [T}, for any ¢ small enough, there exists a unique v € Hg such

that (AGvG;v)n = (AVG; V)1 = (f50)3p 4 — (Avge; v, Yo € HZ. Again using lemma [ZT)

(.A’UES'U)H
r oIz < IMGUE I < 15l + sup 2= | e+ [Avge e < L%l + miallvge [l
IS

HE vl

1 K2
6l < %l + = 9" llarv2 e

Note that v§ € H§ if and only if v§ € H and [..qv5 = 0, Vg € H~/2(I'). Consider v° =
v5 + vge. Then

v® € H and fI‘E q’U_‘S = <q;gs>H71/2(pe)’H1/2(pe) ) Vq S H_l/Q(FE)
and  [v%lls < 15l + (L4 2D 9% i re),

Define L : H — C by the identity L(v) = (f%;v)y 5 — (Av%iv)y, Vv € H7. For any v €
Hg, L(v) = 0, thus according to proposition 1.2 of [6], since the inf-sup condition is satisfied
there exists ¢ € H~'/2(I'¥) such that L(v) = (¢°;7°v) and ||¢%|| g-1/2(r<) < [|L]l#. To sum up
(v°;¢°) € H x H™Y/2(T') satisfies

(Av®;v)y —|—/ T = (fs;v)H,ﬂ Yov € H,

€

/ L]F = (q; gE>H_1/2(Fs)7 H1/2(T¢) Vq € Hﬁl/Q(FE)'
thus is the unique solution of problem (). Moreover the following estimate holds

Ko R2
g zr-2r2(rey < Lllwe < ¥l + Rallv e < (14 H—1)||f6|\H' + ra(l+ H_l)”gE”Hl/?(FE)'

7.2 Consistancy result

Theorem 7.1
Consider (u°,p°) € H x H~Y/%(T¢) defined in section[B. There exists k > 0 independant of ¢ such
that

u® =% < keV2Inl/e et |p° — D lg-1/2(re) < ket/2In1/e.

Proof:

We will decompose the proof in 5 steps:

e Express the global error: this error is itself decomposed in three parts corresponding to the
other steps.

e Estimate the error for the far field: this will be very easy.

e Estimate the error for the near field: we will use a direct computation and take into account
the results established in section and in the last step.
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e Estimate the error for the matching condition: we will also use direct computation and take
into account the results of section 5.4l and last step.

e Technical results for error estimate : proof of technical results required in the preceding steps.

7.2.1 Global error

In order to estimate the global error, the stability lemma leads us to estimate HJ?E”H’- Indeed
let us consider the difference between problem (Pg,) and (P¢). If we define v;, = u® — u® and
5, = P° — p°, then (v5,;q5,) € H x H™/2(I'°) satisfies

Vg, - VU — k2/ UZ;;?—F/ TRV, +/ Qap? = <f5;11> , Vv € H,
Qr Qr Tr re HH
/ qui, =0 Vg€ H Y(I?).
Te

Applying lemma [ we obtain £ > 0 independant of € such that

[vaplle = [[u® =l < KlIflln Nlaaplla—120e) = 1P =P lg-120e) < K| ¥ l3er-
A direct calculus leads to B
<f5;v>
= HH
| fElln = sup ———————
ver  lvlln
<f€;v> = Vi - Vo — k2 ﬂ56+/ vTRUS +/ U — fo
H’ FR € QR

H Qr Qr
:/ fﬁ+/ V{(l—XE)(uo+ui)+x€Uf}-Va+/ U
Qr QF e
[ {0+ ) Vs o+ | oTaluo + )
Qf I'r

:/ f@+/ {(1—X€)V(uo+u§)+XEVUf}-W—/ (ug + us — US)Vy* - VT
Qr QR

QF
—kg/ {(l—x‘f)(uo—kuﬁ)—i—xEUf}@—i—/
QR r

= [ s [ Vo) v -xw)
Qr Qr

ﬁTR(uo—Fuf)—i—/ U

R

far field error

—k2/ (uo + ui){(1—x° v}—|—/ {(1 = x*)v}Tr(uo + u3)

near field error / VUl V{x°v} — kz/ X U1U+/ po
Q =

matching error 4 [ VX" V(uo+ui —U)v - / (uo + uf — Up)Vx® - VT
Te e

Looking at the problems statisfied by up and u§, we see that the far field error is very easy to
compute

/f6+ V(uo+ui)-V{(1—xf)ﬁ}—k2/ (uo+up) {(1=x)ot+ | {(1=x)0}TR(uo+ui) = 0.
QR QR QF Cr
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7.2.2 Near field error

We have constructed the near field in such a manner that this error is very small
/ VU - V{x°T} — k2/ UXxT+ | po=— [ AUXT— kz/ Usx°T
QR QR re QR QR
We estimate the left hand side by means of 32 and lemma, [H],

(zz) S Kllaf| B e?2In1/e.e? Inl/e = ke Inl/e,

/ AUSKD < [ AVS [ 12 22,
QF

/Q X U0 < US [l p2ezgn 0l zazs,) < 5 € Vol (zen a2 pllvll 2z, < meln®1/e.

7.2.3 Matching error
Now we tackle the matching error. We have chosen a® for this error to be small
ox¢ @
o€ ¢
ox*

(€2 — 1) dédvdh

[ ot ai=0nwx Ve = [ (worui-vp)

< (/
K
< =

= 8(/5

\/14’28 1/2

i 2 e _ 178

51/2(/€_m(§ 1)d§) Huo—i—ul Uj

12 Iz [loll.

1/2
(€~ 1) dedvad) ol

(up +u —Uy)—==

ug +uj —

2, 1/2
Us| (€2 = 1) dgdvat) " vl

N

sz M

N

For the second term, using corollary [Tl we also have

9
V- V(uo +us —US)T = O D g s — U (€2 — 1) de dv db
QR "¢ ¢

<(/
Vif2e

< klnlje (/5_ 1+E(g —1) d§) Hag

kel/? Inl/e |jvl|s.

0
(ug +ui — Uy)

2 1/2 .
5 (6 = D dgdvdd) " [0V a(ze)

{uo +ui - UY [0l

LE®L2(T?)

N

7.2.4 Estimation results

Lemma 7.4
For any € > 0 and for any v € H, there exists k > 0 such that ||x°v|n < K|jv||n Inl/e.

Proof:

According to the density of C*°(Qg) in H it is sufficient to show that v is very smooth. Take
O and & like in I We can assume that &, is sufficiently close to 1, then suppose that
QL C O C Qp for ¢ small enough. Take a C* cut-off function Y such that y(x) = 1 if £ < & /2
and Y (x) = 0if £ > &. since the v — Yv maps continuously H into itself, we can restrict ourselves
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to functions v € H such that v(x) = 0 if £ > &. Using the estimates [IZ), we can bound ||x° v||x
in the following manner.

52_1 1/2
ol = Ix vl HIVOCO ot < I0aan +20V0 e + 25510 (Gr=pa)  Miarey

As a consequence it is sufficient to suitably estimate the right hand side in the above identity.

&o
|v(&;v;0)] :‘/ g—z(T;V;e)deZ/dg‘

<(/€
can(ED) ([

2 9 1+2a )
e = [ [ L e~ Ddaviy

ViF2e
<l (€ - () de

ov dr

T2 -1

2 172 [€o
— (73 v 0)‘ (1% — 1)d7’dl/d9) /
3

2 1/2
Ly 9)‘ (72 — 1)dez/d9)

A simple computation shows that there exists k3 > 0 such that
V1+2e 6 +
/ (€2 — 1) In? ( )dg Kye? In21/e
E=+14¢ 5

which concludes the proof.

We can use a part of the preceding proof to obtain the next corollary

Corollary 7.1
For any € > 0 and for any v € H,there exists k > 0 such that |[vVx®|[12(72) < K |[v][» In1/e

We also prove another technical lemma

Lemma 7.5
For any € > 0 and for any v € H, there exists k > 0 such that ||x*v| 120 < K[[v]lnet/? Inl/e

Proof:
Like in the previous lemma , it is sufficient to prove this result for C*° functions v such that
v(x) =0 when & > & for & fixed. Using the proof of lemma [

2 1+2£
lvllZ2ze,) / /_ 1/5 - v(&v30)]2(&* — v*)dEdvde

Vit2e
£+1
<rlvlf € (G Jas

Again we obatin the existence of a x > 0 such that

V142e
/ (€2 — 1) 1n? (%)dgg ke ln?1/e.
E=1+¢ -
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7.2.5 Conclusion

Gathering the results above, we obtain the existence of x > 0 independant of € such that
5l < ke/? In/e,

this concludes the proof of theorem [l

8 The wire model

8.1 Averaging on sections of the wire

With u® we constructed a good approximation of u¢. Such an approximation is interesting because
it is easier to ibatin information about u°. In particular close to I'?, behaves like the solution of an
electrostatic problem. We will use this information. We introduce a new funstional setting fro the
functions that “live” on the wire I'*. Let us recall that we have supposed that the surface measure
on I'* is v*(6,v)dfdv. If u € C*°(I'*) we define the function p*u by

°r . v .
[ uo o) i) G0 (65) M 0i0) v (vi6) dt
0

21 8‘/
— O
0 871

(0 )" (v:0) 4*(v:60) db

The above expression is well defined because according to lemma FE3 the denominator is different
from 0 for ¢ small enough. Note also that for u € C°°(T'?) such that g—z =0 (u does not depend
on the variable 6), we have u°(u) = u. Moreover if we suppose that v € C°°(I'®) then pf(u) €
L?(I). There exists x > 0 independant of u € C°°(I'¥) ( but also independant of €) such that
l=ull L2y < Kl|ullgas2(rey (this is a simple consequence of Cauchy-Schwartz inequality). Using
density we define a continuous map p° : H'/2(I'*) — L?(I). We denote its range M® = I'm u°
and its kernel Hll/ >(I') = Kerpf. We have straightforwardly Hll/ *(I%) ¢ Kerp® (ie. for
v € Hy*(T), (5°;v) = 0). Thus p° induces an isomorphism 7 : HY/2(I'%)/HY*(T¢) — Me.
Considering the quotient topology on H'/?(T¢) /Hi/ *(I¢), we can supply M? with the unique
topology for which ¢ is an homeomorphism. Then we have

lul|pme = inf lv+wvollgi/2ey forue M, ve HY2(I'?) with pv = u.
vo€ Hy/? (1)

Denote M¢' the topological dual M*. A natural question consist in asking whether a link exists
between M° and the spaces E™(I) both used for the description of functions on the wire. The
answer is given in the next lemma.

Theorem 8.1
ME = EV2(I) and M = E-V2(I).

Proof:

According to lemma 1], the map (¢! )~ o qbf; is C1— difféomorphism and it induces the map
(($5) oS )" defined by ((¢5) 1003, ) u = uo(¢l) " oS, whenu € LA(I*). (85 ) odS)"
is a continuous isomorphism from L?(I'*) onto L?(S?), and from H*(T'?) onto H'(S?). According to
classical interpolation result, we obtain that ((¢5, )~ ogbfpz )" is also an isomorphism from H'/2(I®)
onto H'/?(S?). The function v*9¥ is C* on I'® so if u € HY?(I'¥) then uy*3L € HY/2(I*).
Moreover according to classical results related to the decomposition in spherical harmonics, if u €
H'/?(S?) then v — fo% wo (¢5,)~1(v,0) d6 belongs to E'/2(I). For any u € HY/?(T'®), pf(u)(v) =
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WYY o () (1, 07 (1, 0)do = [T (w L) o (@) o ¢5)) o (¢5) (v, 00y (v,0) dd so
pe(u) € EY2(I).

To sum up We conclude that pf(H'Y/2(I')) = M* c EV*(I)

Now we would like to prove the inverse inclusion. Consider the injective map o = ((¢%)™)" :
EY2(I) — HY?(I®), indeed according to equation (@) of paragraph EZAZ if v € EY?(I),
then ((¢5)~')"u € H'2(I*). Routnie computations show that p° o 0° = Idpiz(;) hence

EYV2(I) € M® = Impe.
Conclusion  EY%(I) c M® so EY2(I)= M*

Note that we have two available topologies on E'/2(I) = M®: the one defined for E'/?(I) in
paragraph B2 and the one defined at the beginning of this currrent paragraph for M*. We will
prove that these two topologies coincide which will imply ME = EY 2(I). In order to prove this
it is sufficient to prove that Idg/2(;) is continuous from (EY/2(I), || || gi/2(py) into (M, || [lame).
Note that Idgi/2(py = p° o 0° and p° are continuous from H'/2(I'*) in (M=, || [[ame=)- So it only
remains to prove that ¢ is continuous from (E'/2(I),|| ||gi/2(p)) into HY/2(I'%). This is the aim
of next lemma.

Conclusion: M = E-1V2(D)

This ends the proof of theorem K1

Remark The preceding construction showed that the map o° satisfies the following remarkable

property,
pf oo =Idgyzy andalso ‘0% o ' = Idg-1/2(pey.

From now on we will always use the norm defined for £E'/2(I) in paragraph that is denoted
Il ll1/2(ry- We will now give some continuity estimates for the new operators we have just in-
troduced. One interesting property is that their norm is bounded uniformly with respect to .

Lemma 8.1
There exists k > 0 independant of €, and 9 > 0 such that Ve €]0, &¢],

() Vue BT, ()L 2y < Allull ey
(it) Vue BV2(I), lullprrzcry = llo® (W)l 1z rey,
(i) Vu € H™V2(Ie), 1o (Wl =172y < llull-172(re),
() Yue BTVA(I), lull g=1r20ry < 1P ()l =172y < Ellullg-12()-
Proof:
In order to make computation more compact we introduce a new notation,
e = 0277 Z—Z “(v,0)do.

We recall that according to lemmal33 lim._.¢ a. = 27, so it is authorized to divide by this number.
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(¢) In order to prove this point, we begin by explicitly write |1 (u)|| g1/2(p),

+1 27 v 2
HME(U)”%l/z(D: 1—|—n 1/2 / / u%"/s)(u,ﬁ)Pﬂ(u)dﬁdu) .
0

En

Moreover notice that this expression like a H'/? norm on the sphere 52, indeed

e\ _ 2 8‘/
1((8er)™ 065 )" (w52 I 2s2)

:Jrf 2": 1+ n?) 1/2 / /27T ¢, )(1/0) ()d@dl/)g.

n=0m=—n
Thus by taking 7 as a lower bound for «. (for £ small enough), we obtain

1 e\ _ 2 8‘/
||.U6(u)||2El/2(1) < ;H(( gl) ! O¢fp) ( on =57 )||H1/2(s2

Since ((¢5 )~!o ¢ ) (2¥~¢) is very smooth, interpolation gives the existence of x > 0 indepen-
dant of € such that

e 2 °1% e 2\ %
||(( 51) 10¢§p) ( on )HH1/2 (52) S K ||(( 51) 1°¢§p) U||%11/2(s2) =K ”u”%{l/?(ﬁ)'

The last three inequalities are more easy to prove.

(4) This inequality is a straightforward consequence of the definition of the norm || || g1/2(re)
and the defintion of o°.
(#97) This inequality is due to

(*o*(p), ’U>E*1/2(1),E1/2(1)

[ ‘o () ”E*l/?(I) = sup
vEEY/2(I) HU||E1/2(1)

(P, UE(U)>H*1/2(F5),H1/2(FE)

= sup
veEY/2(I) o= () 172 ey

<p7 U>H—l/2(1‘s),H1/2(Fs)

N

sup

= ||P||H—1/2(rs)-
vEH/2(T¢) HU||H1/2(FE)

(iv) This inequality is partially a consequence of (7). For the rest of the proof,

(P, V) g-12(0) 172 (1) (P 1* 0 0°(V) g-1r2(1), Brr2(1)
||p||E71/2(1) = sup = sup .
vEEL/2(I) HU”El/?(I) vEEL/2(I) l|o (U)”HW(FE)
S — <t,us(p)aUE(U)>H—1/2(FE)7H1/2(FE)
veEY/2(I) o= (V)| 172 ey
(*u*(p),v) . .
< swp e (W (] PR
vEH/2(I'¢) HUHHl/2 (re)
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Moreover using (i) and the fact that u° is onto,
<t‘ua(p)’ 1]>H—1/2(F€),H1/2(F5)

Htua(p)||H—1/2(Fs) = sup

vEHY/2(T%) 0]l 172 (e
_ sup <pvUE(U)>E—1/2(])7E1/2(I) HNE(”)HEIM(])

vEH1/2(T%) 2 ()l g1z 0/l gz rey

p,V)p-
< K sup (p,v) g V(1) BVA(D) o120
vEE/2(I) vl 121y

|

8.2 Estimation for the Lagrange multiplier
We will now use the result of theorem [Tl The meaning of this result is clear concerning de u®

and u®. Indeed u® — ug # 0 so we have
uf = U+ O0(eY?) = U + o(W) for the norm || [|g1(qy)-
However concerning p°, p* we don’t know their behavior at first order so we cannot directly
conclude in the same manner. However our discussion concerning E~/2(I) will allow to remedy
(15)

to this situation. Indeed note that
27
oV
- = t/f(—;—; a®) with «, = /0 —n"ys(l/, ) do et 2m
and applying lemmas B and Bl we can find four constants x; > 0, i =1...4 independant of ¢,
Ry

a)[g-1/2rey < K3 lla® || g-1/2(r) < "

™ |H‘

Qe

satisfying
< 0¥ - ragry < I lgvvmqrey = ) (= 55

K1
In 2
where p* = O(ﬁ) in the norm || [[-1/2(p<y. Thus we finally obtain the desired conclusion
p°=p+0("/?)=p" +0(p°)  for the norm | |[g-1/2(r-).
We will apply this result for the resolution of the Helmholtz problem with Dirichlet boundary
condition by means of single layer integral equation on the wire. Let us first recall that (u®, p®) is

defined as the unique pair chosen in H'(Qg) x H~'/2(I'*) solution of the problem
VuE-V5—k2/ u55+/ ﬁTRu€+/ p‘fﬁ:—/ fi YweH,
Qr Qr I'r Ie Qr

(P°) :
/ quf =0 Yge H V2(T9).
Let us substract to these equations the equations satisfied by wug, we obtain
pr=0 YweH,

V(u® —ug) - Vo — kz/ (u® — uo)5—|—/ TR (u® — up) —|—/
Qr Ir c

Qr
/q(ua—uo):—/ qug VqEH*I/Q(I‘E).

Successively choosing v € D(QL) and v € D(QF) arbitrary, we obtain that A(u® — ug) + k?(u® —
up) = 0 in Q! and in Qf and u® — wg is outgoing. Now choosing v € D(Q2g) arbitrarily and

Olu’ = UO)]IPs =p°

applying Green’s formula, we obtain
on

[
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where [9%]p = 2% 4+ DU with n. and n; the normal vector fields I'® respectively outgoing and
ingoing with respect to Qf. Applying the formula of integral representation (see for instance [I6])
we obtain

€

u®(x) — ug(x) = / p*(x') G(x,x') do(x') for any x € Q.

Putting this formula into the equation corresponding to boundary condition satisfied by u® — ug,
we obtain

/E /E q(x) p* (x') G(x,x") do(x') do(x) = —/ q(x) up(x) do(x) Vg€ H_l/Q(FE).

€

We introduce the single layer operator K¢, : H~'/2(I'®) — H'/?(T°) defined by

Vp,q S Hil/Q(FE), <q, K§CP>H—1/2(FE)’H1/2(FE) = / / q(x)p(xl) G(Xa X/) dg(xl) dO’(X).
We can write the above equation in operator form,

K p® = —ug.

SC

Note that using Taylor expansion it is possible to prove that, if O is the open set defined in
§233 then there exists x > 0 independant of £ > 0 such that for any v € C*°(0O), the following
inequalities hold

[v—00 :UE(U)HHUQ(FE) < rellvllazo) et vy —o®o ,UE(U)HEUQ(I) < kelvlm2(o)
In particular this remark can be applied to ug. Thus we are led to
—ug = —0%opuf(ug) +0() =o°.(In E%Id + A+ B).'o%(p°) + O(e)
=0°.(In E%Id + A+ B).to%(p%) + O('/?)

Here the notation O(¢) refers to the topology of H'/?(I'*) defined in paragraphZZ=3 So we obatin

1
Kip®=0°.(n5Id+ A+ B)."op* + O(c'/?).
3

C

8.3 New approximate model

We introduce a new space that corresponds to the set of functions with an average equal to 0 on
each section of I'*. Note that Hf, = {v € H | pu°(v|p<) = 0}. It is a closed sub-space of H since u°
is continuous. Suppose that is supplied with the hermitian structure inherited from H. Similarly
to what precedes, we are led to consider the problem

Find (u%;p°) € H x M*'  such that

vwf-W—k?/

u56+/ 5TRu€+/ tuE(pf) T = — fo Yv € H,
Qr I'r €

(Pe): Qr

Qr
/ YE(QTFE =0 Vge ME

We conjecture that u® is a good approximation of u°. Indeed we state theorem that we are
going to prove with the same technics as for theorem [l

Theorem 8.2
Let (u®,p%) € Hx M® be the unique solution to problem (P¢). Then there ezxists a constant k > 0
independant of € such that for ¢ small enough,

|uf — vl < ke/?Inl/e and |p° — t,us(ps)HH_m(pe) < ke2nl/e.
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This theorem is interesting for two reasons. First it states that solving (P¢) yields nearly the same
result as solving (P¢) whereas is problem (P¢) the boundary condition on the wire is simplified,
the space of Lagrange multipliers is reduced. This is interesting for numerical applications since
the constraint corresponding to the boundary condition is now one dimensional instead of being
two dimensional. More over we will see at the end of paragraph B4l that the error estimate
[p° = *u7(p°) || sr-1/2(r<) is a validation for the acoustic version of the Pocklington model. To the
best of our knowledge, this result is new.

First of all we state a stability result . However since the proof is very similar to the proof of
lemma [, we do not write it. Given a fixed € > 0 for f¢ € H’ and ¢° € M, we consider the
problem

Find (v°;¢°) € Hx M®  such that

Vo - VT — k2 vaﬂ—i-/ ETRUE+/ (@)U = (f50) 50 2 Yo eH (16)
Qr Qr T'r € ’

/tus(q)v‘S:(gE;v)Mnge Vg € M*’

The corresponding stability lemma is

Lemma 8.2
For ¢ small enough and for any f¢ € H', g € M=, the problem (IA) admits a unique solution
(v%;¢%) € H x M®  that satisfies in addition

1 Ko
[0l < =% llnr + A+ =97 me
K1 R1
Ko K2
gl v < L+ )Ml + m2(1+ =)l me
K1 R1
A consequence of this lemma is that (P<) is well posed so (u¢, p) is well defined.

8.4 Consistancy of the new wire model

We will now prove theorem We have already pointed out that H i/ 2(l"‘g) C Kerp®. So p*
induces a linear form on M* that is different from a®. Indeed,

e (6%
P 0 -saeeymiaiey = =50 CH@)0) ooy e
(6%
= —ﬁ <a/€7ME(U)>H*1/2(FE))H1/2(F5) , Ywe H1/2(I‘€)'

Thus we can say that (u®,a®) satisfies

~ « ’

(us; —2—‘5 a®) € Hx M*®  such that
i

Qe

vaf-W—k?/ afmr/ 5TR§I‘5+/ t/f(——cf)ﬁ:—/ fv+<f€,v> Yo e H
Qr Qr T'r e 27 Qr H'H

/ ()T =0 Vge M.

Qe

> a® — p°. This new pair of functions satisfies
T

Note that u§ = u® — u® and p§ = —
(W5;P5) € H x M*" such that
Vs - Vo — k2 agm/ ETR17§+/ LU (55) T = <f€,v> Vo € H,

Qr Qr Tn e H'H

/ WU =0 VYge M.
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Applying lemma B2 to the above problem, we obtain the existence of £ > 0 independant of ¢ such
that for € small enough

~ o7 a ~
@ =l < w Il et [l=5= a® = p e <RIl (17)

Using the proof of theorem [Z], we can prove the existence of x independant of ¢ such that for
¢ small enough ||f¢|+ < ke'/?In1/e. With triangular inequality and lemma Bl this yields the
proof of theorem We will apply this result to the Pocklington model. Let us first recall that
(uf,p°) € HY(QR) x M¢" is defined as the unique solution to the problem

Vu€~W—k2/

u€6+/ ETRu€+/ tE(p o =— | fu WYweEH,
Qr I'r €

QR QR

(PF):
/ "uf(quf =0 Vge Fe.

Let us substract to these equations the equations satisfied by ug, this gives

€

V(u® —uo)-W—k2/

(u® — )T +/ TR(U — ug) +/ LE(p o =0 Vv eH,
QR FR

Qr
/5 L (q)(u —up) = — / Y (quo Vg € HYVA(TE).

Successively choosing v € D(QL) and v € D(QL) arbitrarily, this implies that A(u® —ug) +k%(u® —
up) = 0 in Q¢ and in QF, and u® — ug outgoing. Choosing v € D(QR) arbitrarily and appplying
Green’s formula, we obtain
u® —u
[%hrs = " (p)
where [%]‘ps = 8872’6 + 8‘9—;;, n. being n; respectively the outgoing and ingoing normal vectors to
I's. Applying integral representation formula yields

ut(x) —up(x) = — /E Luf(p°) (X)) G(x,x') do(x’)  pour tout x € Qp.

Putting this formula into the equation corresponding to the boundary condition satisfied by u®,
we obtain

[ [ @60 w6 ) Gloex) doly dot) = [ (@) ualox) do(x) Vg € VAT

€

Define the operator K&, : E~'/2(I) — EY/2(I) by

W0 € B (0 K)oy g = [ [ 060 ' 0)6) Gl ) da () do()
Thus we can write the above equation in operator form
pk P° = 4" (uo)
pe(uo) = (InLId+ A+ B).'0%(p°) 4+ O(e)
=(In%Id+ A+ B).p*+ O(e'/?).
This implies
K5ep° = (In Eigld + A+ B)p +0(eV?).

rem: Note that according to the preceding equations, there exists an explicit link between the
usual single layer operator K¢, and the Pocklington operator K7,

e __ € (3 t e
pk_:u OKSCO Q-
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A Appendix

A.1 Dirichlet-to-Neumann map

In this paragraph we recall the definition and some properties of the Dirichlet-to-Neumann map
used in practice for the treatment of Helmholtz equation in the exterior of a bounded obstacle in
three dimensions. For more details on this subject we refer the reader to [I5]. Consider a radius
R > 0 and the associated sphere 0Bg. On this surface we consider the spherical coordinates (v, 9).
Then according to classical results on spherical harmonics,

u € HY?(OBg) if and only if there exists (u]") such that

+oo  +1 +oo  +1 ‘
Z Z I+ D < +oo and u(f;¢) = Z Z (I + 1) u P (v)e'™®
1=0 m=—1 =0 m=—1

the convergence of the second sum above holds in L?(0Bgr). Then the usual Dirichlet-to-Neumann
map is given by the explicit formula,

+oo 41 - hsrll)/(kR)
(Tru)(v,0) =Y > (41D ui* B ()™ k PO
=0 m=—1 m ( )

This formula defines T as a continuous map from H'/2(0Bgr) onto H~/2(dBg). Moreover we
have the remarkable inequality,

Re{ TTrv} >0, Yve HY?(OBg).
OBRr

A.2 Legendre functions

Here we formulate several remarks on the separation of variables for the Laplace equation (an not
for the Helmholtz equation) in ellipsoidal coordinates. Indeed the asymptotic analysis for a differ-
ential operator in a simple geometry leads to consider special functions associated to this operator
and to the coordinate system adapted to the geometry. The natural approach consists then in
studying the expansions of these special functions, possible representations (integral representa-
tion, series representation, and so on ...). As a consequence, the better these special functions
are known, the more we know about the asymptotic analysis. In our case, the Helmholtz equation
can be solved in ellipsoidal coordinates using ellipsoidal wave functions. The problem is that these
functions are not so well known. We prefered to look at the Helmholtz operator as the Laplace
operator with a compact perturbation. The Laplace operator can also be solved by separation of
variables and the corresponding special functions are the Legendre functions for which we have
far more information. Legendre functions are very well known. Given an integer n € N consider
the Legendre equation of order n:

d d
—(1—-2%H)— 1 =
(1= 2A)u(z) + nln + Du(z) = 0
In [19],chap.7 it is proved that this equation admits two independant solutions that we denote, on
the one hand P,, the Legendre function of order n of the first kind, and the other hand @,, the
Legendre functions of order n of the second kind. It can be proved that P, is a polynomial of
order n called Legendre polynomial nd given explicitly by the Rodrigues formula

1 d’n

2 n
= -1
2nnl dzm (2 )

P (2)

In [T9)], it is also proved that

Qn(z) -

P,(2) In (z +1

2 z— 1) +Wna(2)
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where W,,_; is a polynomial of order n — 1.. Robin, in [I7] wrote a very simple identity for W,,_1,
expressed with Legendre polynomials

nlk()

k+1 (18)

nl

py

k=0

Now we recall some further properties and estimates on P,. The proof of these results can be
found in [19] or in [I1]. In what follows we denote I = [—1;+1]. Consider L*(/) supplied with its
usual scalar product (u;v) o) = J; uT. It can be proved that (P,)ncn is an orthonormal family,

and the set of linear combinations of these polynomials is dense in L?(I). The L? norm of P, on
I is given by
+1 , 1
Po(o)|?de = ———
/,1 Pu(@)l e = 22575

In what follows we consider the normalized Legendre polynomials f’n = 4/n+ 1/2 P,. They satisfy
the identity

n+1 n
Pn = —Pn —Pn— >1
z Py (x) o p 1l (@) + o P (2) n
dpP, nn+1) n(n+1)
1-— = ———P, —P,_ > 1.
=25 ong1 L@ g Paale)

The value of the Legendre polynomial at 1 is P,(1) =1 Vn € N. Moreover we have the estimate

dpP, n(n+1)

< _ < —1; .
|Po(z)| <1 et i ()| < 5 Vo € [—1;+1]

Now we show two results. The first one is fundamental for our analysis
Lemma A.1
+ P,(2)dz
V(€ - 1)1 —1?) + (v — 2)?

= 2P, (»)@n(§)

Proof: 1
For x € R?\ {0} define G(x) = pre

Thus if x’ has the cartesian coordinates (0; 0; z) and x has the ellipsoidal coordinates (&; v;6) then

G is a Green kernel of the Laplace equation in R3.

1 1
drlx = x| am (€@ -1 2) + (v — 2)?

Gx—-x')=

As a consequence if u is defined by

+ P,(2)dz
V(€ =11 —2) + (v - 2)?

then u satisfies the Laplace equation in ellipsoidal coordinates, and since u is independant of 6,

u(§v) = , €]l 4oo] ve[-1;41]]

Ju 0 ou
)=+ —1-v =0 , €]1; € [—1;+1].
%@ >%+ (-5 £ €t +oo| v e [~1;+1]
Let us denote w;(§) = [, u LU v) dv. Taking the projection of this equation on P;, we obtain

~ 0 ou ~
/355 _13_65()@/"‘/15(1_”)53()61 =0 , €]+

RR n° 0123456789



54 X.Claeys

For fixed ¢, since u is a C° function it is possible to switch the integral and the differential
operator in the first integral. Moreover P, satisfies the Legendre equation associated with [ so
integrating by parts in the second integral we obtain

2 8ul

5€ g 1+ Du(©) =0

As a consequence u; satisfies a Legendre associated to [ on ]1; 4+o00[ so there exists A;, B; € C such
that w;(§) = A P(§) + B1Qi(§). We can rewrite this identity int he following manner

AP(E) = / (&) Bi(w) dv — BIQu(€)

Taking into account the estimate we gave previously for P,, we have

‘/ ga Pl dV ‘// \/ l_ig))dzcz;/_zy‘ S lgji/f/lx/ij—lﬁ :Tr\/ lf—;%/fﬁﬂ—ﬁzooo

Moreover according to the following integral representation ([19] formula 7.4.9):

Qi(cosha) = /+00 dz < 1 /+oo dx
! ~Jo  (cosha +sinhacosha)*! = (sinha)+l J,  (coshz)itl
hence there exists C' > 0 such that V¢ € [2; +o00], VI € N :

C

|Qi(§)] < W §H+OOO-

To sum up w;(§) = AP (§) + BiQi(§) with |Ul(€)|§—>_4)>0007 |Ql(§)|§4>_4)»000 and |Pl(§)|€ﬂ_+’oo +o0.

To sum up: A =0

We will now compute B;. For this purpose we look for the behavior of u; when & — 1.

Pn(z)lgl(y) dzdv
IxI \/ (1 —v2) 4 (v — 2)?

:/ /\/52—1 dzﬂ) (e o) dy+/Pl /\/ —1n(12)—_1/21;n(y()§y—z) dadv.

Here is an explicit computation for the first integral
+1 dz B /(151/)/\/ (£2-1)(1-v?) dz
V(E =D =) + (v —2)? (-1-e)/ /@ D7) V1+ 22

(o VE DO T G
- @ DA (L&)

u(§)

Considering £ = 1 + u, let us simplify
E-D1-1vH+1-&v)? =ul+u)(1 -1+ (1 —-v—wvu)?
=u?(1—1?) +2u(l —v?) + v2u? = 2uv(l —v) + (1 —v)?
= +2u(l—v)+(1-v)?2=04u—-v)?=(£—-v)2

With the same computation we obtain (£2 — 1)(1 — v?) + (1 + &v)? = (€ + v)?. Putting these
identities in the logarithmic term above,

+1 dz | (1—51/—&—5—1/):111(54—_1)

T\ —vt gy £-1 (19)

VI =D —2) + (v — 2)?
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. v P v dz V= 551 n s+l
To sumup./lpn( )P ( )/I\/(§2—1)(1—1/2)+(§V—Z)2d B n—|—1/21 (5_1)'

Besides, for given v and z, we have
P, (2) — P,(v) P, (2) — Pu(v)
—
VE-DI- A+ @2 ¢ ¥
Since (&2 - 1)1 -1+ (v —2)2=(£—-1)(E—vz+1—v2)+(v—2)? = (v — 2)? il vient:
>0
P B Pule) = P
V(€ =11 —v2) + (v - 2)?
The dominated convergence theorem yields

- P,(2) — Pa(v) o (B [BE) = P)
/IPl(V)/I NG dzdv Py( )/I dzdv.

)+ (fv —2)? =1 Jp |z — v

< max |P)
z—v ‘\mix| g

Finally we have obtained

oL £+1 ~ P,(z) — P, (v)
w() = n+1/2ln(£_l)+/IB(V)/IWdde+O(1)
= Bi(PAO)F () + Wi (©).

P, and W;_; are polynomials and P;(1) = 1. Thus identifying the respective behaviors in the
neighborhood of 1, we obtain
l
Conclusion: B, = L
n+1/2
Now we conclude the proof of the lemma. For £ > 1 fixed, and v — w(§;v) is continuous on
[-1;+1], theorem 1 p.55 of [T9] provides

“+o0 “+o0
w(&v) = S wORW) = S BIRWMQIE) = —e Pa(1)Qu(€) = 2Pa(1)Qu(€).
= P n+1/2
| ]
Corollary A.1
Forany £ > 1,ve[-1;+1], z € [-1;+1]:
+oo
. S 2P, () Pa(1)Qu (€)

VE-DA-v)+Ev-2)? =
convergence being pointwise.

Proof:

For £ > 1, v € [—1; +1] fixed, the function z — ((£2 — 1)(1 — v?) + (€év — 2)?)~ /2 is continuous
on [—1; +1]. We conclude the proof applying lemma[ATland theorem Il suffit & présent d’appliquer
le lemme 1 p.55 of [T9)].

|

Using lemma, [AZJ] we can describe precisely the Green kernel of the Laplace equation in el-

lipsoidal coordinates. We end this section with technical lemmas providing estimates on @,,. In
what follows [z] refers to the greater integer satisfying [z] < x.
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Lemma A.2
For ¢y > 0 smal enough, there exists C' > 0 independant of ¢ €]0; e, £ € [1;+00[ ans n € N such
that
1
[P(§) — 1| < Cn/E2—1 désque n< [ﬁ] et e<E—1<2

Proof:
We will use a result given in [20] chap.12 §12.3. This result states that

x \1/2 1 1 5
Puteos) = () (bt 5 s+ )
with
L o L A(0) 0.2 A1 (0) 0.2
=; < - (1B (1B
man+ 30| < oaln + 3)) TV (rBY () exp (T Vo (B ()

Iy(z) = Jo(iz) and Jy refers to the Bessel function of the first kind of order 0

A(0) = sup |2zlp(x)Ko(z)
where o€]0;-+oo]
Voo (f) refers to the total variation of f on ]0; x|

Bi(@) = w5z Jo velmworm — o) v

Since Voo (f) = [, If/| when f' € L*(j0;z]) and - (zBJ(x)) = %(& — ﬁ) — B(x), Tak-

ing Cy = r{r(ﬁ)}( | B| we obtain

1
Vo (rBY(r2)) < a:/ \B(ta)|dt < Cra
0

Thus we are led to the existence of C'; > 0 independant of = and n such that

Cs 1

1
Ima(n+ =;2%)| < 5

2

As a consequence

T

)" 1) ittt )+ Do+ 2) 1+ (2 ) a4 45%),

P,(coshz) —1= K 2 sinh z 2

sinh x

Since the function z — (%-)'/? is analytic in the neighborhood of 0 and take the value 1 in 0,

there exists C3 > 0 such that |(%—)"/? — 1| < Csz. For ¢ < 2 — 1 < 2¢ and = = arcosh(£), and
n < [ﬁ] we have

1 1 2v2/E -1
(n+§)x<ﬁln(1+§—1+\/§2—1)<%<4,

Take Cy = I[na>]< |Io| + |1)|- Then we obtain the estimates
0;4

()" 1] et I < i

1 1
To(a(n +5)) = 1] < Ciln+ ),

(G )1/2 (n+ 5:2%)| < G0
sinh 2 n =+ 551 S 24n+%'
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To sum up there exists C5 > 0 independant of « and n such that

1
r for n<[—=] and &< (coshx)? —1< 2.

NG

Since for £ = cosh z there holds z < 24/£2 — 1, there exists Cg > 0 independant of , £ and n such
that

1
| Py (coshz) — 1| < C5 (n+ 5)

] and e< €& —1<2e.

|Po(§) — 1] < Ceny/&2—1 when n<|

Sl

Corollary A.2
For ¢y > 0 small enough, there exists k > 0 independant of € €]0;¢¢[, £ € [1;+00[ and n € N such
that

|88%(§)| < Ii% when n < [%] and €< & —1< 2.
Proof:
Note that
oP, 1
o @—_l{npn—l(ﬁ) —n&Pa()}

n n n n

= f2—_1(137171(5) -1)- 52—_1(5 = D(Pa(§) —1) - 52—_1(5 -1)- 52—_1(1%(5) —1).
We conclude the proof of this lemma using lemma
|

Corollary A.3

For €9 > 0 small enough, there ezists k > 0 independant of € €]0;¢¢[, £ € [1; +00[ and n € N such
that

] and <& —1< 2.

Wn-1(§) = Wn1(D)] < knInny/§2 —1 when n < [

%|

Proof:
We begin with an identity we gave before

n—1

Py(2)Pr—1- q(z)'

=0 Q+1

2

As a consequence
Win-1(§) = Wna(1) = Zq 0 q+1{P (&) = 1H{Pu1-4(§) — 1}

+ Zqu+1{P() 1}+Zqoq+1{Pnlq()_1}~

from which we conclude using the preceding lemma and the expansion

Y ——= =g+ +o(l)

where + is the Euler constant.

RR n° 0123456789



58 X.Claeys

Corollary A.4
For ¢y > 0 small enough, there exists k > 0 independant of € €]0;¢e¢[, £ € [1;+00[ and n € N such
that

OW,_1 nlnn 9
< k—— when n<[—=]| and <& -1<2%
SOl < n <[] ;
Proof:
Straightforwardly
Wn1 o 1 R 0Py 14
P11+ —— B}
o€ Zz+1 e Dot g 1
Since there exists x > 0 such that
|P(¢)] < k and |@(§)|< K———  when l<n<[i] and e<&2—-1<2
l S 8€ S 52 1 w S X \/E 9 X Z€E.

From this we conclude

8Wn 1

n—1

er g S e

Using simple computations we also have

Corollary A.5
For €9 > 0 small enough, there ezists k > 0 independant of € €]0;¢¢[, £ € [1; +00[ and n € N such

that
|Qn () — %hl (ﬁ—il) —Wh—1(1)| € knlnny/&2 -1 ln5

1
when n < [%] and £ < &% —1 < 2e.
Corollary A.6

For €y > 0 small enough, there ezists k > 0 independant of € €]0;¢¢[, £ € [1; +00[ and n € N such
that

aQn 10 2 nlnn 1
e © 5z (7=g) I < 7 — e

1
when n < [—=] and ¢ < &2 — 1 < 2¢.

NG
A.3 Continuity of B, By and B;

Using a straightforward computational method, we will show that for any n, B; and B, are
continuous E™(I) into E™(I). We first give the proof for By, and then for By the proof will
be very similar. We will proceed in two steps, using recurrence arguments. First we recall the
defintion of B; B; and Bs,
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A.3.1 Continuity of B,

Lemma A.3 B
For q=0...N suppose there exists fy, 9, € C°(I) and u € E*N(I) such that

U:ifq(y)(dd(]_—y V) u—i—qu (1— 12 di(ddg—y?)ddy)qu

then there exists Fy;,G, € C*(I),q=0...N such that

d v d d/d g
dy(1—u2)dyzq§Fs(u)(E(1—y —V) u+ZG )1 — 1?) du(ﬁ(l_”Q)d_u) u.

Proof:
We establish this result using recurrence on N. For N =0, if v = fo(v) u then
d dv d dfo dfo du d du
E(l )dy E(l_y)du ut2-". (1-v )d—+f0() d(l_y)du

so the result is true for N = 0. Suppose now that the result is true for ¢ = 0... N. By assumption
of recurrence, it is sufficient to prove that

0 =g {me (Ga-ng) )

d d/d d \N-1
. G 2y 4 P ANR Bl s TR Wl
(#) dy(l v )du{gN(V) (1-v )dy(dy(l v )dy) u}
have the expected form. This is a simple computational exercice. We write it for (7).
d o d d N
L i) (-2 ) ) =

(Zu-"g) (G- %) wrr g {a-Ag(Fa-ng) )

+ a0 (0=

which is the desired result.

Lemma A.4 Vne N, B;:E"(I)— E"(I) is continuous.

Proof:
Consider N € Nand n € {0...N}. If n is even, n = 2m. According to the preceding lemma,
there exists fq, g4 € C*°(I),q =0...m such that

m—1
(2 0-)-0) " () et qu () o) s g (1) 2 (1) )
because Inc(v) = In2 + vy(v) € C®°(I). Then
(P u) ey u() mew)) | Z I fallzos (] ((—£)20; ) /2

+ Z 1 Y2gqll e n ((—L)7 s ) |12,
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If n is odd, n = 2m + 1. There exists f;, g, € C°°(I),q = 0...m like in the preceding lemma.
Then

((=L£)>™u; >L2(1> < 22 2 Z / (1—1?) (ddy(l_yg)ddy)q )rdy
g’ / D )

Using the inequalities

d d d 2 2
VAN el (1 — 2 )e < a _ q
Ja=| g (fga—Apm) @< 20029 o) [ |Goa -] w
d
2||f HLOO(I)/(l_VQ)‘(dV du(l_yz)du)qu‘ dv
and d d d d P
NN oy a9 4, <
/I(l V%) dy((l v )qul/(dy(l v )dy) u)‘ v <
d d d 2
N RS R I P N
20(1= )0 =Pl [ |G =] dv
d  d d 2
a2l N T N
2011 = g~y [ (1= 0=
we obtain the desired result.
| ]

A.3.2 Continuity of B,

Since we use the same arguments for proving the continuity of By, we won’t give as much computa-
tional detail as in the preceding proof. However we begin with a preliminary remark. If u € C°(I)

then
41 +1 .
/ / (ikt)?"u(z)eFtr ==l gz dt / / (ikt)*" sign(v — 2)u(z)e™*V == dz dt,

and

i{ +1 1(Z-kt)2n+1si _ ikt|v—z| dz d +1 k 27L+2 1kt|1/ z| dz d
gn(v — 2)u(2)e z t (ikt) zdt
—1 0

+ 2u(v) /O (ikt)?" T dt.

Lemma A.5
For g =0...N suppose there ezist f,, gq, hq, hz € C®(I) and u € E*N(I) such that
+1
v(v) = fq / / (ikt)?Iu(z)e™ =21 dtdz
q=0
N-1 +1
+ ) gqlv / / (ikt) 2 u(2)sign(v — )™ ==l dtdz
q=0
—1
d d /d d\4a
1 _ 2 _ TR NS
’ q=0 hq(y)(dy(l v ) v th (-7 dy(du(l v )dy) o
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Then there exist Fq,Gq,H;,Hg €C®() q=0...N such that

d o d N“ i 2 kel —|
N — R — q et tlv—z
dy(l v )dyv(u) / / ikt)“Tu( dtdz
+1 ‘
+ ZGq(z/)/ / (ikt)? 1 u(2)sign(v — z)e* ==l dtdz
d/d d 4
1 _ 2( _ N

—|—ZH ( (1— 2 )u—i— ZH )(1 de(dy(l V)dy)u.

Proof:

Again, we use recurrence arguments. For N = 0,

dif/(l - 1/2)(%{]“0(1/) /j1 /1 u(z)etktlv 2| dtdz} =
(dd V2) dfo /*1/ Y=l g

+1
+ 2% ((1 - V2)f0 /_1 /0 (ikt)sign(v — z) u(z) etktlv—=21 qrd.

1
+ (1 - V2)f0(y)/ (ikt)? u(z) e*Y ==l dtdz
0
+ (1= v fo(v)iku(v).

so the result is true for N = 0. Suppose now that the result is true for ¢ = 0...N. According to
the recurrence assumption, and using the preceding lemma, it is sufficient to prove that

(i) iu_y?)i {vw) / o / i)V () dtd
(i) dd (1—v2 gN /+1/ ikt) 2N ~lu(z) sign(v — z) etktlv ==l dtdz}

have the expected form. We will show it only for (i), since the proof for (i) would be very similar
to the case N = 0.

d + .
dy(l gN / / (ikt)>N ~tu(z) sign(v — z) e*tY =] dtdz} =
+1
(di(l—l/ dgn / / ikt) N (2) sign(v — z) e® =2 drdz
v
d +1 )
+2— ((1 — V2)gN / / (ikt)*Nu(z) e* =21 dtdz
dv -1 Jo

+ 4di((1 ~P)g) /1(ikt)2N‘1dt u(v)

+1

(1—v%)gn(v / / ikt) 2N lu(2) sign(v — 2) e ==l dtdz
2N-1 2 du

2gn) [N 0
0 dv

We obtain the desired form.
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Lemma A.6 Vne N, By:E"(I)— E"(I) is continuous.

+1 1k|u z| _ +1
/ u(z) ————dz = / / YeFtv ==l dzdt.
-1 lv— Z|

Applying the preceding lemma, we conclude like in the proof of the continuity of Bj.

Proof:
Note that

A.3.3 Continuity of B3

The continuity of Bs will be far more easy to verify.
Lemma A.7 Vn € N, Bs: E"(I) — E™(I) is continuous.

Proof:
Let us consider two points x,x’ € J with respective ellipsoidal coordinates (1;v;6) and
(1;2/;6"). Then we denote Ly aﬁ( — 12) 2. We have

I Bsul|n 1y = ((—£)" Bau; B3u) 12y < [(=£)" Baul| 21y | Baw| 21y

Moreover

(£)!Bsu = /Ju(x') (Lx)1G™8(x;x") dx'.

So the Cauchy-Schwartz inequality yields
Iy Bouliac < [ 101G ta) R e [l
X

hence the desired result choosing ¢ = 0 and ¢ = n.

A.4 Density lemma

Lemma A.8
Hio(Qgr \ J) is dense in H' (Qg) for the norm || || g1 (qp)-

Proof:

Since C*°(Qg) is dense in H'(QR), it is sufficient to show that any v € C>°(Qg) is the limit in
H(QR) of a sequence belonging to Ha, (2 \ J). Consider such a v. We define a radiall function
(x refers to the point with ellipsoidal coordinates (&;v;6))

0 sig2<1+1/n
2 _
Xn (%) = In(n(& 1)) sil+1/n<é&?<2
Inn
1 si€?>2.

We define v, = x,v. Then for any n, v, € Hiy(Qr). Let us show that this sequence has the
desired property.

[0 = vnllmr@r) < v =vnllL2p) + V(@ = vn)llL2p)

<ol (I = xall 20 + 1V x0ll 220020 ) + V0l 2y 11 = Xl 220020
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It is sufficient to prove that lim |1 — xn[/z2(0z) = 0 and lim ||[Vxn|[z2(0z) = 0. Dominated
n—-+4oo . n—-+o0o )

convergence theorem shows that lirf I1 = XnllL2(0r) = 0. Moreover
n—-—+oo

On 1 28
o6 lnn £2-1°

hence the existence of a constant x > 0 such that

a n 64r  [V2 d
V1+1/n Jv=—1Jo= ln nJyizim& -1 Inn

This concludes the proof since the right hand side of the inequality goes to 0 when n — occ. H

A.5 Technical result of differential geometry

Lemma A.9

Consider S a C*® submanifold of R? of dimension 2. Let U be an open subset of R3 such that
(U, ¢) is chart of R® corresponding to the coordinates (1,72, 3). Suppose that for a point x € U
with coordinates (x1,x2,13), X € S & x1 = F(x9,x3), where F is a C™ function (which is another
manner to say that S is C>). Finaly suppose that the metric tensor of R? in the chart (U, ¢) is
given by h3d?z1 +h3d*xe +h3d*xs. and denote n = ny 8%1 +n28%2 +n38%3 the vector field normal
to S such that ny > 0 and ydxidxodrs the surface measure on S. Then

hahs
ny = .
yni h
Proof:
The proof consists in straightforward calculus. We explicitly compute n and 7. A basis for

the tangent space of S is given by the two vector fields gf ai + 8$2 and gf 821 + a . Thus we

immediatly compute the expression of the metric tensor on S in the coordinates (x2, 333)

BRZEP + 13 h3(ZE 2r)

S (9122 813
[9]4,2 hQ(B_FB_F) h2(8F) + K2
Oxy Oxs Oxa 3
We deduce
oF ., oF ., OF OF oF ., oF
2 2 2 2 2 2, 0L O _ 1272 272 272 2
7 = (Mg, ) +05) (g, S +15) - (14 (s axg)) = hahs + k(G )" + R (5 )
OF ,h? OF ,h?
—2p2 (14 (22l (OF 2
h2h3( +(5(E2) h§+(6x3) )
Besides, the normal field n is defined by the equations
F F
nla—h% +n2h3 =0 nla—h% +nzh? =0 n2h? + n3h3 4+ nihi =1
Oxa Oz
which yields
OF ,hi OF ,hi 1 1
2,2 2, 0L 9Ny 2¢O 2l 2 _ 1 '
by () e ) g - MT e Y h2+(8F) N
5‘%2 5%3
A combination of the preceding identities provides the conclusion of the lemma
1 h2h2 h2h?2
2 _ 1 nang 2 2 _ ol _ hehs
ny = 2 = ¥y 12 = I since n; > 0.
|
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