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Abstract: Standard TCP faces some performance limitations in very high speed wale are
networks, mainly due to a long end-to-end feedback loop and a cotigevahaviour with
respect to congestion. Many TCP variants have been proposed mmethese limita-
tions. However, TCP is a complex protocol with many user-configurabEnpeters and a
range of different implementations. It is then important to define measuranethbds so
that the transport services and protocols can evolve guided by scienitifiiples and com-
pared quantitatively. The goal of this report is to present some steped®@aaser-oriented
benchmark, called ITB, for high speed transport protocols compari¥émn first present
and analyse some results reported in the literature. From this study we iddates of
representative applications and useful metrics. We then isolate infraggyzarameters
and traffic factors which influence the protocol behaviour. This enabte define scenario
capturing and synthesising comprehensive and useful propertie§indllg illustrate this
proposal by preliminary results obtained on our experimental environi@eict5000, we
have built and are using for contributing in this benchmark design.
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Vers la Définition d’'un Banc d’Essai Orienté Utilisateur pour la
Comparaison de Protocoles de Transport dans les Réseaux Trés
Haut Débit

Résumé : La version “standard” de TCP est confrontée a un certain nombre de limita-
tions de performance dans les réseaux a trés haut débit qui soripplémeent causées
par une boucle de rétroaction de bout en bout trop longue et un cormaotéres prudent
vis-a-vis de la congestion. Un grand nombre de variantes de TCP ontaftésg pour
tenter de surpasser ces limitations. Cependant TCP est un protocole xemmeportant
beaucoup de paramétres définissables par I'utilisateur et un éventailéhimptations dif-
férentes. Il est alors important de définir des méthodes de mesure afiesggervices et les
protocoles de transport puissent évoluer selon des principes scieggifg étre comparés
guantitativement. Le but de ce rapport est de présenter une démarsha géfinition d'un
banc d'essai orienté utilisateur, appelé ITB, pour la comparaison decptes de trans-
ports dans les réseaux a haut débit. Nous commencons par présemtatyser quelques
résultats présent dans la littérature. A partir de cette étude, nous identiBendasses
représentatives d'applications et des métriques utiles. Nous isolongediasiparamétres
infrastructurels et les facteurs de trafic qui ont une influence sumgeodement des pro-
tocoles. Ceci nous permet de définir des scénarios permettant deecagitde synthétiser
des propriétés utiles et complétes. Finalement, nous présentons des sxeéenpsultats
obtenus dans I'environment expérimental Grid’5000 illustrant notre dgmear

Mots-clés : Banc d'essai de protocoles, TCP, évaluation de performances, arahspit-
débit, réseaux haut-débit
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1 Introduction

Today, most data transfer applications and about 90% of the Interiffet tree the TCP
protocol. TCP has shown a great scalability in number of users, but diokicapacity.
The TCP performance can be very low and unstable in data-center aigplg;agrid com-
puting applications, interactive communications within high speed long distata®rks
infrastructures like fibber to home (FTTH) or lambda grids environments.cbnservative
behaviour of TCP with respect to congestion in IP networks is at the bé#ne current
performance issues faced by the high-performance networking comm@ateral theo-
retical and experimental analysis have shown that the dynamics of the tnatlféedback
based approach is too slow in very high speed networks that may losetpadRonse-
quently network resource utilisation is not optimal and the application perforenia poor
and may be disappointing. Many high-end computing applications wish to ¢ralase
volumes of data over wide area networks and require high data ratesintomb so. How-
ever, these applications are rarely able to take full advantage of theajtity (2.5 Gbps,
10 Gbps and upwards) networks installed today. Data from Internet btz 90% of the
bulk TCP flows (defined as transfers of at least 10 MB of data) useHassb Mbps, and
that 99% use less than 20 Mbps out of the possible 622 Mbps provisione @he many
reasons for such poor performance. Many of the problems are diretdied to the end
system, to the processor and bus speed, and to the NIC with its associatrd TCP
configuration €.g. small buffer space) has also a significant impact. But when these prob-
lems are fixed, the congestion control algorithm is one of the key compavteah has
to be modified to alleviate the performance problem in high speed long distahwerks
environments. Congestion control is the most important and complex partrahgport
protocol in packet switch shared network. TCP provides a fully distribatagestion con-
trol protocol which statistically share available bandwidth among flows faifigP was
designed first and foremost to be robust and when congestion is dgt&€GE solves the
problem but at the expense of performance. For example, for a sthii@® connection
with 1500-byte packets and a 100 ms round-trip time, achieving a steadytstaighput
of 10 Gbps would require an average congestion window of 83,333 segnamd a packet
drop rate of at most one congestion event every 5,000,000,000 pécketpuivalently, at
most one congestion event every 1 2/3 hours).

To solve this problem several protocols enhancements have beesedopwHVBPa05,
SL04, XHRO04]. All these protocols are not equivalent and not suibe@lf environments.
Some of the protocols targeting high speed Internet, attempt to improve T@Fheesfunc-
tion while trying to retain maximum backwards compatibility with legacy implementations.
Others focus on different target environments, for example dedicgitdabnetworks.
They are less conservative and they can be implemented in user spamecaktDP.

RR n° 0123456789



6 R. Guillier, L. Hablot, P. Primet

Since a couple of years, the evaluation and comparison of these proteceige an
increasing amount of interest. However, TCP and other alternativearnglex protocols
with many user-configurable parameters and a range of different impletinesta Sev-
eral aspects can be studied and various testing methods exist. Themhesaamunity
recognise it is important to deploy measurement methods so that the trasspoces
and protocols can evolve guided by scientific principles. Researchdrdevelopers need
agreed-upon metrics - a common language for communicating results, sdt¢naative
implementations can be compared quantitatively. Users of these variantperémunance
parameters that describe protocol capabilities so that they can develdprantheir ap-
plications. Protocol designers need examples of how users will exdh@geservice to
improve the design. The goal of this report is then to contribute to this effattpresent
some steps towards a user-oriented benchmark design for high spegabttgorotocols
comparison.

The rest of the report is organised as follows. Related works andirangdforts are
reviewed in Section 2. Section 3 defines the notion of benchmark and inesdufew ex-
amples of such tools.Section 4 introduces the metrics, parameters and meadureth-
ods constituting our benchmark proposition for transport protocolgiddegillustrates this
proposal with preliminary results obtained on our experimental environ@eiat5000, we
have built and are using for contributing in this benchmark design. Finadygcamclude in
Section 6 and propose some perspectives for protocol and netwarkesenhancement.

2 Related work

High Speed transport protocol design and evaluation is a hot restguich [VBTKO06].
We first overview and classify proposed alternatives to TCP and theaysseveral efforts
towards a systematic evaluation of these proposals.

2.1 Transport protocols for high speed networks

The recent alternatives to TCP, dedicated to high speed Internet, aiiviagshe problem
of the poor response function of TCP in large bandwidth-delay prauigtorks by mod-
ifying the parametersy for the increase ang for the decrease, of the Additive Increase
Multiplicative Decrease (AIMD) algorithm that is used during the congestievidance
phase of TCP. For example HighSpeed TCP [Flo03] and Scalable TAB3[Kiacrease
the aggressiveness in high-performance contexts while trying to staty fsiandard TCP
flows in legacy contexts. Table 2 summarises the AIMD values that are ysdiffdrent

!Seattle workshop, February 2007
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TCP variant c d
TCP Reno 1.22| 05
BIC 155| 05
HighSpeed TCR 0.12 | 0.835
Scalable 0.08| 1.0

Table 1: TCP variants’ response function parameters

TCP variant o I5]
TCP Reno 1 2
BIC 1 or bin.search %
CUBIC cub(cwnd, history) %
HighSpeed TCH inc(cwnd) decr(cwnd)
Hamilton TCP f(lastjoss) 1 — s
Scalable TCP 0.01 * cwnd é

Table 2: TCP variants’ AIMD constants

TCP variants. In [PFTK98], Padhyat al. present a simple TCP model to express the
throughput as a function of the RTT, segment size, AIMD constants asglobability:

MSS )
RTT % /22 + RTO x 3/ 2p(1 + 32p?)
that can be reduced to VSS 13
R = RTT\/; 2

if we assume that the loss rate is small (typically the case in the optical netwatisitms
the backbone of most grids/data centers). The same kind of approablkémmade for the
new TCP variants [Xu07] and similar expressions exist. Table 1 providepproximate
value of thec andd parameters considering that all the formula are in the form

_ MSS c

" RTT p? 3)

H-TCP is supposed [SL04] to have the same response function as teigthSiCP.
CUBIC is not included in the Table 1 as its response function doesn't fieificimula. By
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8 R. Guillier, L. Hablot, P. Primet

choice of the AIMD constants, it has the same response function as TadPf&ea small
congestion epoch/BDP value to ensure its fairness with respect to thicrotbhese
response functions provide an insight of the relative performancaabf €CP variants for a
given BDP value, but this model doesn’t capture a number of chaistateiof real networks
like reverse traffic or multiplexing. Many of these TCP variants are availabdd recent
Linux kernel: HighSpeed TCP [FIo03], Scalable TCP [Kel03], HamiltorPT{SL04],
BIC [XHRO04], CUBIC [RX05] and they can be used by everyone.

TCP Vegas [BOP94] and FAST-TCP [DXWHO07] use other congestioarimétion
available (round-trip time variations, Explicit Congestion Notification, etc)dgolae through-
put at the sender end and thus finely control buffer filling in routers agizug IP congestion
optimally. XCP goes further from today’s standards, proposing a nepearative conges-
tion control scheme featuring a precise congestion window indication gangrouters to
end hosts.

UDT, a UDP-based Data Transfer protocol [GGO07] address thdearobf transferring
large volumetric datasets over high bandwidth-delay product optical netwbike some
TCP variants such as [XHRO04], UDT employs a new window-based &biogecontrol
algorithm targeting at uncontrolled shared networks.

2.2 Evaluation frameworks

Since a couple of years several teams aim at developing methodologi¢sodsgrovid-
ing comprehensive standards-compliance testing of TCP implementationss sedttion,
we present initiatives focusing on TCP variant evaluation. Various testiegpods ex-
ist to evaluate transport protocol performance: real Internet, sgaramental networks,
emulated networks, simulation. Each one has its pitfalls. A mix of several methods
highly required to produce convincing results [AlI99]. To our knowleddpe real Inter-
net , through the Planetlab testbed for example, has not been employedluatevex-
tensively the new TCP variants. Several methodologies and results bawepboposed
by [LLSO06, Flo06, HLRXO06] to identify characteristics and describe Wwtaspect of eval-
uation scenario determine these characteristics and how they can affeestiits of the
experiments.

The next sections compare related works according to the type of methpdhdkie
adopted.

2.2.1 Evaluations on Real Experimental Networks

Few real experiments have been ran [CA36,LLS06] to analyse the behaviour of a range
of new protocols in high speed Internet context. Other recent wonksfon shared high

INRIA
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speed networks dedicated to high performance distributed application$ {GH GSPO07,
GHK™06]. The real experiment method gives a real insight of the protodwd\eur in
very high speed environmerdg. 10 Gbps), explores the interactions with the hardware in-
frastructure and generally helps to debug the global hardware atweasefcommunication
chain.

Wan-In-Lab Wan-In-Lab [GSLLO7] is a testbed of the California Institute of technology
It is built around a 2400km optic fibber cable and arrays of optical seftdb construct
networks with variable length and RTT. It is accessible to users througtbanterface .
This interface allows users to upload experimental kernels, instrumentedheiiveb100
tools, and to run a set of predefined tests. The results of these testearprtitessed
and placed on the web in both graphical and numerical form. Protocotestesl for RTT
fairness, convergence speed both with and without existing large flavesaction with
short flows, and fairness between flows traversing different nusrdfdrops.

They are considering a range of experiments combining a topology andrezimerk-
ing conditions to study interesting caée$he main interest of this test bed is the possibility
to perform real experiments using real links (1 to 10 Gbps speed) adlogpwitches and
to have access to a huge range of RTTs (from 0 to 180 ms with 2 ms increrng i) fig-
uring the optical switches.

Grid5000 Grid’5000 project [BCC 06], is an experimental grid platform gathering 2500
processors over nine geographically distributed sites in France. Tienkdanfrastructure
is an interconnection of LANS.€. grid sites) and an 10 Gbps optical virtual private net-
work (VPN). A simplified topology is shown in Figure 1. The particularity of tt@stbed
is to provide researchers with a fully reconfigurability feature to dynamiahiyloy any
OS image or TCP stack on any end host of the testbed and with a fully dedagatied!
network.

This testbed has been used for experimenting different TCP stackewasrdistypes of
workload corresponding to realistic grid computing and data-center apptissf GHK* 07,
GSPO07]. Internet-like traffic can also be injected in this testbed.

2.2.2 Evaluations on Emulated Networks

Deployment of real networks is costly and experiments can be time consulargover,
such testbeds hardly provide range of latencies to fully explore protmtwdviour. For

2http://wil.cs.caltech. edu/ mi ki/index. php?titl| e=Experi nents
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10 GbE Links
- === 1GbELinks

Rennes

Bordeaux

Toulouse

Figure 1: Grid’5000 backbone

these reasons, several teams adopt emulation method by using softhardveare network
emulators.

Hamilton University framework  With their latest experiments on TCP [LLS06], Dough
Leithet al. present an experimental test-bed, based arounDuhenynet [Riz97] network
emulator. The goal is to study the performance of various TCP variant®gmopose of
a series of benchmark tests easily reproducible. The topology used issicaladumb-
bell with a Dummynet router in the middle to emulate latency and to set queue size and
bottleneck speed

A set of script$, along with the results of a large quantity of experiments with graphs
are made available. They are considering a wide range of parametedinigclgueue size,
bottleneck size, RTT (16,22,42,82,162 ms), asymmetric RTT, TCP variantsusmnider of
web sessions. The available tests were done with two flows and a max bditEreof
250 Mbps.

North Carolina State University framework For the experiments [HLRX06] and val-
idation of their TCP varianfs Injong Rheest al. use a testbed also based Bammynet.

Sworking with TCP-Linux [WCO06], a NS-2 patch to use GNU/Linux TCP caostigm control algorithm
modules to perform experiments
“BIC and CUBIC TCP

INRIA
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Two Dummynet routers are used, one to manage the AQM and the bandwidth limitation, the
second to add delay, forming a dumbbell topology. The choice of this topidogotivated
by the fact that even a more complicated topology like a parking lot fails to e
realism of production networks. The bottleneck is fixed to 400 Mbps an@&R1ievalues
used are 16,64,162 and 324 ms.

Two kinds of background traffic may be injected: short-lived and loredivl he short-
lived traffic is generated with a custom version of 84RGE [BC98] web traffic generator
following 5 different kind of traffic distribution. The long-lived traffic isegerated using
iperf. The amount of background traffic is set to be about 70 Mbps (less2@nof the
bottleneck capacity). The basic scenario consists in monitoring the intersofibmo flows
when they are interacting with various levels of background traffic.

AIST-INRIA framework  The AIST and INRIA teams use hardware emulators combined
with network virtualisation software eWAN to evaluate protocols under diffetatency
and topology conditions [PTKO6]. AIST-GtrcNET-10 is a hardware emulator that allows
latency emulation up to 858 ms without losses, rate limitation and precise bandwidth me
surements at 10 Gbps wire speed. GtrcNET-10p3 is a fully programmatiatenkeestbed,
which is a 10 Gbps successor of a well-established network testbed,ESWEN

2.2.3 Evaluations with NS2 simulator

TMRG NS-2 framework In the IRTF draft [NS207], Wei and Floyd propose a frame-
work of benchmarking TCP variants based on the NS2 network emulat@firied topolo-
gies, traffic charges and metrics that could be used to evaluate therpanioe of TCP
stacks.

Currently, three topologies are considered: dumbbell (one bottlenzarking-lot (mul-
tiple bottleneck) with cross traffic and a “simple network” topology with transd atub
domains. Four kind of traffic models are proposed: FTP traffic (lonedliffows), Web
traffic (short-lived flows), video streaming traffic (CBR traffic over BPand voice traffic
(CBR or ON/OFF flows). Metrics defined in the TRMG's metrics draft [FIp@ie con-
sidered: throughput, queueing delay, jitter, loss rate, response tinmeedajrconvergence
and robustness. Each kind of metrics is adapted to the traffic model it sntiyrirying
to measure. As they are describing a framework, they don’t providicgxgrenarii that
might be interesting to run.

Politecnico di Bari studies Mascolo in [MVO06] is using NS-2 simulations to observe
the impact of reverse traffic on the new TCP congestion control algoritiihes testbed is

RR n° 0123456789



12 R. Guillier, L. Hablot, P. Primet

based on a dumbbell topology with at most 6 different sources/destinalibesottleneck
size is 250 Mbps and is also shared by two networks transmitting web tra#ics iHainly
focusing on the profile of the workloads that are applied to the systemf{caverse traffic,
reverse traffic + web traffic, reverse traffic + web traffic + diffarBATs). He is using the
following RTTs values: 40,80 and 160 ms. The metrics used to analyse thisrase
mainly link utilisation, goodput, congestion window size and timeouts events.

This short overview shows that software testbeds (simulators or emulataisle com-
plex topologies, large number of flows experiments but the bottleneckitajslimited to
400 Mbps and the latencies to 400 ms. Hardware-based testbeds giaeches's access to
10 Gbps and up to 800 ms latencies but present some limitation in topologies cayplex

3 Definition and goals of a Transport Benchmark suite

3.1 Whatis a benchmark?

A benchmark is a program or a set of programs, which calculate the eefamiformance of
a machine or an architecture (hardware), or another program (sejtwiach benchmark
may either focus on quantity (execution speed, amount of data compmaiited) or on
guality (robustness, securittc. ). Benchmark can be executed at two different levels:

* low level or microbenchmarks: Testing the performance of one particataponent
or function.

« application level: Aiming at representing typical applications/workloads pfa&
form that needs evaluation. Among the existing High Performance CompttP@)(
benchmarks, the NAS Parallel Benchmark (NPB) [FY02] is well knowmis et of
programs represents the typical applications classes executed onscluster

3.2 Example of the NPB and its usage

In HPC, the NPB [FYO02] is a commonly used benchmark. The NPB is a groembt
programs (BT, CG, EP, FT, IS, LU, MG and SP) that gives a good Iparthe different
parallel applications that could be executed on a cluster or a grid. TheHdR8 been
designed to compare performances of parallel architectures (clusigrgrials), and are
now also used to evaluate MPIl implementations. Their results are well-knahacaepted
by the parallel computation community, giving a good overview of the testddtecture.
The NBP tests both computation and communication.

The NPB uses several classes (S, W, A, B, C, D) to represent thefsheeproblem, us-
ing different size of input data arrays. They have different kindashmunication schemes

INRIA



Benchmark for Transport Protocols 13

representing typical parallel applications. The NPB gives the global tineemiputation
and verify data computed.

3.3 Guidelines for transport protocol benchmarking

To compare different solutions for evaluating the performance of astesy like our end
to end transport service in high speed networks, several aspeetschibg clearly defined,
as advised in [Jai9l]. First, the boundaries of the system to be evaluatdeaservices
provided by this system have to be clarified. To compare the performanitegiacor met-
rics have to be selected. System and workload parameters that affiectr@nce have to
be listed. Then, within this list of parameters, parameters or factors thatamlduring
the experiment have to be selected. Finally, the workload, list of requestso be de-
fined. This will consist in scripts to be executed on the system. The workiaado be
representative of the real system usage.

In the case of transport protocol, representative applications (nasddave to be used
to capture the needs of important classes of applications (or scenafilicégons that are
part of a benchmark should be:

« easy to use: no tuning or modification of application needed
* representative of users applications
« portable: usable on a large variety of machines or environments

« results reproducible: running the same experiment several times will yeeklrtilar
results each time

» well-defined to have a real support for design and development.

4 ITB: Inria Transport Benchmark proposal

In this section, the definition of representative applications, metrics, syatemvorkload
parameters needed to constitute our ITB transport protocol benchmapkgal are pro-
vided.

4.1 Representative applications selection

The service offered by the system to be evaluated is the transport oflbyte from a
source end node to a corresponding process on a sink end nodew i filbe Internet is

RR n° 0123456789



14 R. Guillier, L. Hablot, P. Primet

a loosely defined object representing a stream of packets having sier@dn common
(IP addresses, port numbers,...). But end users are interested inn$fertiaf a particular
message, file or document. The document might be a Web page, an in-ling abjata
file or an MP3 track. The object to transfer is characterised by its startingaimddts
size in bits. The selection of representative applications and workload® Isatisfy: a) it
should be representative of a given universe of real worklogdsshould yield to the same
distribution of the utilisation of system resources as real workloads. Weheitl consider
that the high speed transport services we are examining target Inki&met-Data Center-
like environments. Internet measurements of the size of documents suabgsagées and
FTP files show that their distribution has a heavy tail. A typical Internet fidistsibution
has a majority of very small flows most of the traffic in volume is contained in loges.

In data center-like environments, bulk data transfers for inputs and tsugfaging of
high performance distributed applications constitutes the main part of traffione. But
the user requires also to transfer very short messages for inteispromemunication. The
real distribution of these elephant and mice is unknown for the moment. $6&tflows
are often limited by slow-start and their performance is determined by the RdlThe
presence of random losses.

In our ITB benchmark, we propose a micro-benchmark (TU) and feprasentative
applications (WM, PP, BU, PA):

* TU : Tuning application: a full speed, simple basic unicast and unidiresiticansfer
for benchmarking the whole communication chain from one source to one sink

* WM: Web surfing applications: a mix of big and small transfers in everyctioas
with some delay constrains (interactive communication)

» PP: Peer to peer applications: big transfers in every directions.

« BU: Bulk data transfer applications: unidirectional and big transfersitildata cen-
ters or grid context.

« PA: Distributed parallel applications: interprocess communication mes§kids,
typically bidirectional and small messages transfers
4.2 Metrics
4.2.1 Metrics types

To analyse all the data acquired, several metrics can be used to syriiheliagacterise the
behaviour of the transport system. The metrics identified by the IRTF TMR@g[FIo07]

INRIA
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are: fairness, throughput, delay, goodput distribution, varianceoflgut, utilisation, ef-
ficiency, transfer time. For each of them, either network-based, fl@gear user-based
interpretation can be considered depending on the context of the stinity.wduld lead
for instance to study the goodput (or the completion time) when consideririmpeet of
a TCP variant on a file transfer or the throughput metric from a netwooliger point of
view. An other important set of metrics concerns the fairness. It cteises the way the
network resources are shared. Finally, the network provider is itéerésefficiency which
can be expressed as the ratio of the used bandwidth over the provjubezitga
The next sections discuss these metrics.

4.2.2 Throughput

Throughput metric is the most relevant metric for characterizing a servoegding end-to-
end communication between two or more hosts. Throughput can be measusgduter-
based metric of aggregate link utilisation, as a flow-based metric of peectian transfer
times, and as user-based metrics of utility functions or user wait times. Thwaugs

distinguished from goodput, where throughput is the link utilisation or flow ira bytes
per second, and goodput, also measured in bytes per second, is sie¢ sUthroughput
consisting of useful traffic.

mean goodput: g = £ >1* i(t)

aggregate goodput: G(t) = vazl gi(t)

standard deviation of goodput:

| —
=

(9:(t) — 5i)?

g;

=
I
o

goodput distribution:

k k+1
{pis = p(355 * Ca < 6it) < =55~ * Ca)lk € [0:100[}

Max completion time: T,,,, = max(T;)

. . Lo 1 Nforward i
Mean completion time: T' = w— Dot T;

Min completion time: T,,;, = min(T;)
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Standard deviation of completion time

Nf orward

>, (T

n=1

or, =
Nforward

whereg; is the goodput]; the completion time of thé" N forward file transfer.
In ITB, we select the completion time metric which is easy to interpret from a user
perspective.

4.2.3 Fairness

There are two kinds of fairness: inter-protocol fairness and into#opol fairness. The
former is the fairness when the protocol competes with TCP connectiomslaftar is the
fairness among the connections using the protocol. For fairness, thedein[Jai91] can

be used.J = %
The term inter- plrotocol fairness is related to “TCP-friendliness” orPT&mpatibility”.

It means that a flow behaves under congestion like a flow produced twyfarmant TCP.
A TCP-compatible flow is responsive to congestion notification, and in ststade uses no
more bandwidth than a conformant TCP running under comparable corsdftionp rate,
RTT, MTU, €tc.).

In ITB, for each application and each class, the completion time of a TCHeeat kvill
be measured to evaluate the fairness.

4.2.4 Efficiency

To evaluate the efficiency of different protocols on an infrastructume,can use the follow-
ing metrics: the aggregate throughputt) = Zf\il x;(t) and the efficiency (t) = %
Queueing delay can also be an useful metric [WCLO5].

4.3 System parameters

System parameters are determined by the topology and hardware uieel éealuation.

4.3.1 Topology

For ITB, we identify a simple system with a fix topology: as a set of end nodercon-
nected to a bottleneck link and composing a classical dumbbell topology.rghement are
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as follows. In [HLRXO06], Rhee states that the dumbbell is a good topologegrfompn ex-
periments as it is impossible to reproduce the complexity of a topology of thessufaiee
Internet and that we can reproduce what is happening in a router obtheof the Internet
by choosing appropriate background traffic loads. In the contexieatdimputational grids
and data centers, a dumbbell is also a good local topology. The aggregata@ongestion
of the flows is very likely to occur in the switches or routers at the bordemnef given
cluster/site.

The system is also determined by the RTT. For example, a RTT of 1 ms rafzé¢ise
local area network scale, 10-20 ms a metropolitan/national scale and 20€amseonti-
nental scale.

4.3.2 Capacities

The factorK = C% the aggregation level is an important parameter to consider. It is the
ratio between the bottleneck capadityand the access link nominal capadity. In DSL
context and more generally in the Internet, it is common to have K rangindlo@#, while

in the data-center context, K is around 1 or 10.

Another limitation due to hardware is the size of bottleneck link buffer. Thiarmpater
is currently subject of lot of discussions. Some recent results hawenstiwt in links
where the aggregation level is highd. in the core routers of the Internet) a small buffer
size may suffice (abouf K packets). However, when K is small, setting the buffer size to
a value close to the bandwidth-delay product might be still necessamyalnetworks, this
parameter is very difficult to measure and to configure.

The end nodes’ hardware that is used to perform the tests need alsdakebeinto
account. Some of our previous experiments [GHK] were seriously perturbed by a fault
in the Base Board Management controller firmware of IBM e-server 828s Such prob-
lems should be identified using a calibration application like the TU applicatioropeap
within the ITB before launching further tests on a larger scale.

4.4 Workload parameters

Multiplexing factor: M, number of contributing sources

Parallel streams: N,, number of streams used on each source

Congestion level: C, = M*Cca, ratio betweenV, nodes’ nominal capacity and the bottle-

neck capacity
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Reverse traffic level: R, ratio betweenV, nodes’ nominal capacity and the bottleneck ca-
pacity

Background traffic: B, type of background traffic (CBR, VBR) and shape (Poisson, Pareto
Weibull etc. )

In the Internet, the K factor is very high: the endpoints’ access rategarerally
much smaller (2 Mbps for DSL lines) than the backbone link's capacity (2fgs@x an
OC48 link). It has been shown that in such conditions, when the load ®adtigh and
the degree of the multiplexing in the bottleneck link is high, formula-based amaijis
based TCP throughput predictors give correct predictions. Buhifgr-end applications,
the bandwidth demand of a single endpoint (1 Gbps, say) is comparabledagheity of
bottleneck link (K is equal to 1 or 10). In such environment, high congestizal may be
not rare and a transient burst of load on the forward or on the reyath may cause active
transfers to fail or to be abnormally long. So congestion l€¥gis a combination of the K
factor and the number of contributing nodes.

45 Benchmark

To define our user-oriented benchmark we make the following assumptienasers are
interested in moving data volumes from sets of end points to other sets. Tha seigleton
in a point to point communication.

The system to be evaluated is a transport service offered by a tramsptwrcol and
executed on a complex network infrastructure. This infrastructure isatkby its topology,
link latencies and rates. The user running this benchmark wants to compaerfbrmance
of several transport services. The best service will offer the minimompéetion time of
the given transfer workload. But the user may also be interested in &éunglulae fairness
and the predictability of these services. Indeed, prediction of largefératisoughput is
becoming an important application: it can be used in path selection for owarthynulti-
homed networks, dynamic server selection and peer-to-peer paraielaims. In ITB,
the predictability will be measured by the variance in completion time. By evaluateng th
fairness, the user will know if a service has a selfish or a cooperagivaviour. In ITB, the
fairness is captured by measuring the completion time of TCP traffic.

To define the workload we have to consider that the aggregated tratiidirgnis gener-
ally characterised by the a) distribution of per-packet round-trip timeph)gizes, c) packet
sizes, d) ratio between forward-path and reverse-path traffic, jbdigon of peak flow
rates, f) distribution of transport protocols [Flo06]. Flow start time or flaver-arrivals
have also to be taken into account. Here we consider that the distributicer-papket
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round-trip time is an infrastructure parameter. It is an important parametiec@gributes
to the ITB classes definition (problem size).

The traffic injected in the system is a composition of useful traffic (the foiveend
reverse traffic part which is evaluated) and the adverse traffic (taevbich is supposed to
perturb the protocol: forward and reverse background trafficthEgpe of application is
characterised by a given mix of useful traffic. The adverse traffignthesised in the ITB
classes.

4.5.1 WM application characteristics
1. File sizes are exponentially distributed.

2. Packet sizes are also exponentially distributed.

3. The ratio between forward-path and reverse-path traffic is 0.8 jvduiresponds to
the asymmetry of web traffic.

The distribution of per-packet round-trip time is exponentially distributed.

4.5.2 PP application characteristics
1. File sizes are heavy tailed.

2. Packet sizes are mostly constant, with a large proportion of packetghhe maxi-
mum size.

3. The ratio between forward-path and reverse-path traffic is 0.5 jvduiresponds to
the P2P behaviour.

In PP, the distribution of per-packet round-trip time is Poisson. Nodemadomly located
in the network.

4.5.3 BU application characteristics

1. The traffic profile is highly uniform. File sizes are not exponentially distgd. For
example, in Data Grid like LCG (for LHC) file size and data distribution are defin
by the sampling rate of data acquisition.

2. Packet sizes are mostly constant, with a large proportion of packetghhe maxi-
mum size (1,5KB).
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3. The ratio between forward-path and reverse-path traffic degemitie location of the
storage elements within the global grid. Previous analysis indicate that edngid
three ratio of reverse traffic is sufficient in this BU application.

In BU, the distribution of per-packet round-trip time is multi-modal. Nodes areg
ally clustered, consequently, several modes may apé\’é‘é%@) modes forN sites), each
mode of the distribution representing the set of given datacenter to deacennections.
and the K factor is generally small (1 or 10).

4.5.4 PA application characteristics

1. File sizes are not exponentially distributed. The messages are small.

2. Packet sizes are mostly constant, with a large proportion of packetghhe maxi-
mum size.

3. The ratio between forward-path and reverse-path traffic is 0.5 jwduiresponds to
a cluster to cluster behaviour.

Here the distribution of per-packet round-trip time is multi-modal. Nodes arergéy
clustered. MPI is the standard communication library used to write paralléicappns.
GridMPP° implementation has been designed to optimise long-distance communications in
MPI applications. One of the most critical part of these applications is theedexchange
of small messages between an process composing the parallel applicatioB, the PA
application run a MPI ping-pong to send 200 messages of 1 MB betweendd&sron
two different sites. This application explore the dynamics and the sloweffadt of the
evaluated protocol.

4.6 |ITB classes definition

RTT range, K factor and Congestion factor (forward and reverseiribute to the classes
definition. As they are components of the delay-bandwidth product, tleesepresentative
of the problem size for high speed transport services evaluation. [Bkses materialise

respectively:
* A: Low loaded Metropolitan area Internet environment

* B: Low loaded Metropolitan area DataCenter environment

5Doc. and code available bt t p: / / www. gri dnpi . or g/ gri dnpi - 1- 1/
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Class K RTT (ms) | Cy
1000 20 0.8
lorl0 20 0.8
1000 200 0.8
lorl0 200 0.8
1000 20 2.0| 0.8
lorl0 20 20| 0.8
1000 200 20| 0.8
lorl0 200 2.0 0.8
1000 20 10|15
lor10 20 1.0| 15
1000 200 1.0| 15
lorl0 200 1.0| 15

eNeoNeNalP

rxXoe—IOTMMmMUOUO >

Table 3: ITB Classes summary table

Low loaded Transcontinental Internet environment

Low loaded Transcontinental Datacenter environment

C:
D:
« E : Highly congested (forward) Metropolitan area Internet envirortmen
F : Highly congested Metropolitan area DataCenter environment

G : Highly congested Transcontinental Internet environment

H : Highly congested Transcontinental Datacenter environment

« | : Highly congested (reverse) Metropolitan area Internet envirommen

J : Highly congested (reverse) Metropolitan area DataCenter envirtnme

K : Highly congested (reverse)Transcontinental Internet envirohme

L : Highly congested (reverse) Transcontinental Datacenter emaianh

Table 4 tries to strike a comparison between the NPB presented in Sectiord3f2ean
ITB. Table 5 presents the different possible values that the infrastaystystem and work-
load parameters could take. Table 3 summarizes the classes and the adsatiateof the
K, RTT, C, and R parameters that are used for the ITB.
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NPB ITB

NPB application:| ITB application:
gr;:'em BT, CG, EP, FT, | TU, WM, BU,

IS, LU, MG, SP | PP, PA
Problem NPB classes: ITB class.,es:.
size S, W, A, B, C,D | 12 combinations of

RTT, K, C, and R parameters

Result Execution time | Completion time

Table 4: Parameters comparison of NPB and ITB

Parameter

Possible values

RTT (ms)

Infrastructure C, (Mbps)

1 20 200  Mix
100 1000 10000

K=5 1 10 1000

M 1 =K >»K

Useful Workload | C, = =%« | 08 1.0 20
N, 1 5 10

Adv. workload

R
B

0 0.8 15
0 WMl WMI

Table 5: Possible values of the characteristic parameters of the benchmark
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PC RTT, PC

Ca;
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Bottleneck

AN

A/

- -

Figure 2: Experiment topology

5 Real experiments

This section presents and analyses a series of real experiments rarGnds000 testbed
illustrating different points of ITB.

5.1 Topology example

Figure 2 presents a typical topology used for the benchmark experimergsa classical
dumbbell with a single bottleneck of capacity with N pairs of nodes that are able to send
atC, on each sideN is subdivided into three parts, according to the function assigned to
the nodes. One flow by nodes’ pair is used to perform a file trandferefers to the number

of flows on the forward path4 — B), NV,- the number of flows on the reverse path{ B)

and N, the number of nodes’ pairs sending background traffic (sind Ny + N, + Np).

Two similar experimental systems, composed of a classical dumbbell topology with
twelve 1 Gbps source workstations connected to a 10 Gbps bottleneck tirtlvalve sink
workstations on the other side have been used. In the first testbed, dkisoha of the
Grid’5000 platform is composed of a private 10 Gbps Ethernet over MdDmbbell with
a bottleneck at 10 Gbps between Rennes and Nancy hubs (see Figline Bverage RTT
is 11.5ms that gives a bandwidth-delay product of 13.71 MBytes.

In the second testbed, the local Ethernet network of the AIST-SupsteClis used and
the GtrcNET-10 equipment is emulating a large range of latencies.

The workload has been generated by usingigeef tool, GNU/Linux kernel version
2.6.16 withWeb100 patch and Cubic patch. We design and configure our experimen-
tal testbeds to have a direct access to the following parameter measuremnémgsec-

RR n° 0123456789



24 R. Guillier, L. Hablot, P. Primet

Source

Rennes| Toulouse
c Rennes 26.3
(@]
k= Before Toulouse| 44.3
=
g Rennes 651
Q| After Toulouse| 923

Table 6: Improvement of thigerf goodput (Mbps) after properly setting the TCP buffers

periments: a) goodput usirigerf on the receiver side, b) aggregated throughput via the
GtrcNET-10 equipment and c) TCP kernel variables with the web100 p@telook great
care of fine measurement precision: 0.5s for iperf, 20 ms for the AIBINET-10 and
web100.

5.2 TU application

The TU application enable the ITB user to identify and properly adjust attdinéiguration
parameters from théxqueuelen to the TCP buffer sizes to get the best performance in
GNUI/Linux out of its hardware infrastructure. Table 6 presents thdtsSsabtained on TU

test with a single pair of nodes by measuring with ipéine average goodput achieved in a
300s test. The results are given before and after setting the TCP<btaffdre appropriate
value. We observed a 95 % improvement of the average goodput judjustiag this single
parameter.

5.3 BU application

The BU application consists in simultaneous unidirectional large file tran@fgially
30 GB), reproducing the traffic that might occur between a site produtatey €.9. LHC,
Geneva) and a site responsible for the computatan FermiLab, Chicago).

Within the benchmark design, the interval between each flow’s start is ofrtempre as
flows may interact during their slow start phase. Figure 3 illustrates thd wass: starting
all flows simultaneously (within the same second) has the worst impact on itiy@etton
time of the flows and the best case: starting every flow outside the slow bts¢ pf the
others. The upper Figure 3(a) exhibits a set of flows experiencingsdiaring their slow

8due to space reason, we only provide the results for a couple of GAd5@3, the full results can be found
in [GHPSO06]
"using its default parameters
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start phase. These were unable to obtain a correct share duringtlus tiee experiment.
Other grabbed a large portion of the bandwidth and completed in a short f¥@s).3Even
though the mean completion time in the worst case is better in Figure 3(b) (4G25 s),

it has a much larger standard deviation {838) than in the best case. We note that this
parameter is especially important for the less aggressive TCP variantsyasetjuire a
longer time to recover from these losses.

5.4 PA application

Here, the PA application was used on two sites separated by 11.6 ms of iguifie B rep-

resents the goodput for each of the 200 messages as function of times ®Ggute, we can
see the impact of TCP behaviour (slowstart and congestion avoidamdbg d/1PI imple-

mentation. The slowstart and the congestion avoidance occur on eashTriadtransfer of
200 messages takes 7.2 s. Due to the impact of slowstart and congestaanaeanecha-
nisms on GridMPI, the maximum bandwidth is only reached after 5s.

5.5 ITB parameters

This section provides a few examples of results obtained through ouriegues to justify
some of the values for the parameters presented in Table 5 and integratedtiettiTB
class definitions.

5.5.1 Problem size: RTT parameter

Figure 5 shows the impact of the RTT on the mean goodput achieved fnas&\CP vari-
ants. Figure 6 presents the impact of the same parameter on the fairndssxBeriments
were performed in the AIST-GtrcNET-10 testbed. The figures on thesiedt correspond
to the case when only five flows are emitting, while the ones on the right arasieendth
twelve flows, that is to say without and with congestion. The flows are akwutie same
latency condition.

In both figures, we can identify three ranges of RTTs: low (0 to 20 msysvaik TCP
variants behave the same and yield excellent performance, medium (20 @@t lwhere
we start to observe differences between TCP variants and high (4B0was) where the
performance starts to degrade rapidly. Choosing one value in the fitsiranin the third
range is enough to capture the behaviour of TCP variants and diffaretiteaclasses.

In another experiment, we were gradually adding a flow every fixed gexidime
(200 s) till we reach twelve nodes to see the behaviour of TCP as we any ghareasing
the congestion level.
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Figure 3: Influence of flows’ inter-arrival on BIC: 1.7 congestionde\19.8 ms RTT
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Figure 4: Impact of the TCP behaviour on the MPI traffic
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Figure 5: Mean goodput for TCP variants when 5 or 12 flows are aictiddST-GtrcNET-
10
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Figure 6: Fairness for TCP variants when 5 or 12 flows are active iT-88cNET-10
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Figure 7: Reno, BIC, CUBIC, HighSpeed, H-TCP and Scalable with uar®rI'T in AIST-
GtrcNET-10

Figure 7 represents the throughput measured with the GtrcNET-10 equtipifter the
10 Gbps bottleneck link during this experiment for 11 and 100 ms RTT. Frtirtoleght,
we present Reno, BIC, CUBIC, HighSpeed, H-TCP and Scalable B@ants.

In our case, we can notice that the steps due to the addition of anotherdialogpier
when we increase the latency, pointing out the effect of RTT on bandwtdigation. The
effect is particularly noticeable on Reno (first column) and CUB(@ird column) as these
protocols aren't able to fill the link. The deficiency observed for Rerthéswell-known
fact that Reno congestion control method isn’'t adapted to networks withBiP product
due to the slow evolution of the congestion windows in this condition.

5.5.2 Workload parameters

Congestion level Figure 8 compares the impact of the congestion level paran@jgo(
the transfer time for several TCP variants. We note that there is a lineavibeh of most

8we were using the CUBIC implementation of the 2.6.16 GNU/Linux kernediva
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T T

Ideal TCP

Reno no reverse +
Bic no reverse
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Cubic no reverse
Highspeed no reverse o
Htcp no reverse
500 | Scalable no reverse

400
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Mean completion time

0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1
Congestion level

Figure 8: Impact of congestion level on the mean completion time on TCP var&8amns
RTT

TCP variants with respect to the congestion level. This behaviour carphéred with just
a few experiments and has been selected as a component of ITB clafis@®d. In our
benchmark we propose two congestion levels: 0.8 for non-congesteksland 2.0. for
highly congested ones.

Reverse traffic level Figure 9 presents the impact of the reverse traffic level parameter
(R) on the transfer time for several TCP variants under different cdiogdsvels.

It is not necessary to run this kind of experiments for every value ofdherse traffic
congestion level, as behaviour is only affected by the fact that thesepaith is congested
or not. The benchmark propose to test only three cases: no revdfge tr@n-congesting
reverse traffic and congesting reverse traffic. It correspond«t6,t0.8 and 1.5 values in
Table 5. This is enough to characterise the behaviour of a TCP variantasiplect to the
reverse traffic level.
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Figure 9: Impact of reverse traffic level on mean completion time for CUBSX8 ms RTT
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Figure 10: Comparison of completion time distribution for CUBIC and Scalal9l rhs
RTT
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5.6 Metrics consideration example

The choice of adequate metrics is of importance as presented in Section #i¢hly. the
mean completion time, as in Figure 8, is considered, some aspects of TCRs/ar&n
haviour may be eluded. For instance, Figure 10 presents a comparisoe admpletion
time distribution for CUBIC and Scalable TCP. Here we can see that eveghh®cal-
able does have a good mean completion time, it also displays a larger variatitg (2
vs 114 s for the 2.1 congestion level case) than CUBIC. If the user is mosthegtés in
predictability, the completion time variability has to be computed.

6 Conclusion

We have presented guidelines for defining a benchmark suite for higil spesport ser-
vices and protocol evaluation. We propose to capture the useful regultsng the transfer
time metric that helps to characterise transport solutions in various systemaakibad
conditions. We design the ITB (Inria Transport Benchmark) which ainesering a large
scenario space with sufficient simplicity, completeness and minimal redundénis tool
is composed of a set of scripts which can be easily reproduced in bkivetaf testbeds:
real networks, emulated networks or simulators. This benchmark compriggsesenta-
tive applications and 12 classes. We have discussed the ITB applicatidhEEclasses
choices. We have provided a set of experimental measurements thatgustdioices and
give a first insight of the power of our benchmark. In the future, we ptapursue our
experiments to refine, simplify and optimise our scripts. We will explore a rahgew
transport solutions. Then we will make the ITB publicly available so it cartfemgthened
and adopted by a larger community.
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