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Real-Time Markerless Tracking for Augmented
Reality: The Virtual Visual Servoing Framework

Andrew I. Comport, Member, IEEE, Eric Marchand, Member, IEEE,
Muriel Pressigout, and François Chaumette, Member, IEEE

Abstract —Tracking is a very important research subject in a real-time augmented reality context. The main requirements for trackers
are high accuracy and little latency at a reasonable cost. In order to address these issues, a real-time, robust, and efficient 3D model-
based tracking algorithm is proposed for a “video see through” monocular vision system. The tracking of objects in the scene amounts to
calculating the pose between the camera and the objects. Virtual objects can then be projected into the scene using the pose. Here,
nonlinear pose estimation is formulated by means of a virtual visual servoing approach. In this context, the derivation of point-to-curves
interaction matrices are given for different 3D geometrical primitives including straight lines, circles, cylinders, and spheres. A local
moving edges tracker is used in order to provide real-time tracking of points normal to the object contours. Robustness is obtained by
integrating an M-estimator into the visual control law via an iteratively reweighted least squares implementation. This approach is then
extended to address the 3D model-free augmented reality problem. The method presented in this paper has been validated on several
complex image sequences including outdoor environments. Results show the method to be robust to occlusion, changes in illumination,
and mistracking.

Index Terms —Augmented reality, virtual visual servoing, robust estimators, real-time, model-based tracking, model-free tracking.

�

1 INTRODUCTION

THIS paper presents a vision-based markerless tracker for
Augmented Reality (AR). Many different types of

sensors have been used to achieve this, including GPS,
gyroscopes, cameras, hybrid vision, accelerometers and
others, as reported in [1], [2], [17], [41]. Although the
implementation presented here is not restricted to a
particular display technology, for this work we use a
monocular camera. This study will focus on the tracking
techniques that allow alignment in real-time of real and
virtual worlds using images acquired by a moving camera.

In this paper, a markerless 3D model-based algorithm is
first used for the tracking of objects in monocular image
sequences. The main advantage of a model-based method is
that the knowledge about the scene (the implicit
3D information) allows improvement of robustness and
performance by being able to predict hidden movement of
the object and acts to reduce the effects of outlier data
introduced in the tracking process. However, since such
3D information is not easily available in certain circum-
stances, it is sometimes necessary to achieve the pose
computation with less constraining knowledge on the
viewed scene. We will show that one can take advantage
of the geometrical properties of the scene and of the vision
system to compensate for the lack of a complete 3D model.

1.1 Real-Time Markerless Tracking
When dealing with 3D camera localization or pose
computation, most of the approaches proposed in the

literature rely on a 3D registration issue. The most common
methods, suitable for AR applications, to compute the pose
rely on indoor [3], [26], [39], [53], [55] and outdoor [43]
fiducial markers. In the related computer vision literature,
geometric features considered for the estimation are often
points [18], [9], segments [11], straight lines [29], contours or
points on the contours [34], [38], [12], conics [47], [8],
cylindrical objects [10], or a combination of these different
features [39]. Another important issue is the registration
problem. Purely geometric(eg, [15], [22], [11]), or numerical
and iterative [9] approaches may be considered. Linear
approachesuse a least-squares method to estimate the pose
[16], [14], [32]. Full-scale, nonlinear optimization techniques
(e.g., [35], [36], [12]) consist of minimizing the error between
the observation and the forward-projection of the model
(this process will be described in detail in Section 2.1). In
this case, minimization is handled using numerical iterative
algorithms such as Newton-Raphson or Levenberg-Mar-
quardt [35]. The main advantage of these approaches is
their accuracy. The main drawback is that they may be
subject to local minimum a nd, worse, divergence if
initialization is not properly done. These 2D-3D registration
techniques rely on the use of a 3D model of the tracked
objects. When such 3D models are not available, other
approaches are required. If the full sequence is a priori
available (such as for postproduction applications), the
bundles adjustment technique is considered. This approach
consists in the joint estimation of both camera localization
and scene structure using a nonlinear minimization
technique. Commercial systems such as Boujou from 2D3
or MatchMover from Realviz exploit these very efficient
techniques, but they are not suitable for online real-time.
Indeed, they are targeted for offline AR applications such as
postproduction (since a large number of image are required,
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the computational cost is prohibitive). Other approaches
allow computing both camera displacement and the
structure of the scene using on-the-fly techniques based
on SLAM approaches (simultaneous location and mapping)
[7] or real-time structure from motion [44]. In the case of
online AR, it is not always necessary to estimate the pose
itself. One can instead compute the relative camera motion
[5] via planar homography estimation [51], [50], [46] or
optical-flow-based techniques [43]. These methods have
been shown to work in real-time and in outdoor environ-
ments. However, they are usually restricted to planar
surfaces, which may be problematic in complex environ-
ments. Another class of AR approaches, referred to as
calibration-free approaches, uses affine or projective spaces
for the integration of virtual objects [30], [48].

1.2 Robust Tracking
Whatever the method chosen, the solution must deal with
the problem of robustness so as to account for noise in real
video acquisition, occlusion phenomena, changes in illumi-
nation, mistracking, and for any perturbation that may be
found in the video. Using a robust low-level feature
extraction is certainly useful but usually not sufficient since
it is not possible to model all the possible perturbations. It is
more efficient to assume that the data is corrupt and use a
statistically robust camera pose (or camera displacement)
estimation process to address this problem.

In related computer vision and statistics literature, many
different approaches exist to treat these external sources of
error. Among the robust outlier rejection algorithms,
methods in computer vision have included the Hough
Transform and RANSAC [15]. These approaches treat the
standard deviation of the inlier data (scale) as a constant to
be tuned. On the other hand, the statistical methods such as
Least Median Square (LMedS) and M-estimators [23] have
been developed which treat scale as a parameter to be
estimated. Most of these approaches have been used in pose
estimation or in camera displacement estimation (see, for
example, [15], [18], [29], [50], [54]). The reader is referred to
[52] for a review of different robust techniques applied to
computer vision.

1.3 Outline of the Paper and Contributions
In this paper, pose computation and camera displacement
estimation are formulated in terms of a full scale nonlinear
optimization: Virtual Visual Servoing (VVS). This way, the
pose computation problem is considered as similar to 2D
visual servoing as initially proposed in [53], [39]. Essen-
tially, 2D visual servoing [24], [13], [20] consists of
specifying a task (mainly, positioning or target tracking
tasks) as the regulation in the image of a set of visual
features. A closed-loop control law that minimizes the error
between the current and desired position of these visual
features can then be implemented, which automatically
determines the motion the camera has to realize. This
framework is used to create an image-feature-based system
which is capable of treating complex scenes in real-time.
Advantages of the virtual visual servoing formulation are
demonstrated by considering a wide range of performance
factors. Notably the accuracy, efficiency, stability, and
robustness issues have been addressed and demonstrated
to perform in complex scenes. In particular, the interaction

matrices that link the virtual camera velocity to the
variation of a distance in the image are determined. A
robust control law that integrates an M-estimator is
considered to improve robustness. The resulting pose
computation algorithm is thus able to deal efficiently with
incorrectly tracked features that usually contribute to a
compound effect which degrades the system until failure.
Let us note that in other contexts, techniques with a
formulation similar to visual servoing have been presented.
This is the case for the ”analysis through image synthesis”
techniques [28], [42] derived in the context of structure and
motion for video coding.

In the remainder of the paper, Section 2.1 presents the
principle of the approach. In Section 2.2, the details of the
robust visual servoing control law are shown and a stability
analysis is presented. In Section 2.3, the computation of the
confidence in the local features extraction is introduced.
Section 3 deals with the chosen visual features considered
in the 3D model-based tracking process. First, the analytical
formulation of the interaction matrices for various features
is derived, and then the algorithm used for tracking local
features is presented. In Section 4, the approach is extended
to address the 3D model-free AR problem. In Section 5,
several experimental results are presented.

2 3D MODEL-BASED TRACKING USING ROBUST

VIRTUAL VISUAL SERVOING

2.1 Overview and Motivations
As already stated, the fundamental principle of the
proposed approach is to define the pose computation
problem as the dual problem of 2D visual servoing [13],
[24]. In visual servoing, the goal is to move a camera in
order to observe an object at a given position in the image.
This is achieved by minimizing the error between a desired
state of the image features s� and the current state s. If the
vector of visual features is well chosen, there is only one
final position of the camera that allows this minimization to
be achieved. An explanation will now be given as to why
the pose computation problem is very similar.

To illustrate the principle, consider the case of an object
with various 3D features P (for instance, oP are the 3D
coordinates of object points in the object frame). A virtual
camera is defined whose position and orientation in the
object frame are defined by r . The approach consists in
estimating the real pose by minimizing the error � between
the set of observed data s� (usually the position of a set of
features in the image) and the position s of the same
features computed by forward-projection according to the
current pose,

� ¼
XN

i¼1

�
si ðrÞ � s�

i

� 2
¼

XN

i¼1

�
pr� ðr ;o P i Þ � s�

i

� 2
; ð1Þ

where pr� ðr ;o PÞ is the projection model according to the
intrinsic parameters � and camera poser and where N is the
number of considered features. It is supposed here that
intrinsic parameters � are available, but it is possible, using
the same approach, to also estimate these parameters.

In this formulation of the problem, a virtual camera
(initially at r i ) is moved using a visual servoing control law
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in order to minimize this error � . At convergence, the
virtual camera reaches the pose r d which minimizes this
error. r d is the real camera pose we are looking for.

An important assumption is to consider that s� is
computed (from the image) with sufficient precision. In
visual servoing, the control law that performs the mini-
mization of � is usually handled using a least squares
approach [13], [24]. However, when outliers are present in
the measures, a robust estimation is required. M-estimators
can be considered as a more general form of maximum
likelihood estimators [23]. They are more general because
they permit the use of different minimization functions not
necessarily corresponding to normally distributed data.
Many functions have been proposed in the literature which
allow uncertain measures to be less likely considered and in
some cases completely rejected. In other words, the
objective function is modified to reduce the sensitivity to
outliers. The robust optimization problem is then given by

� R ¼
XN

i¼1

�
�

si ðrÞ � s�
i

�
; ð2Þ

where � ðuÞ is a robust function [23] that grows sub-
quadratically and is monotonically nondecreasing with
increasing juj (see Fig. 1). Iteratively Reweighted Least
Squares (IRLS) is a common method of applying the
M-estimator. It converts the M-estimation problem into
an equivalent weighted least-squares problem.

To embed robust minimization into visual servoing, a
modification of classical control laws is required to allow
outlier rejection.

2.2 Robust Control Law
The objective of the control scheme is to minimize the
objective function given in (2). This new objective is
incorporated into the control law in the form of a weight
which is given to specify a confidence in each feature
location. Thus, the error to be regulated to zero is defined as

e ¼ D ðsðrÞ � s� Þ; ð3Þ

where D is a diagonal weighting matrix given by

D ¼ diagðw1; . . . ; wkÞ:

Each wi reflects the confidence in the i th feature. The
computation of weights wi is described in Section 2.3. If D
was constant, the derivative of (3) would be given by

_ee ¼
@e
@s

@s
@r

dr
dt

¼ DL sv; ð4Þ

where v is the camera velocity screw and L s is called the
interaction matrix related to s. This matrix depends on the
value of the image features s and their corresponding
depth Z in the scene (which is available here). If an
exponential decrease of the error e is specified

_ee ¼ � � e; ð5Þ

where � is a positive scalar, the following control law is
obtained:

v ¼ � � ðbDD cL sL sÞ
þ D

�
sðrÞ � s� �

; ð6Þ

where ðbDD cL sL sÞ
þ is the pseudoinverse1 of bDD cL sL s, and where

bDD cL sL s is a model of DL s.
Different choices are possible for bDD cL sL s:

. the first case is to use the current value of the weight,
the feature, and the depth at each iteration:

ðbDD cL sL sÞ
þ ¼

�
DL sðs; ZÞ

� þ : ð7Þ

This choice allows the system to follow, as closely as
possible, the intended behavior ( _ee ¼ � � e).

. In the second case, a constant interaction matrix is
considered using the initial depth Zi , the initial value
of the features si , and the first value of the weighting
matrix bDD ¼ I :

ðbDD cL sL sÞ
þ ¼ L þ

s ðsi ; ZiÞ: ð8Þ

This choice leads to a simpler control law:

v ¼ � � cL sL s
þ

e ¼ � � L þ
s ðsi ; Zi ÞD ðs � s� Þ: ð9Þ

Note also that, even if (8) is constant, the evolution of
the weights during the realization of the control law
is taken into account through the computation of e,
as in (9). Furthermore, the weights wi ð0Þ could be
computed instead of choosing them to be equal to 1.
However, these initial weights may be equally
incorrect.

In both cases, only the local stability can be demonstrated
[39] as long as a sufficient number of features will not be
rejected (so thatDL S is always of full rank). This means that
the convergence may not be obtained if the error s � s� is
too large. However, in tracking applications, s and r are
obtained from the previous image; thus, the motion
between two successive images acquired at video rate is
sufficiently small to ensure the convergence. In practice, it
has been observed that the convergence is obtained, in
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Fig. 1. Robust function � ðuÞfor different M-estimators.



general, when the camera displacement has an orientation
error less that 30 degrees on each axis. Thus, potential
problems only appear for the very first image where the
initial value for r may be too coarse. In the current
algorithm, the initialization for the very first image is done
manually. (An automatic initialization is possible [6], [31]
but is out of the scope of this paper.)

Finally, Rodrigues’ formula is then used to map the
velocity vector v to its corresponding instantaneous dis-
placement, allowing the pose to be updated. To apply the
update to the displacement between the object and camera,
the exponential map (see, for example, [37]) is applied using
homogeneous matrices, resulting in

cM kþ 1
o ¼ cM k

oev ; ð10Þ

where k denotes the number of iterations of the minimiza-
tion process.

2.3 Computing Confidence
The weights wi , which represent the different elements of
the D matrix and reflect the confidence of each feature, are
given by [23]:

wi ¼
 ð� i =� Þ

� i =�
; ð11Þ

where  ðuÞ ¼@�ðuÞ
@u is the influence function and � i is the

normalized residue given by � i ¼ � i � Medð� Þ (where
Medð� Þis the median operator).

Of the various loss and corresponding influence func-
tions that exist in the literature, Tukey’s hard redescending
function has been chosen. Tukey’s function completely
rejects outliers and gives them a zero weight. This is of
interest in tracking applications so that a detected outlier
has no effect on the virtual camera motion. This influence
function is given by (see Fig. 2)

 ðuÞ ¼ uðC2 � u2Þ2; if juj � C
0; else;

�
ð12Þ

where the proportionality factor for Tukey’s function is C ¼
4:6851 and represents 95 percent efficiency in the case of
Gaussian noise.

In order to obtain a robust objective function, a value
describing the certainty of the measures is required. The
scale� is the standard deviation of the inlier data and is an
important value for the efficiency of the method. In
nonlinear regression for pose computation, this estimate
of the scale can vary dramatically during convergence. Scale
may be manually chosen as a tuning variable. In our case,
we chose to estimate it online. One robust statistic used to
estimate scale is the median absolute deviation (MAD),
given by

b�� ¼
1

� � 1ð0:75Þ
Medi ðj� i � Medj ð� j ÞjÞ: ð13Þ

where � ðÞis the cumulative normal distribution function
and 1

� � 1ð0:75Þ¼ 1:48 represents one standard deviation of the
normal distribution. To date, a convergence proof for
nonlinear regression using the MAD only exists if it is
calculated once as an ancillary scale estimate due to the
median’s lack of asymptotic properties [21]. However,
although convergence has yet to be proved, experimental
results show that recomputing the MAD at each iteration
gives better results (see Section 5). Let it be noted that more
recent and more efficient algorithms have been proposed to
estimate scale, but they are not always suitable for real time
issue [54].

3 VISUAL FEATURES FOR MODEL-BASED TRACKING

3.1 Interaction Matrices
Any kind of geometrical feature can be considered within
the proposed control law as soon as it is possible to
compute its corresponding interaction matrix L s. In [13], a
general framework to compute L s has been proposed. It is
then possible to compute the pose from a large set of image
features (points, lines, circles, distances, etc.) within the
same framework. It is also easy to show that combining
different features can be achieved by adding features to
vector s and by “stacking” each feature’s corresponding
interaction matrix into a large interaction matrix of
size nd � 6 where n corresponds to the number of features
and d their dimension:

_ss ¼

_ss1

..

.

_ssn

2

6
4

3

7
5 ¼

L s1

..

.

L sn

2

6
4

3

7
5v ¼ L sv: ð14Þ

The redundancy yields a more accurate result with the
computation of the pseudoinverse of L s as given in (6).
Furthermore, if the number or the nature of visual features
is modified over time, the interaction matrix L and the
vector error s are easily modified, consequently. In [39],
classical geometrical features (point, straight line, circle, and
cylinder) have been considered.

In this paper, the visual features s are composed of a set
of distances between local point features obtained from a
fast image processing step and the contours of a more
global 3D model. In this case, the desired value s� is zero.
The assumption is made that the contours of the object in
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the image can be described as piecewise linear segments or
portions of ellipses. All distances are then treated according
to their corresponding segment or ellipse.

3.1.1 Case of a Distance to a Line
The derivation of the interaction matrix that links the
variation of the distance between a fixed point and a
moving straight line to the virtual camera motion is now
given. In Fig. 3, p is the tracked point and lðr Þis the current
line feature position.

The position of the straight line is given by its polar
coordinates representation,

x cos� þ y sin� ¼ �; 8ðx; yÞ 2lðrÞ: ð15Þ

The distance between point p and line lðrÞ can be
characterized by the distance d? perpendicular to the line.
In other words, the distance parallel to the segment does not
hold any useful information unless a correspondence exists
between a point on the line and p (which is not the case).
Thus, the distance feature from a line is given by

dl ¼ d? ðp; lðrÞÞ ¼� ðlðrÞÞ � � d; ð16Þ

where

� d ¼ xd cos� þ yd sin�; ð17Þ

with xd and yd being the coordinates of the tracked point.
Thus,

_ddl ¼ _�� � _� d� d ¼ _�� þ � _��; ð18Þ

where � ¼ xd sin� � yd cos� . Deduction from (18) gives
L dl ¼ L � þ � L � . The interaction matrix related to dl can be
thus derived from the interaction matrix related to a straight
line given by (see [13] for its complete derivation)

L � ¼½� � cos� � � sin� � � � � � cos� � � sin� � 1�
L � ¼½� � cos� �� sin� � � � � ð1þ � 2Þsin� �ð 1þ � 2Þcos� 0�;

ð19Þ

where

� � ¼ ðA2 sin� � B2 cos� Þ=D2;

� � ¼ ðA2� cos� þ B2� sin� þ C2Þ=D2;

and

A2X þ B2Y þ C2Z þ D2 ¼ 0

is the equation of a 3D plane to which the line belongs.
From (18) and (19), the following is obtained:

L dl ¼

� dl cos�
� dl sin�
� � dl �

ð1 þ � 2Þsin� � �� cos�
�ð 1 þ � 2Þcos� � �� sin�

� �

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

>

; ð20Þ

where � dl ¼ � � þ �� � .
Let it be noted that the case of a distance between a point

and the projection of a cylinder is very similar to this case.
Indeed, if the considered 3D object is a cylinder, its
projection in the image can be represented by two straight
lines (in all nondegenerated cases) and parametersA2=D2,
B2=D2, and C2=D2 can have the same value for both lines.
More precisely, we have

A2=D2 ¼ � X O=ðX 2
O þ Y2

O þ Z 2
O � R2Þ

B2=D2 ¼ � YO=ðX 2
O þ Y2

O þ Z 2
O � R2Þ

C2=D2 ¼ � ZO=ðX 2
O þ Y2

O þ Z2
O � R2Þ;

8
<

:

where R is the radius of the cylinder and where X O, YO, and
ZO are the coordinates of the point of the axis of the cylinder
the nearest to the camera’s optical center.

3.1.2 Case of a Distance to an Ellipse
Here, the derivation of the interaction matrix is given which
relates the distance between a fixed point p and an ellipse
that results from the projection in the image plane of a
moving circle or a moving sphere. If the ellipse is
parameterized by its center of gravity and by its moments
of order 2 (that is, ðxg; yg; 	 02; 	 20; 	 11Þ), the distance de
between a point pðx; yÞand an ellipse is defined from the
ellipse equation:

de ¼ 	 02x2 þ 	 20y2 � 2	 11xy þ 2ð	 11yg � 	 02xgÞx

þ 2ð	 11xg � 	 20ygÞy þ 	 02x2
g þ 	 20y2

g

� 2	 11xgyg þ 	 2
11 � 	 20	 02:

ð21Þ

The variation of the distance due to the variation of the
ellipse parameters are thus given by

_dde ¼

2ð	 11ðy � ygÞ þ 	 02ðxg � xÞÞ

2ð	 20ðyg � yÞ þ 	 11ðx � xgÞÞ

ððy � ygÞ
2 � 	 02Þ

2ðygðx þ xgÞ þ xgy þ 	 11Þ

ððx � xgÞ
2 � 	 20Þ

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

>

|																														{z																														}
L de

_xgxg

_ygyg

_	 20	 20

_	 11	 11

_	 02	 02

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼ L deL cv;

ð22Þ

where L c is the interaction matrix related to an ellipse and is
given in [13].

3.2 Visual Features Low-Level Tracking
When dealing with image processing, the normal dis-
placements are evaluated along the projection of the
object model contours using the spatiotemporal Moving

COMPORT ET AL.: REAL-TIME MARKERLESS TRACKING FOR AUGMENTED REALITY: THE VIRTUAL VISUAL SERVOING FRAMEWORK 619

Fig. 3. Distance of a point to a straight line.



Edges algorithm (ME) [4]. One of the advantages of the
ME method is that it does not require any prior edge
extraction. Only point coordinates and image intensities
are manipulated. The ME algorithm can be implemented
with convolution efficiency and leads to real-time
computation [4], [38]. The process consists of searching
for the “correspondent” ptþ 1 in image I tþ 1 of each point
pt . A 1D search interval f Qj ; j 2 ½�J; J �g is determined in
the direction � of the normal to the contour (see Figs. 4a
and 4b.) For each point pt and for each position Qj lying
in the direction � , a criterion 
 j is computed. This
criterion is nothing but the convolution values computed
at Qj using a predetermined maskM � function of the
orientation of the contour (see Figs. 4c and 4d).

The new position ptþ 1 is given by

Qj �
¼ arg max

j 2 � J;J½ �

 j with 
 j ¼j I t

� ðpt Þ� M � þ I tþ 1
� ðQj Þ

� M � j;

where � ð:Þis the neighborhood of the considered pixel.
This low level search produces a list of k points, which

are used to calculate distances from corresponding pro-
jected contours.

3.3 Uncertainty Propagation
The local ME method described in Section 3.2 determines
points along the normal of a contour using a maximum
likelihood approach. The decision as to whether or not a
spatiotemporal edge exists is made by thresholding the
local likelihood value. 
 j � is chosen to be an edge, providing
that it is greater than a threshold � . This threshold is usually
chosen manually and it depends on both the contrast of the
contours in the image as well as the size of the mask being
applied. A method is presented here to propagate the local
likelihood of the points to the global likelihood of the pose.
Assuming that the local measure of uncertainty 
 j � 2 ½0; 1� is
independent of the global measure of uncertainty wi , the
weights are given by

wpi ¼ wi 
 j � ; ð23Þ

where wpi is the propagated weight. Matrix D is then given by

D ¼

wp1 0

. .
.

0 wpn

2

6
4

3

7
5:

This has the effect of giving the most certainty to strong
contours in terms of the local likelihood and, among those
correspondences, the M-estimator converges upon those
which conform globally to the 3D shape of the object.
Effectively, the robust estimator chooses which correspon-
dences should be considered instead of a manually chosen
threshold. This is advantageous when different scenes are
considered along with different sized masks.

4 TOWARD MODEL-FREE AUGMENTED REALITY

The previous approach requires a 3D model of the tracked
object. Since such 3D knowledge is not always easily
available, it is also possible to overcome the pose computa-
tion considering less constraining knowledge about the
viewed scene. In this section, the proposed method copes
with this issue by using, at most, the 2D information
extracted from the images and the geometrical constraints
inherent in a moving vision system. The objective is
therefore to estimate the camera displacement between
the capture of two images instead of the camera pose. This
can be accurately achieved by minimizing a distance in the
image defined using the strong constraints linking two
images of the same scene.

4.1 Computing Displacement
As already stated, the fundamental principle of the
proposed approach is to define a nonlinear minimization
as the dual problem of 2D visual servoing [24]. Displace-
ment computation is a very similar issue. When the 3D
model is no longer available, the method presented in the
previous section cannot be considered and the projection of
the 3D model that was used in (1) has to be replaced by
another formulation.

Whereas for pose estimation the goal is to minimize the
error between the features observed in the image and their
forward projection in the image plane, for camera motion
estimation the idea is to minimize the error between the
position of the observed features in the second image (s2)
and the position of the corresponding features in the first
image transferred in the second one through a camera
displacement. Equation (1) is then replaced by

� ¼
XN

i¼1

�
s2i � 2tr 2ðs1i Þ

� 2
ð24Þ

where N is the number of considered features. In this
formulation of the problem, from the current pose
corresponding to the first image, a virtual camera is moved
to reach the unknown pose corresponding to the second
image by a visual servoing control law minimizing this
error � . At convergence, the virtual camera has realized the
displacement d2M 1

2M 1 which minimizes this error ( d2M 1
2M 1 will be

the real camera displacement).
In the more realistic case where image measurement

errors occur in both images, it is better to minimize the
errors in both images and not only in one. We then have to
consider the forward ( 2tr 1) and backward ( 1tr 2) transforma-
tion. The criterion to be minimized is then

� ¼
XN

i¼1

2e1
2
i þ 1e2

2
i ; ð25Þ
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Fig. 4. Determining a point’s position in the next image using the ME
algorithm: (a) calculating the normal at sample points, (b) sampling
along the normal ((c) and (d)) 2 out of 180 3 � 3 predetermined masks
(in practice, 7 � 7 masks are used), (c) 180 degrees, and (d) 45 degrees.



where 2e1i ¼ s2i � 2tr 1ðs1i Þ and 1e2i ¼ s1i � 1 tr 2ðs2i Þ. Mini-
mizing this criterion is equivalent to minimizing the error
vector,

e ¼ ð2e11;
1e21; . . . ; 2e1i ;

1e2i ; . . . ; 2e1N ; 1e2N Þ; ð26Þ

by the following control law:

cv ¼ � � bLL þ
e e; ð27Þ

where cv is the velocity of the virtual camera (expressed in
its current frame), and where L e is the interaction matrix
related to the error vector, such as

bLL e ¼ � � � ; bLLð2e1i Þ; � bLLð1e2Þ1cTTTTc; � � �
� �

: ð28Þ

Lðkeli Þis the interaction matrix that links the variation of the
error keli to the virtual camera velocity such that

_keli
keli ¼ Lðkeli Þ

kv. 1TTc is the velocity transformation matrix
from camera 1 frame to current camera frame, given by the
following 6 � 6 matrix:

1TTc ¼
1R c ½1t c��

1R c

03� 3
1R c


 �
;

where½t �� is the skew matrix related to the vector t .
As in the previous section, if data are corrupted by noise,

the statistical techniques of robust M-estimation [23]
described in Section 2.2 can be introduced within the
minimization process. Equation (27) is then replaced by

cv ¼ � � ðbDD cL eL eÞþ bDDe; ð29Þ

where bDD is computed as in Section 2.3.

4.2 Points Transfer
Let us note that in the general case (that is, a nonplanar
scene viewed by a camera which rotates and translates), the
point transfer can be achieved, using multiple images,
considering the epipolar geometry and the essential or
fundamental matrices (see, for example, [19]). This section
will be restricted to the less general case where point
transfer can be achieved using an homography. Indeed,
some particular cases (planar scene, pure rotational camera
motion) lead the 2D transformation between two images to
be a homography. In that case, a point 1p expressed in
homogeneous coordinates 1p ¼ ð1x;1 y;1 wÞ, is transferred in
image 2 as a point 2p, considering the following relation:

2p ¼ 2tr 1ð1pÞ ¼� 2H 1
1p; ð30Þ

where 2H 1 is a homography (defined up to scale factor � )
that defines the transformation between the images
acquired by the camera at pose 1 and 2. Once a camera
displacement is generated, the homography 2H 1 is given
by [19]:

2H 1 ¼ 2R 1 þ
2t 1
1d

1n
>

� 
; ð31Þ

where 1n and 1d are the normal and distance to the origin of
the reference plane expressed in camera 1 frame (these
parameters are assumed to be known in the very first image
and updated using the estimated camera displacement; see
Section 4.3. Using 2p ¼ ð2x;2 y;2 wÞ ¼2H 1

1p, we finally get

ðxi ; yi Þ ¼ ð2x=2w; 2 y=2wÞthat is used for the next iteration of
the control law. The backward transformation is obtained in
a similar way using the inverse homography 1H 2 ¼ 2H � 1

1 .
The interaction matrix Lð1e2Þ is the interaction matrix

that links the variation of the point position to the camera
motion [13], [24]:

Lð2e1i Þ ¼

� 1=Zi 0 xi =Zi xi yi �ð 1 þ x2
i Þ yi

0 � 1=Zi yi =Zi ð1 þ y2
i Þ � xi yi � xi

 !

:

ð32Þ

The depth information Zi is computed at each iteration from
the coordinates ðxi ; yi Þand from the equation of the reference
plane updated from the current camera displacement:

1=Zi ¼
1d � 2t 1

1n
2R 1

1n 2p
:

4.3 Application to Augmented Reality
For augmented reality applications, the pose between the
camera and the world coordinate system is required. If an
initial pose 1 bMMW is known, computing the current pose
from the estimated displacement is straightforward:

n bMMW ¼ n bMMn� 1
n� 1 bMMW : ð33Þ

Computing 1 bMMW requires the introduction of 3D informa-
tion. Therefore, it has been decided to estimate this first
pose from the image of a rectangle in the first image
following the approach presented in [51]. The only 3D
information required is a rectangle in the very first image
and the length of one of its sides.

Drift is inherent to this kind of approach since estimated
camera displacements are successively integrated. To limit
the drift, it is possible to compute the motion no longer
between two successive frames as in (33), but between the
current frame and a reference frame (say, frame R0):

nMW ¼ nMRO
ROMW :

To avoid convergence problems due to a too large
displacement between R0 and Rn, it is still possible to
consider n� 1MR0 to initialize the estimation of nMR0. Using
such a method, there is no drift since there is no integration
of the motion (although errors due the low-level tracking
process may remain). Obviously, such an approach can be
considered only if all the tracked points remain in the
camera’s field of view. This is not the case in the sequence
presented in the next section, for example. In that case,
when the number of tracked points is no longer sufficient
(say, 50 percent of the initial number of points), a new
reference image is chosen and new points are extracted.

nMW ¼ nMRk
Rk MRk� 1:::

R1MRO
ROMW :

This equation is similar to (33), but the number of
reference images is much smaller than the number of
acquired images, which limits drastically potential drift.
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5 EXPERIMENTAL RESULTS

In this section, we report various AR experiments carried
out using the proposed virtual visual servoing approach.
Dealing with 3D model-based tracking, two software
environments have been developed: Marker ( Marker-based
Augmented Reality KERnel) and Markerless (Markerless-
based Augmented Reality KERnel). The former is used for
AR applications that uses fiducial markers (results are given
in [39]), while the latter is dedicated to markerless tracking
(see results in Section 5.1). These software environments
have been implemented in C++ under both Linux and
Windows XP and are now part of the D’Fusion software
proposed by the Total Immersion company. In all the
reported experiments about 3D model-based AR, the
tracking and 3D localization are achieved at 50 Hz on a
simple PC (3.0 Ghz) running Windows XP. Tracking is
achieved at least at 15 Hz on a PC (3.0 Ghz) running Linux
when dealing with model-free AR experiments (see results
in Section 5.2).

5.1 Markerless Augmented Reality
The goal in this paper is not to build a complete AR-based
scenario but just to illustrate the fact that the proposed
tracker is robust enough to provide the necessary informa-
tion to build such a system. As stated previously, one of the
advantages of this algorithm is its robustness with regard to
partial occlusions, to lighting variations, to important and
fast camera motion, etc. This is achieved due to both a robust
low-level image processing algorithm that provides a real-
time and reliable feature matching algorithm and the use of
robust M-estimators in the 2D-3D registration process. The
following results try to illustrate these points, among others,
with both quantitative and qualitative evaluation.

5.1.1 Qualitative Evaluation
In the first example (see Figs. 5 and 6), the markerless
tracking algorithm is used to track a domestic or industrial
object that can be subject to a maintenance process. An
electrical panel is considered and is subject to large
occlusions and large camera self-motion. Forward projec-
tion of the model appears in blue and the image is

augmented with various textual information. The complete
video is available online (see Section 5.3).

The model of the object is represented as a hierarchical
scene graph (encoded in VRML) that allows online mod-
ification of the model used in the tracking process. Since the
relative position between the camera and the tracked object
is subject to large movements, it is indeed necessary to select
automatically online the feature to use. Indeed, when the
camera moves away from the object, some details become
too small to be useful for tracking (or may even induce a
mistracking). In Fig. 6, the white bands (modeled by two
lines in the CAD) are used when the camera is close to the
object (see the red points on the right image and on the
video), while when the camera moves away from the object
(left image), these two lines are too close to each another to
provide reliable information. Finally, in order to maintain
tracking at video rate, the number of tracked points is
restricted to be lower than 400 (L s is then a 400� 6 matrix).
This is achieved by constantly modifying the sampling
density of points along the lines of the model.

To demonstrate the robustness of the algorithm, a small
nonconvex object was placed in a highly textured environ-
ment (an electronic board) as shown in Fig. 7. Multiple
temporary and partial occlusions were also made by a
hand, and self-occlusions of the object itself were imposed
during the tracking. Despite these difficulties, tracking was
correctly achieved and once again images were acquired
and processed at video rate.

In Fig. 8, a chair is tracked and a virtual Lego-man is
augmented in the view. The model of the chair is very
rough. Each leg of the chair is only modeled by a simple line
in the VRML model (and the back of the chair by a simple
polygon). The motion of the chair in the video stream was
very fast.

Other experiments have been carried out. In Fig. 9, the
tracker has been used to track a castle ruin (the tracked
object and the lines used in the tracking are shown in red).
An augmented model of a car has then been rendered, and
its motion is handled using an animation engine (ODE). The
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Fig. 5. Tracking of an electrical panel: The sequence features partial

occlusions and large motion of both the camera and of the object.

Fig. 6. Tracking of an electrical panel: illustration of the dynamic
modification of the model (some parts are added or removed according
to the relative camera/object position).

Fig. 7. Tracking a nonconvex object on a highly textured environment.



car is subject to gravity and to collision with the ruin model.
The ruin model moves accordingly to the real ruin motion
and the car interacts with its environment in a realistic way.

Fig. 10 shows the results of various other tracking and AR
experiments carried out using our real-time markerless
tracker.

5.1.2 Quantitative Evaluation
All the previous experiments demonstrate the qualitative
capabilities of our tracking algorithm in AR experiments.
We now provide numerical results that measure and
quantify the tracking accuracy.

In this experiment, we have mounted the camera on the
end-effector of an industrial robot and computed the

camera displacement between an initial position using both
our algorithm and the odometry of the robot. In both cases,
the camera displacement is computed in the same frame
that corresponds to the initial camera location. Since the
odometry of this particular robot is very precise, we can
consider it as a ground truth. The tracked object can be seen
on Fig. 11. The robot (and then the camera) achieves a
complex motion (the six degrees of freedom are modified),
makes a short pose, and then moves back to its initial
position. This motion can be seen in Figs. 12a (translation in
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Fig. 10. Other tracking and AR experiments using Markerless.
(a) Tracking a cylinder, a circle, and lines. (b) Tracking and augmenting
a conference room. (c) Tracking and augmenting a castle.

Fig. 9. Tracking a castle ruin. The virtual red car augments the video and
interacts with its environment thanks to an animation engine (ODE).
Images thanks to Total Immersion.

Fig. 8. The sited Lego-man: tracking a chair. This experiment illustrates
the robustness of the algorithm with respect to rough CAD model as well
as to fast object motion.

Fig. 11. Quantitative evaluation of the accuracy of the tracker: tracked

object.



meters) and 12b (rotation in degrees), where the camera and
robot displacement are plotted. As can be seen the plots are,
as expected, well superimposed. The error between the two
computed positions is plotted in Figs. 12c (translation in
meters) and 12d (rotation in degrees). The average error is
1 mm in translation and 0.2 degree in rotation (with a
standard deviation of 1 mm and 0.15 degree) while the
tracked object was 1 meter from the camera. More detailed
results can be found in Table 1. It can be noted that, despite
a rough calibration of the camera, the maximum error is less
than 4 mm in translation and 0.35 degrees in rotation. Fig. 13
plots the residual given by (1) and (2). As can be expected,
the use of M-estimation greatly improves the minimization
and the pose estimation processes.

It has to be noted that this tracker has some limitations:
First, as a nonlinear minimization method, the initial pose
has to be known up to a given uncertainty (the experimental
cone of convergence is about 30 degrees). Second, the
maximum speed of the camera or the object relies on a
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Fig. 12. Accuracy of the tracker: ((a) and (b)) camera displacement computed using the robot odometry and the tracker, and ((c) and (d))
corresponding errors (meters, degrees).

TABLE 1
Accuracy of the Tracker: Mean Error (Millimeters and Degrees),

Standard Deviation, and Maximum Error

Fig. 13. Accuracy of the tracker: global residual ks � s� k and

kD ðs � s� Þk.



trade-off between real-time calculation and the search
distance normal to the contour. With current computing
power this distance is quite large (10 to 15 pixels). Finally, a
lack of contrast around contours and too large occlusions
are classical failure modes. Nevertheless, such a method
may be considered within a more complex system with
various trackers that rely on other sensors (e.g., as in [27]).

5.2 Model-Free Augmented Reality Results
In these experiments, a set of points are tracked over frames
using the Shi-Tomasi-Kanade points tracker [49]. Such
trackers allow quite robust tracking at nearly frame rate
(15 Hz). From point correspondences, the 3D motion is
computed using the algorithm presented in Section 4. In
these experiments, the same camera is not always used for
all the demonstrations. However the same set of intrinsic
parameters is used for all of them. This demonstrates the
robustness of the algorithm to calibration errors.

In the experiment reported in Fig. 14, the estimation of
the camera motion is considered from a planar outdoor
scene. The background wall is the planar scene from which
points are tracked to estimate the 3D displacement between
two successive images. The method presented in [51] (see
Section 4.3) has been used to estimate the initial pose.
Although it is not very accurate, it provides a good enough
result for AR. The pose computation resulting from this
initial pose estimation and the displacement estimations
provide realistic augmented video sequence as can be seen
in Fig. 14. The objects remain stable in the scene and very
little jittering is observed.

In the next experiment (see Fig. 15), the estimation of a
pure rotational camera motion is considered. An outdoor
scene is first considered. Since the camera undergoes a pure
rotational motion, any point in the scene can be tracked and
used in the motion estimation process (the planarity
constraint is no longer necessary). The camera was mounted
on a tripod, which brings some perturbations in the motion
estimation since the rotation axes were not exactly those of
the camera (there are indeed some small translations in the
real camera motion). Fig. 15 shows that even after
800 images, the error in displacement computation is very
small. This is visible when comparing the images at the
beginning and at the end which view the same scene after a

long displacement. It should be pointed out that the
complete change of background during the sequence does
not disturb the results (in other words, no part of the scene
visible in the initial image is visible in the final frame). Let it
be noted that, when robust estimation is not considered, the
estimation error is noticeable and important drift is clearly
visible in the motion integration.

Two comparisons (for the image sequence of Fig. 14)
have been made on the remaining error between the image
points and the projection of the corresponding points in the
other image for the estimated displacement (see Fig. 16).
The presented method is first compared using the robust
kernel and without. It can be noticed that after a while, the
use of M-estimator gives really better displacement estima-
tions. It is then compared with a linear algorithm, i.e., the
DLT algorithm using the data normalization as recom-
mended in [19]. It is undeniable that the presented method,
even without its robust kernel, is far more efficient, mainly
due to the fact that the error is minimized in both images.

5.3 Resources
Videos of the presented results (and more) are available
on the Lagadic project Web site2 (demonstrations section).
The source code for the pose estimation by virtual visual
servoing using point feature is available in the ViSP2
package [40] and can be downloaded from http://
www.irisa.fr/lagadic/visp.

6 CONCLUSION AND FUTURE PERSPECTIVES

This paper has presented a framework for conception of
vision-based augmented reality systems by considering
either 3D model-based tracking techniques or 3D model-
free tracking approaches. In each case, the method relies on
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2. http://www.irisa.fr/lagadic.

Fig. 15. Model-free AR on an outdoor sequence.

Fig. 14. Three-dimensional motion estimation on an outdoor sequence
for a planar structure: augmented images obtained after the motion
estimation using the robust VVS approach.



the minimization of a cost function expressed in the image
and this minimization is achieved via a visual servoing
control law. Contributions can be exhibited at three
different levels:

. The derivation of the interaction matrix for distances
to lines and ellipse. Determining an accurate
approximation of the interaction matrix is essential
to ensure the convergence of a visual servoing task.
A general framework for derivation is obtained by
taking advantage of the duality with visual servoing
methodology. Furthermore, computational efficien-
cies are obtained by “stacking” and using a constant
interaction matrix.

. The widely accepted statistical techniques of robust
M-estimation [23] are employed. This is introduced
directly in the control law by weighting the
confidence on each feature. The resulting pose
computation algorithm is thus able to deal efficiently
with incorrectly tracked features that usually
contribute to a compound effect which degrades
the system until failure.

. Three-dimensional model-based tracking relies on
correspondences between local features in the image
and the object model. In an image stream, these
correspondences are given by the local tracking of
features in the image sequence. In this paper, low level
tracking of the contours is implemented via the
Moving Edges algorithm [4]. A local approach such
as this is ideally suited to real-time tracking due to an
efficient 1D search normal to a contour in the image. In
a “real world” scenario, some edges may be incor-
rectly tracked, due to occlusion, changes in illumina-
tion and mistracking. Since many point-to-curve
correspondences are made, the method given here
has many redundant features which favors the use of
robust statistics. Furthermore, a method is proposed
for propagating uncertainty from the local edge
features to a global pose determination algorithm,
which means that no arbitrary predetermined edge
detection threshold is necessary.

. The algorithm is extended to address a model-free
AR scenario. This involves estimating the camera

displacement between two successive images in-
stead of the camera pose. This is accurately achieved
by minimizing an error in the image defined using
the strong constraints linking two projections in
successive images of the scene.

The algorithm has been tested on various images
sequences and for various applications which demonstrates
a real usability of this approach. Each time tracking is
handled in real time (up to 50 Hz for the 3D model-based
approach and at least at 15Hz for the 3D model-free
approach).

The algorithm presented here has few limitations that
need to be addressed in the future. First, it relies on a coarse
manual initialization on the very first image. A fast and
automatic initialization would be necessary. We have
presented such a method in [6], where SIFT points [33]
were used along with reference images of the object.
Considering matched points, the camera transformation
between acquired and reference images can be computed.
Other efficient methods may be found in the literature to
address this issue (e.g., recent paper [31]). Second, in this
study, the spatiotemporal aspect of the tracking process has
not been considered in depth. Indeed, robustness can also
be handled from one time-step to another, as is possible in a
Bayesian framework using, for instance, the Extended
Kalman Filter [45] or particle filtering [25]. The measure-
ments provided by our algorithm could then become part of
the measurement model for these filtering techniques. Such
filters, though they usually introduce a delay, may be
considered in a future implementation of our system.
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Fig. 16. Comparison with other method (for the image sequence of Fig. 14): (a) VVS without M-estimators (red) versus robust VVS (green).
(b) DLT algorithm (red) versus VVS without M-estimators (green).
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Franç ois Chaumette graduated from �EEcole
Nationale Supérieure de Mécanique, Nantes,
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