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Abstra
t: In this work we develop a framework for the approximation of the entire set of
ǫ-e�
ient solutions of a multi-obje
tive optimization problem with sto
hasti
 sear
h algo-rithms. For this, we propose the set of interest, investigate its topology and state a 
onver-gen
e result for a generi
 sto
hasti
 sear
h algorithm toward this set of interest. Finally, wepresent some numeri
al results indi
ating the pra
ti
ability of the novel approa
h.Key-words: multi-obje
tive optimization, 
onvergen
e, ǫ-e�
ient solutions, approximatesolutions, sto
hasti
 sear
h algorithms.
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Approximating the ǫ-E�
ient Set of an MOP 31 Introdu
tionSin
e the notion of ǫ-e�
ien
y for multi-obje
tive optimization problems (MOPs) has beenintrodu
ed more than two de
ades ago ([7℄), this 
on
ept has been studied and used by manyresear
hers, e.g. to allow (or tolerate) nearly optimal solutions ([7℄, [16℄), to approximatethe set of optimal solutions ([10℄), or in order to dis
retize this set ([6℄, [14℄). ǫ-e�
ient solu-tions or approximate solutions have also been used to ta
kle a variety of real world problemsin
luding portfolio sele
tion problems ([17℄), a lo
ation problem ([1℄), or a minimal 
ost �owproblem ([10℄). The expli
it 
omputation of su
h approximate solutions has been addressedin several studies (e.g., [16℄, [1℄, [3℄), in all of them s
alarization te
hniques have been em-ployed.The s
ope of this paper is to develop a framework for the approximation of the set of ǫ-e�
ient solutions (denote by Eǫ) with sto
hasti
 sear
h algorithms su
h as evolutionarymulti-obje
tive (EMO) algorithms. This 
alls for the design of a novel ar
hiving strategy tostore the `required' solutions found by a sto
hasti
 sear
h pro
ess (though the investigationof the set of interest will be the major part in this work). One interesting fa
t is that thesolution set (the Pareto set) is in
luded in Eǫ for all (small) values of ǫ, and thus the re-sulting ar
hiving strategy for EMO algorithms 
an be regarded as an alternative to existingmethods for the approximation of this set (e.g, [4℄, [8℄, [5℄, [9℄).The remainder of this paper is organized as follows: in Se
tion 2, we give the requiredba
kground for the understanding of the sequel. In Se
tion 3, we propose a set of interest,analyze its topology, and state a 
onvergen
e result. We present numeri
al results on twoexamples in Se
tion 4 and 
on
lude in Se
tion 5.2 Ba
kgroundIn the following we 
onsider 
ontinuous multi-obje
tive optimization problems
min

x∈Rn
{F (x)}, (MOP)where the fun
tion F is de�ned as the ve
tor of the obje
tive fun
tions F : Rn →Rk, F (x) = (f1(x), . . . , fk(x)), and where ea
h fi : Rn → R is 
ontinuously di�eren-tiable. Later we will restri
t the sear
h to a 
ompa
t set Q ⊂ Rn, the reader may think ofan n-dimensional box.De�nition 2.1 (a) Let v, w ∈ Rk. Then the ve
tor v is less than w (v <p w), if vi < wifor all i ∈ {1, . . . , k}. The relation ≤p is de�ned analogously.(b) y ∈ Rn is dominated by a point x ∈ Rn (x ≺ y) with respe
t to (MOP) if F (x) ≤p F (y)and F (x) 6= F (y), else y is 
alled nondominated by x.(
) x ∈ Rn is 
alled a Pareto point if there is no y ∈ Rn whi
h dominates x.RR n° 0123456789



4 S
hütze, Coello, Talbi(d) x ∈ Rn is weakly Pareto optimal if there does not exist another point y ∈ Rn su
hthat F (y) <p F (x).We now de�ne a weaker 
on
ept of dominan
e, 
alled ǫ-dominan
e, whi
h is the basis ofthe approximation 
on
ept used in this study.De�nition 2.2 Let ǫ = (ǫ1, . . . , ǫk) ∈ Rk
+ and x, y ∈ Rn. x is said to ǫ-dominate y (x ≺ǫ y)with respe
t to (MOP) if F (x) − ǫ ≤p F (y) and F (x) − ǫ 6= F (y).Theorem 2.3 ([11℄) Let (MOP) be given and q : Rn → Rn be de�ned by q(x) =

∑k
i=1

α̂i∇fi(x),where α̂ is a solution of
min

α∈Rk

{

‖
k

∑

i=1

αi∇fi(x)‖2
2; αi ≥ 0, i = 1, . . . , k,

k
∑

i=1

αi = 1

}

.Then either q(x) = 0 or −q(x) is a des
ent dire
tion for all obje
tive fun
tions f1, . . . , fkin x. Hen
e, ea
h x with q(x) = 0 ful�lls the �rst-order ne
essary 
ondition for Paretooptimality.In 
ase q(x) 6= 0 it obviously follows that q(x) is an as
ent dire
tion for all obje
tives. Next,we need the following distan
es between di�erent sets.De�nition 2.4 Let u ∈ Rn and A, B ⊂ Rn. The semi-distan
e dist(·, ·) and the Hausdor�distan
e dH(·, ·) are de�ned as follows:(a) dist(u, A) := inf
v∈A

‖u − v‖(b) dist(B, A) := sup
u∈B

dist(u, A)(
) dH(A, B) := max {dist(A, B), dist(B, A)}Denote by A the 
losure of a set A ∈ Rn, by ◦

A its interior, and by ∂A = A\
◦

A the boundaryof A.Algorithm 1 gives a framework of a generi
 sto
hasti
 multi-obje
tive optimization al-gorithm, whi
h will be 
onsidered in this work. Here, Q ⊂ Rn denotes the domain of theMOP, Pj the 
andidate set (or population) of the generation pro
ess at iteration step j, and
Aj the 
orresponding ar
hive.De�nition 2.5 A set S ⊂ Rn is 
alled not 
onne
ted if there exist open sets O1, O2 su
hthat S ⊂ O1 ∪ O2, S ∩ O1 6= ∅, S ∩ O2 6= ∅, and S ∩ O1 ∩ O2 = ∅. Otherwise, S is 
alled
onne
ted.

INRIA



Approximating the ǫ-E�
ient Set of an MOP 5Algorithm 1 Generi
 Sto
hasti
 Sear
h Algorithm1: P0 ⊂ Q drawn at random2: A0 = ArchiveUpdate(P0, ∅)3: for j = 0, 1, 2, . . . do4: Pj+1 = Generate(Pj)5: Aj+1 = ArchiveUpdate(Pj+1, Aj)6: end for3 The Ar
hiving StrategyIn this se
tion we de�ne the set of interest, investigate the topology of this obje
t, and �nallystate a 
onvergen
e result.De�nition 3.1 Let ǫ ∈ Rk
+ and x, y ∈ Rn. x is said to −ǫ-dominate y (x ≺−ǫ y) withrespe
t to (MOP) if F (x) + ǫ ≤p F (y) and F (x) + ǫ 6= F (y).This de�nition is of 
ourse analogous to the `
lassi
al' ǫ-dominan
e relation but with a value

ǫ̃ ∈ Rk
−
. However, we highlight it here sin
e it will be used frequently in this work. Whilethe ǫ-dominan
e is a weaker 
on
ept of dominan
e, −ǫ-dominan
e is a stronger one.De�nition 3.2 A point x ∈ Q is 
alled −ǫ weak Pareto point if there exists no point y ∈ Qsu
h that F (y) + ǫ <p F (x).Now we are able to de�ne the set of interest. Ideally, we would like to obtain the `
lassi
al'set

P c
Q,ǫ := {x ∈ Q|∃p ∈ PQ : x ≺ǫ p}1, (1)where PQ denotes the Pareto set (i.e., the set of Pareto optimal solutions) of F

∣

∣

Q
. That is,every point x ∈ P c

Q,ǫ is `
lose' to at least one e�
ient solution, measured in obje
tive spa
e.However, sin
e this set is not easy to 
at
h � note that the e�
ient solutions are used in thede�nition �, we will 
onsider an enlarged set of interest (see Lemma 3.9):De�nition 3.3 Denote by PQ,ǫ the set of points in Q ⊂ Rn whi
h are not −ǫ-dominatedby any other point in Q, i.e.
PQ,ǫ := {x ∈ Q| 6 ∃y ∈ Q : y ≺−ǫ x}2 (2)Example 3.4 (a) Figure 1 shows two examples for sets PQ,ǫ, one for the single-obje
tive
ase (left), and one for k = 2 (right). In the �rst 
ase we have PQ,ǫ = [a, b] ∪ [c, d].1P c

Q,ǫ is 
losely related to set E1 
onsidered in [16℄.2PQ,ǫ is 
losely related to set E5 
onsidered in [16℄.
RR n° 0123456789



6 S
hütze, Coello, Talbi

Figure 1: Two di�erent examples for sets PQ,ǫ. Left for k = 1 and in parameter spa
e, andright an example for k = 2 in image spa
e.(b) Consider the MOP F : R → R2, F (x) = ((x − 1)2, (x + 1)2). For ǫ = (1, 1) and Qsu�
iently large, say Q = [−3, 3], we obtain PQ = [−1, 1] and PQ,ǫ = (−2, 2). Notethat the boundary of PQ,ǫ, i.e. ∂PQ,ǫ = PQ,ǫ\
◦

PQ,ǫ = [−2, 2]\(2, 2) = {−2, 2}, is givenby −ǫ weak Pareto points whi
h are not in
luded in PQ,ǫ (see also Lemma 1): for
x1 = −2 and x2 = 2 it is F (x1) = (9, 1) and F (x2) = (1, 9). Sin
e there exists no
x ∈ Q with fi(x) < 0, i = 1, 2, there is also no point x ∈ Q where all obje
tives are lessthan at x1 or x2. Further, sin
e F (−1) = (4, 0) and F (1) = (0, 4) there exist pointswhi
h −ǫ-dominate these points, and they are thus not in
luded in PQ,ǫ.First we study the 
onne
tedness of PQ,ǫ. The 
onne
tedness of the set of interest is animportant property, in parti
ular when ta
kling the problem with lo
al sear
h strategies: inthat 
ase, the entire set 
an possibly be dete
ted when starting with one single approximatesolution. Example 3.4 (a) shows that the 
onne
tedness of PQ,ǫ 
annot be expe
ted in 
ase

F (Q) is not 
onvex. However, in the 
onvex 
ase the following holds.Lemma 3.5 Let ǫ ∈ Rk
+. If Q is 
onvex and all fi, i = 1, . . . , k are 
onvex, then PQ,ǫ and

F (PQ,ǫ) are 
onne
ted.Proof: The proof is based on the fa
t that in this 
ase PQ is 
onne
ted (e.g., [2℄).Assume that PQ,ǫ is not 
onne
ted, that is, there exist open sets O1, O2 ⊂ Rn su
h that
PQ,ǫ ⊂ O1∪O2, PQ,ǫ∩O1 6= ∅, PQ,ǫ∩O2 6= ∅, and PQ,ǫ∩O1∩O2 = ∅. Sin
e PQ is 
onne
ted,it must be 
ontained in one of these sets, without loss of generality we assume that PQ ⊂ O1.By assumption there exists a point x ∈ PQ,ǫ ∩O2, and hen
e, x 6∈ PQ. Further, there existsan element p ∈ PQ su
h that F (p) ≤p F (x). Sin
e Q is 
onvex, the following path

γ : [0, 1] → Q

γ(λ) = λx + (1 − λ)p
(3)

INRIA



Approximating the ǫ-E�
ient Set of an MOP 7
PSfrag repla
ements x

p

O1 O2

γ([0, 1])

PQ,ǫFigure 2: ...is well-de�ned (i.e., γ([0, 1]) ⊂ Q). Sin
e F is 
onvex and by the 
hoi
e of p it holds for all
λ ∈ [0, 1]:

F (γ(λ)) = F (λx + (1 − λ)p) ≤ λF (x) + (1 − λ)F (p) ≤ F (x), (4)and thus that γ(λ) ∈ PQ,ǫ, whi
h is a 
ontradi
tion to the 
hoi
e of O1 and O2.The 
onne
tedness of F (PQ,ǫ) follows immediately sin
e images of 
onne
ted sets under
ontinuous mappings are 
onne
ted, and the proof is 
omplete.The next lemma des
ribes the topology of PQ,ǫ in the general 
ase, whi
h will be neededfor the up
oming 
onvergen
e analysis of the sto
hasti
 sear
h pro
ess.Lemma 3.6 (a) Let Q ⊂ Rn be 
ompa
t. Under the following assumptions(A1) Let there be no weak Pareto point in Q\PQ, where PQ denotes the set of Paretopoints of F |Q.(A2) Let there be no −ǫ weak Pareto point in Q\PQ,ǫ,(A3) De�ne B := {x ∈ Q|∃y ∈ PQ : F (y) + ǫ = F (x)}. Let B ⊂
◦

Q and q(x) 6= 0 for all
x ∈ B, where q is as de�ned in Theorem 2.3,it holds:

PQ,ǫ = {x ∈ Q| 6 ∃y ∈ Q : F (y) + ǫ <p F (x)}
◦

PQ,ǫ = {x ∈ Q| 6 ∃y ∈ Q : F (y) + ǫ ≤p F (x)}

∂PQ,ǫ = {x ∈ Q|∃y1 ∈ PQ : F (y1) + ǫ ≤p F (x) ∧ 6 ∃y2 ∈ Q : F (y2) + ǫ <p F (x)}

(5)(b) Let in addition to the assumptions made above be q(x) 6= 0 ∀x ∈ ∂PQ,ǫ. Then
◦

PQ,ǫ = PQ,ǫ (6)
RR n° 0123456789



8 S
hütze, Coello, TalbiProof: De�ne W := {x ∈ Q| 6 ∃y ∈ Q : F (y) + ǫ <p F (x)}. We show the equality
PQ,ǫ = W by mutual in
lusion. W ⊂ PQ,ǫ follows dire
tly by assumption (A2). To seethe other in
lusion assume that there exists an x ∈ PQ,ǫ\W . Sin
e x 6∈ W there exists an
y ∈ Q su
h that F (y) + ǫ <p F (x). Further, sin
e F is 
ontinuous there exists further aneighborhood U of x su
h that F (y) + ǫ <p F (u), ∀u ∈ U . Thus, y is −ǫ-dominating all
u ∈ U (i.e., U ∩ PQ,ǫ = ∅), a 
ontradi
tion to the assumption that x ∈ PQ,ǫ. Thus, we have
PQ,ǫ = W as 
laimed.Next we show that the interior of PQ,ǫ is given by

I := {x ∈ Q| 6 ∃y ∈ Q : F (y) + ǫ ≤p F (x)}, (7)whi
h we do again by mutual in
lusion. To see that ◦

PQ,ǫ ⊂ I assume that there exists an
x ∈

◦

PQ,ǫ\I. Sin
e x 6∈ I we have
∃y1 ∈ Q : F (y1) + ǫ ≤p F (x). (8)Sin
e x ∈

◦

PQ,ǫ there exists no y ∈ Q whi
h −ǫ-dominates x, and hen
e, equality holds inequation (8). Further, by assumption (A1) it follows that y1 must be in PQ. Thus, we 
anreformulate (8) by
∃y1 ∈ PQ : F (y1) + ǫ = F (x) (9)Sin
e x ∈

◦

PQ,ǫ there exists a neighborhood Ũ of x su
h that Ũ ⊂
◦

PQ,ǫ. Further, sin
e
q(x) 6= 0 by assumption (A1), there exists a point x̃ ∈ Ũ su
h that F (x̃) >p F (x). Combiningthis and (9) we obtain

F (y1) + ǫ = F (x) <p F (x̃), (10)and thus y1 ≺−ǫ x̃ ∈ Ũ ⊂
◦

PQ,ǫ, whi
h is a 
ontradi
tion. It remains to show that I ⊂
◦

PQ,ǫ:assume there exists an x ∈ I\
◦

PQ,ǫ. Sin
e x 6∈
◦

PQ,ǫ there exists a sequen
e xi ∈ Q\PQ,ǫ, i ∈ N,su
h that limi→∞ xi = x. That is, there exists a sequen
e yi ∈ Q su
h that yi ≺−ǫ xi forall i ∈ N. Sin
e all the yi are inside Q, whi
h is a bounded set, there exists a subse-quen
e yij
, j ∈ N, and an y ∈ Q su
h that limj→∞ yij

= y (Bolzano-Weierstrass). Sin
e
F (yij

) + ǫ ≤p F (xij
), ∀j ∈ N, it follows for the limit points that also F (y) + ǫ ≤p F (x),whi
h is a 
ontradi
tion to x ∈ I. Thus, we have ◦

PQ,ǫ = Iasdesired.For the boundary we obtain
∂PQ,ǫ = PQ,ǫ\

◦

PQ,ǫ

= {x ∈ Q|∃y1 ∈ Q : F (y1) + ǫ ≤p F (x) and 6 ∃y2 ∈ Q : F (y2) + ǫ <p F (x)}
(11)Sin
e by (A1) the point y1 in (11) must be in PQ, we obtain

∂PQ,ǫ = {x ∈ Q|∃y1 ∈ PQ : F (y1) + ǫ ≤p F (x) and 6 ∃y2 ∈ Q : F (y2) + ǫ <p F (x)} (12)INRIA



Approximating the ǫ-E�
ient Set of an MOP 9It remains to show the se
ond 
laim. It is PQ,ǫ =
◦

PQ,ǫ ∪ ∂PQ,ǫ. Assume that ◦

PQ,ǫ 6= PQ,ǫ,i.e., that there exists an x ∈ ∂PQ,ǫ and a neighborhood U of x su
h that U ∩
◦

PQ,ǫ = ∅. Sin
e
x ∈ ∂PQ,ǫ there exists a point y ∈ PQ su
h that F (y) + ǫ ≤p F (x). By assumption it is
q(x) 6= 0, and thus there exists an x̄ ∈ U su
h that F (x̄) <p F (x). Sin
e x̄ 6∈

◦

PQ,ǫ thereexists an ȳ ∈ Q su
h that F (ȳ)+ ǫ ≤p F (x̄) <p F (x), whi
h 
ontradi
ts the assumption that
x ∈ ∂PQ,ǫ. Thus, we have that the 
losure of the interior of PQ,ǫ is equal to its 
losure as
laimed.Remark 3.7 (a) Note that in general PQ,ǫ is neither an open nor a 
losed set, and that

PQ,ǫ gets `
ompleted' by −ǫ weak Pareto points (see also Example 1).(b) Sin
e for x and y1 in equation (12) it must hold that there exists an index j ∈ {1, . . . , k}su
h that fj(y1) + ǫj = fj(x). Thus, the boundary of PQ,ǫ 
an be 
hara
terized by theset of −ǫ weak Pareto points whi
h are bounded in obje
tive spa
e from PQ by ǫ.The next example shows that the 
losure of the interior of PQ,ǫ does in general nothave to be equal to its 
losure, whi
h 
auses trouble to approximate ∂PQ,ǫ using sto
hasti
sear
h algorithms. However, the following Lemma shows that this is � despite for theoreti
alinvestigations � not problemati
 sin
e ◦

PQ,ǫ, whi
h 
an be approximated in any 
ase, already
ontains all the interesting parts.Example 3.8 Figure 3 shows an example whi
h is a modi�
ation of the MOP in Example3.4 (a). We have PQ,ǫ = {x∗} ∪ [c, d] and hen
e
◦

PQ,ǫ = [c, d] 6= PQ,ǫ.Note that here we have f ′(x∗) = 0, and thus that (A3) is violated. The problem with theapproximation of the entire set PQ,ǫ in this 
ase is the following: assume that argminf isalready a member of the ar
hive, then every 
andidate solution near x∗ will be reje
ted by allfurther ar
hives. Thus, the entire set PQ,ǫ 
an only be approximated if x∗ is a member of apopulation Pi, i ∈ N, and the probability for this event is zero. Su
h problems do not o

urfor points in ◦

PQ,ǫ (see proof of Theorem 3.10).Lemma 3.9 P c
Q,ǫ ⊂

◦

PQ,ǫProof: Assume there exists an x ∈ P c
Q,ǫ\

◦

PQ,ǫ. Sin
e x ∈ P c
Q,ǫ there exists a Paretooptimal point p ∈ PQ with p ≺ǫ p. Further, sin
e x 6∈

◦

PQ,ǫ there exists an y ∈ Q su
h that
F (y) + ǫ ≤p F (x). Combining both we obtain

F (y) ≤p F (x) − ǫ ≤ F (p), and
∃j ∈ {1, . . . , k} : fj(y) ≤ fj(x) − ǫ < fj(p) (⇒ F (y) 6= F (p)),

(13)RR n° 0123456789



10 S
hütze, Coello, Talbi
Figure 3: Example of a set PQ,ǫ where the 
losure of its interior is not equal to its 
losure.whi
h means that y ≺ p, a 
ontradi
tion to p ∈ PQ, and we are done.Having analyzed the topology of PQ,ǫ we are now in the position to state the followingresult. The ar
hiving strategy is simply the one whi
h keeps all obtained points whi
h arenot −ǫ-dominated by any other test point.Theorem 3.10 Let an MOP F : Rn → Rk be given, where F is 
ontinuous, let Q ⊂ Rn bea 
ompa
t set and ǫ ∈ Rk

+. Further let
∀x ∈ Q and ∀δ > 0 : P (∃l ∈ N : Pl ∩ Bδ(x) ∩ Q 6= ∅) = 1 (14)Then, under the assumptions made in Lemma 3.6, an appli
ation of Algorithm 1, where

ArchiveUpdatePQ,ǫ(P, A) := {x ∈ P ∪ A : y 6≺−ǫ x ∀y ∈ P ∪ A}, (15)is used to update the ar
hive, leads to a sequen
e of ar
hives Al, l ∈ N, with
lim
l→∞

dH(PQ,ǫ, Al) = 0, with probability one. (16)Proof: Sin
e dist(A, B) = dist(A, B) for all sets A, B ⊂ Rn and sin
e ◦

PQ,ǫ = PQ,ǫ (seeLemma 3.6), it is su�
ient to show that the Hausdor� distan
e between Al and ◦

PQ,ǫ vanishesin the limit with probability one.First we show that dist(Al,
◦

PQ,ǫ) → 0 with probability one for l → ∞. It is
dist(Al,

◦

PQ,ǫ) = max
a∈Al

inf
p∈

◦

PQ,ǫ

‖a − p‖.We have to show that every x ∈ Q\PQ,ǫ will be dis
arded (if added before) from the ar
hiveafter �nitely many steps, and that this point will never been added further on.Let x ∈ Q\PQ,ǫ. Sin
e x is by assumption (A2) not a −ǫ-weak Pareto point, there exists a
INRIA
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ient Set of an MOP 11point p ∈ PQ,ǫ su
h that F (p) + ǫ <p F (x). Further, sin
e F is 
ontinuous there exists aneighborhood U of x su
h that
F (p) + ǫ <p F (u), ∀u ∈ U. (17)By (14) it follows that there exists with probability one a number l0 ∈ N su
h that thereexists a point xl0 ∈ Pl0 ∩ U ∩ Q. Thus, by 
onstru
tion of ArchiveUpdatePQ,ǫ, the point

x will be dis
arded from the ar
hive if it is a member of Al0 , and never be added to thear
hive further on.Now we 
onsider the limit behavior of dist(
◦

PP,ǫ, Al). It is
dist(

◦

PQ,ǫ, Al) = sup

p∈
◦

PQ,ǫ

min
a∈Al

‖p − a‖.Let p̄ ∈
◦

PQ,ǫ. For i ∈ N there exists by (14) a number li and a point pi ∈ Pli ∩B1/i(p̄) ∩Q,where Bδ(p) denotes the open ball with 
enter p and radius δ ∈ R+. Sin
e limi→∞ pi = p̄and sin
e p̄ ∈
◦

PQ,ǫ there exists an i0 ∈ N su
h that pi ∈
◦

PQ,ǫ for all i ≥ i0. By 
onstru
tionof ArchiveUpdatePQ,ǫ, all the points pi, i ≥ i0, will be added to the ar
hive (and neverdis
arded further on). Thus, we have dist(p̄, Al) → 0 for l → ∞ as desired, whi
h 
ompletesthe proof.Remark 3.11 (a) In order to obtain a `
omplete' 
onvergen
e result we have postulatedsome (mild) assumptions in order to guarantee that ◦

PQ,ǫ = PQ,ǫ, whi
h is in fa
t animportant topologi
al property needed for the proof. However, if we drop the assump-tions we 
an still expe
t that the interior of PQ,ǫ � the `interesting' part (see Lemma3.9) � will be approximated in the limit. To be more pre
ise, regardless of assumptions(A1)�(A3) it holds in the above theorem that
lim

l→∞

dist(
◦

PQ,ǫ, Al) = 0, with probability one.(b) Note the analogy of the approa
h proposed above to one approa
h to approximate thePareto front (
ompare to [13℄): in 
ase all the nondominated solutions whi
h are foundso far are kept in the ar
hive, i.e., when
ArchiveUpdateND(A, P ) := {x ∈ A ∪ P : y 6≺ x ∀y ∈ A ∪ P}is used, one 
an show that � under similar assumptions as in Theorem 3.10 � anappli
ation of Algorithm 1 leads to a sequen
e of ar
hives {Ai}i∈N, su
h that

lim
l→∞

dH(F (PQ), F (Al)) = 0 with probability one,where PQ denotes the Pareto set of F
∣

∣

Q
, i.e.

PQ = {x ∈ Q| 6 ∃y ∈ Q : y ≺ x}.RR n° 0123456789
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hütze, Coello, Talbi4 Numeri
al ResultsHere we demonstrate the pra
ti
ability of the novel ar
hiver on two examples. For this,we 
ompare ArchiveUpdatePQ,ǫ against the `
lassi
al' ar
hiving strategy whi
h stores allnondominated solutions obtained during the sear
h pro
edure (ArchiveUpdateND). Toobtain a fair 
omparison of the two ar
hivers we have de
ided to take a random sear
hoperator for the generation pro
ess (the same sequen
e of points for all settings).4.1 Example 1First we 
onsider the MOP suggested by Tanaka ([15℄):
F : R2 → R2, F (x1, x2) = (x1, x2) (18)where

C1(x) = x2
1 + x2

2 − 1 − 0.1 cos(16 arctan(x1/x2)) ≥ 0

C2(x) = (x1 − 0.5)2 + (x2 − 0.5)2 ≤ 0.5Figure 4 shows two 
omparisons for N = 10, 000 and N = 100, 000 points within Q = [0, π]2as domain3, indi
ating that the method is 
apable of �nding all approximate solutions.4.2 Example 2Next, we 
onsider the following MOP proposed in [9℄:
F : R2 → R2

F (x1, x2) =

(

(x1 − t1(c + 2a) + a)2 + (x2 − t2b)
2

(x1 − t1(c + 2a) − a)2 + (x2 − t2b)
2

)

,
(19)where

t1 = sgn(x1)min

(⌈

|x1| − a − c/2

2a + c

⌉

, 1

)

, t2 = sgn(x2)min

(⌈

|x2| − b/2

b

⌉

, 1

)

.The Pareto set 
onsists of nine 
onne
ted 
omponents of length a with identi
al images. Wehave 
hosen the values a = 0.5, b = c = 5, ǫ = (0.1, 0.1), the domain Q = [−20, 20]2, and
N = 10, 000 randomly 
hosen points within Q. Figures 5 and 6 display two typi
al resultsin parameter spa
e and image spa
e respe
tively. Seemingly, the approximation quality ofthe Pareto set obtained by the limit set of ArchiveUpdatePQ,ǫ is better than by the oneobtained by ArchiveUpdateND, measured in the Hausdor� sense. This example shouldindi
ate that it 
an be advantageous to store more than just non-dominated points in thear
hive, even when `only' aiming for the e�
ient set.Figure 7 shows a result with N = 100, 000 randomly 
hosen points within Q, and all othervalues 
hosen as above.3To �t into our framework, we 
onsider in fa
t the (
ompa
t) domain Q′ := [0, π]2 ∩ {x ∈ Rn : C1(x) ≥
0 and C2(x) ≤ 0.5}. INRIA
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al result for MOP (18) using ǫ = (0.1, 0.1).RR n° 0123456789
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eFigure 7: Numeri
al result for MOP (19) and for N = 100, 000. INRIA
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ient Set of an MOP 174.3 Example 3Finally, we 
onsider the produ
tion model proposed in [12℄:
f1, f2 : Rn → R,

f1(x) =

n
∑

j=1

xj ,

f2(x) = 1 −
n

∏

j=1

(1 − wj(xj)),

(20)where
wj(z) =

{

0.01 · exp(−( z
20

)2.5) for j = 1, 2

0.01 · exp(− z
15

) for 3 ≤ j ≤ nThe two obje
tive fun
tions have to be interpreted as follows. f1 represents the sum ofthe additional 
ost ne
essary for a more reliable produ
tion of n items. These items areneeded for the 
omposition of a 
ertain produ
t. The fun
tion f2 des
ribes the total failurerate for the produ
tion of this 
omposed produ
t.Here we have 
hosen n = 5, Q = [0, 40]n, and ǫ = (0.1, 0.001) whi
h 
orresponds to 10per
ent of one 
ost unit for one item (ǫ1), and to 0.1 per
ent of the total failure rate (ǫ2).Figure 8 displays one result for N = 1e6 randomly 
hosen points within Q and when 
hoosing
ArchiveUpdatePQ,ǫ for the ar
hiver. In this 
ase a total of 47, 369 elements are stored inthe �nal ar
hive (i.e., almost 5 per
ent of all 
onsidered points), whi
h shows the need fora suitable sele
tion me
hanism for the ar
hiver leading to a redu
ed number of elements inthe ar
hive.5 Con
lusion and Future WorkWe have proposed and investigated a novel ar
hiving strategy for sto
hasti
 sear
h algo-rithms whi
h allows � under mild assumptions on the generation pro
ess � to approximatethe set PQ,ǫ whi
h 
ontains all ǫ-e�
ient solutions within a 
ompa
t domain Q. We haveproven the 
onvergen
e of the algorithm toward this set in the probabilisti
 sense, and havegiven two examples indi
ating the usefulness of the approa
h.Sin
e the set of approximate solutions forms an n-dimensional obje
t, a suitable �nite sizerepresentation of PQ,ǫ and the related ar
hiving strategy are of major interest for furtherinvestigations.A
knoledgementsThe se
ond author gratefully a
knowledges support from CONACyT proje
t no. 45683-Y.RR n° 0123456789
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