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Approximating the e-Efficient Set of an MOP 3

1 Introduction

Since the notion of e-efficiency for multi-objective optimization problems (MOPs) has been
introduced more than two decades ago ([7]), this concept has been studied and used by many
researchers, e.g. to allow (or tolerate) nearly optimal solutions ([, [16]), to approximate
the set of optimal solutions ([I0]), or in order to discretize this set ([6], [T4]). e-efficient solu-
tions or approximate solutions have also been used to tackle a variety of real world problems
including portfolio selection problems ([I7]), a location problem ([II), or a minimal cost flow
problem ([10]). The explicit computation of such approximate solutions has been addressed
in several studies (e.g., [16], [T], [3]), in all of them scalarization techniques have been em-
ployed.

The scope of this paper is to develop a framework for the approximation of the set of e-
efficient solutions (denote by E.) with stochastic search algorithms such as evolutionary
multi-objective (EMO) algorithms. This calls for the design of a novel archiving strategy to
store the ‘required’ solutions found by a stochastic search process (though the investigation
of the set of interest will be the major part in this work). One interesting fact is that the
solution set (the Pareto set) is included in E. for all (small) values of ¢, and thus the re-
sulting archiving strategy for EMO algorithms can be regarded as an alternative to existing
methods for the approximation of this set (e.g, [E], [8], [5], [9]).

The remainder of this paper is organized as follows: in Section 2, we give the required
background for the understanding of the sequel. In Section 3, we propose a set of interest,
analyze its topology, and state a convergence result. We present numerical results on two
examples in Section 4 and conclude in Section 5.

2 Background
In the following we consider continuous multi-objective optimization problems

min {F(2)}, (MOP)

where the function F' is defined as the vector of the objective functions F : R" —
RF, F(x) = (fi(z),..., fe(z)), and where each f; : R” — R is continuously differen-
tiable. Later we will restrict the search to a compact set @ C R™, the reader may think of
an n-dimensional box.

Definition 2.1 (a) Let v,w € R*. Then the vector v is less than w (v <, w), if v; < w;
for all i € {1,...,k}. The relation <, is defined analogously.

(b) y € R™ is dominated by a point x € R™ (z < y) with respect to (MORA) if F(x) <, F(y)
and F(x) # F(y), else y is called nondominated by x.

(¢) x € R"™ is called a Pareto point if there is no y € R™ which dominates x.

RR n° 0123456789



4 Schiitze, Coello, Talbi

(d) x € R"™ is weakly Pareto optimal if there does not exist another point y € R™ such
that F(y) <, F(z).

We now define a weaker concept of dominance, called e-dominance, which is the basis of
the approximation concept used in this study.

Definition 2.2 Let e = (ey,...,¢;) € RY and x,y € R™. x is said to e-dominate y (v <. y)
with respect to (MOB) if F(x) — e <, F(y) and F(x) — € # F(y).

Theorem 2.3 ([I1]) Let (MOP) be given and q : R™ — R™ be defined by q(z) = Zle &V fi(x),
where & is a solution of

k k
i V(@)% a0 >0,i=1,... k, i =17.
i {1 oo 0 > -]

Then either q(x) = 0 or —q(z) is a descent direction for all objective functions fi,..., fr
in x. Hence, each x with q(x) = 0 fulfills the first-order necessary condition for Pareto
optimality.

In case ¢(x) # 0 it obviously follows that ¢(z) is an ascent direction for all objectives. Next,
we need the following distances between different sets.

Definition 2.4 Let u € R™ and A, B C R™. The semi-distance dist(-,-) and the Hausdorff
distance dg (-, -) are defined as follows:

(a) dist(u, A) := Ullelg |l — ||

(b) dist(B, A) := sup dist(u, A)
ueB

(c) du(A, B) := max {dist(A, B), dist(B, A)}

[e] [e]
Denote by A the closure of a set A € R", by A its interior, and by 94 = A\ A the boundary
of A.

Algorithm [ gives a framework of a generic stochastic multi-objective optimization al-
gorithm, which will be considered in this work. Here, @ C IR™ denotes the domain of the
MOP, P; the candidate set (or population) of the generation process at iteration step j, and
A; the corresponding archive.

Definition 2.5 A set S C R™ is called not connected if there exist open sets Oy, 0o such

that S C O1 U002, SNO1 #0, SN0z # 0, and SN O; N Oy = 0. Otherwise, S is called
connected.

INRIA



Approximating the e-Efficient Set of an MOP 5

Algorithm 1 Generic Stochastic Search Algorithm
1: Py C @ drawn at random
2: Ag = ArchiveUpdate(Py, )
3: for j =0,1,2,... do

4: P11 = Generate(FPj)

5

6

A1 = ArchiveUpdate(Pjy1, Aj)
: end for

3 The Archiving Strategy

In this section we define the set of interest, investigate the topology of this object, and finally
state a convergence result.

Definition 3.1 Let € € IRi and z,y € R™. x is said to —e-dominate y (v <_. y) with
respect to (MOA) if F(x) + € <, F(y) and F(z) + € # F(y).

This definition is of course analogous to the ‘classical’ e-dominance relation but with a value
¢ € R*. However, we highlight it here since it will be used frequently in this work. While
the e-dominance is a weaker concept, of dominance, —e-dominance is a stronger one.

Definition 3.2 A point x € Q is called —e weak Pareto point if there exists no point y € Q
such that F(y) + e <, F(z).

Now we are able to define the set of interest. Ideally, we would like to obtain the ‘classical’
set

PG ={reQFpe Py :x <. i, (1)
where Py denotes the Pareto set (i.e., the set of Pareto optimal solutions) of F ] o That is,
every point z € Fj is ‘close’ to at least one efficient solution, measured in objective space.

However, since this set is not easy to catch — note that the efficient solutions are used in the
definition —, we will consider an enlarged set of interest (see Lemma B):

Definition 3.3 Denote by Pg . the set of points in Q C R"™ which are not —e-dominated
by any other point in @Q, i.e.

Poe={r€Ql BycQ:y=<_ca}’ (2)

Example 3.4 (a) Figure[l shows two examples for sets Pg e, one for the single-objective
case (left), and one for k =2 (right). In the first case we have Py . = [a,b] U [c, d].

lPé . is closely related to set E' considered in [I6].
2P, is closely related to set E5 considered in [I6].

RR n° 0123456789



6 Schiitze, Coello, Talbi

£{ NS

Figure 1: Two different examples for sets Py .. Left for K = 1 and in parameter space, and
right an example for £ = 2 in image space.

(b) Consider the MOP F : R — R?, F(z) = ((x —1)% (z +1)?). Fore = (1,1) and Q
sufficiently large, say Q = [—3,3], we obtain Py = [-1,1] and Pg. = (—2,2). Note

that the boundary of Pg.., i.e. OPg.. = Pg.\Pg. = [-2,2]\(2,2) = {-2,2}, is given
by —e weak Pareto points which are not included in Pg . (see also Lemma 1): for
21 = =2 and x9 = 2 it is F(x1) = (9,1) and F(x2) = (1,9). Since there exists no
x € Q with fi(x) < 0,i=1,2, there is also no point x € Q) where all objectives are less
than at x1 or xo. Further, since F(—1) = (4,0) and F(1) = (0,4) there exist points
which —e-dominate these points, and they are thus not included in Py ..

First we study the connectedness of Py .. The connectedness of the set of interest is an
important property, in particular when tackling the problem with local search strategies: in
that case, the entire set can possibly be detected when starting with one single approximate
solution. Example B2 (a) shows that the connectedness of Py . cannot be expected in case
F(Q) is not convex. However, in the convex case the following holds.

Lemma 3.5 Let e € Ri. If Q is convez and all f;, i =1,...,k are convez, then Py . and
F(Pg.) are connected.

Proof: The proof is based on the fact that in this case Py is connected (e.g., [2]).
Assume that Pg . is not connected, that is, there exist open sets O1,02 C R™ such that
Pg.e C01UOs, Pg,cNOy #0, Py .NO2 # B, and Py .NO1NO2 = 0. Since Py is connected,
it must be contained in one of these sets, without loss of generality we assume that Py C O;.
By assumption there exists a point x € Py N O2, and hence, z € Pg. Further, there exists
an element p € Py such that F(p) <, F(z). Since @ is convex, the following path

v:[0,1] =@
X

AN = Az (1- A ®)

INRIA



Approximating the e-Efficient Set of an MOP 7

Figure 2: ...

is well-defined (i.e., v([0,1]) C @). Since F' is convex and by the choice of p it holds for all
A€ [0,1]:

F(y(N) = F(Az + (1 = \)p) < AF(2) + (1 = N)F(p) < F(x), (4)
and thus that v(\) € Pg ., which is a contradiction to the choice of Oy and Os.
The connectedness of F(Pg ) follows immediately since images of connected sets under
continuous mappings are connected, and the proof is complete.

The next lemma describes the topology of Py . in the general case, which will be needed
for the upcoming convergence analysis of the stochastic search process.

Lemma 3.6 (a) Let Q C R"™ be compact. Under the following assumptions

(A1) Let there be no weak Pareto point in Q\Pg, where Pg denotes the set of Pareto
points of F|qg.

(A2) Let there be no —e weak Pareto point in Q\Pg.,

(A8) Define B:={x € Q|Fy € Py : F(y)+e=F(z)}. Let BC 52 and q(z) # 0 for all
x € B, where q is as defined in Theorem [Z3,

it holds:
Po.={2€Q| ByecQ: Fy)+ec<, F(z)}
P;,e ={reQ| AycQ:F(y)+e<, F(x)} (5)

OPge={x€ QT € Po: F(y1)+e<p, F(z) AN Ay € Q : F(y2) + € <, F(z)}

(b) Let in addition to the assumptions made above be q(x) # 0Vx € OPg .. Then

Pg.e=Pq,e (6)

RR n° 0123456789



8 Schiitze, Coello, Talbi

Proof: Define W := {zx € Q| Ay € Q : F(y) + € <, F(x)}. We show the equality
Py = W by mutual inclusion. W C Pg . follows directly by assumption (A2). To see
the other inclusion assume that there exists an z € Pg \W. Since z ¢ W there exists an
y € Q such that F(y) + € <, F(z). Further, since F' is continuous there exists further a
neighborhood U of x such that F(y) + e <, F(u), Yu € U. Thus, y is —e-dominating all
uweU (ie, UNPge=0), acontradiction to the assumption that € m Thus, we have
Pg,c =W as claimed.

Next we show that the interior of Py . is given by

I'={ze€Q| AycQ:F(y)+e<, F(x)}, (7)

which we do again by mutual inclusion. To see that Py . C I assume that there exists an

x € Pg\I. Since © ¢ I we have
JyreQ: F(y)+e<, F(x). (8)

Since x € Pg . there exists no y € Q which —e-dominates x, and hence, equality holds in
equation (). Further, by assumption (A1) it follows that y; must be in Pgy. Thus, we can
reformulate (&) by

Jyi€ePyp: F(y1) +e=F(x) (9)

Since © € Py there exists a neighborhood U of z such that U C Pg,.. Further, since
g(z) # 0 by assumption (A1), there exists a point & € U such that F'(Z) >, F(z). Combining
this and (@) we obtain

F(y) +e= F(z) <, F(2), (10)
and thus y; <_ T € Uc Pg,e, which is a contradiction. It remains to show that I C Pg:

assume there exists an « € I\ Py .. Since x € Py . there exists a sequence z; € Q\Pg.,7 € N,
such that lim; .., x; = . That is, there exists a sequence y; € ) such that y; <_. z; for
all # € N. Since all the y; are inside @, which is a bounded set, there exists a subse-
quence y;;,j € N, and an y € @ such that lim; .. y;; = y (Bolzano-Weierstrass). Since
F(yi;) + € <p F(zy;), VYj € N, it follows for the limit points that also F(y) 4+ ¢ <, F(x),

which is a contradiction to x € I. Thus, we have Py . = Iasdesired.

For the boundary we obtain

0P = Pa\Pa. (11)
(s € QBy € Q: Flyn) + ¢ <y F(x) and By € Q: Flan) +¢ <p F))

Since by (A1) the point y; in ([Il) must be in Py, we obtain

OPge={z€ Q|1 € Po: F(y1) +e <, F(z)and Ays € Q: F(y2) +e <, F(x)} (12)

INRIA



Approximating the e-Efficient Set of an MOP 9

It remains to show the second claim. It is Py . = Py U Py . Assume that Pg . # Pg.,

i.e., that there exists an z € 9Py . and a neighborhood U of x such that UN Py . = (. Since
x € OPg . there exists a point y € Py such that F(y) + € <, F(x). By assumption it is

q(z) # 0, and thus there exists an & € U such that F'(Z) <, F(z). Since T ¢ Pg . there
exists an § € @ such that F(§)+e€ <, F(Z) <, F(x), which contradicts the assumption that
x € 0Py ... Thus, we have that the closure of the interior of Pg . is equal to its closure as
claimed.

Remark 3.7 (a) Note that in general Py . is neither an open nor a closed set, and that
Py e gets ‘completed’ by —e weak Pareto points (see also Example 1).

(b) Since for x and y; in equation [IA) it must hold that there exists an index j € {1,...,k}
such that f;j(y1) +¢; = fj(x). Thus, the boundary of Pg . can be characterized by the
set of —e weak Pareto points which are bounded in objective space from Pg by e.

The next example shows that the closure of the interior of Py . does in general not
have to be equal to its closure, which causes trouble to approximate 0Fg . using stochastic
search algorithms. However, the following Lemma shows that this is — despite for theoretical

investigations — not problematic since Py ., which can be approximated in any case, already
contains all the interesting parts.

Example 3.8 Figure[d shows an example which is a modification of the MOP in Example
(a). We have Pg = {z*} U|[c,d] and hence

Py =lc,d] # Pg..

Note that here we have f'(z*) = 0, and thus that (A3) is violated. The problem with the
approzimation of the entire set Pg . in this case is the following: assume that argminf is
already a member of the archive, then every candidate solution near x* will be rejected by all
further archives. Thus, the entire set Py . can only be approzimated if * is a member of a
population P;,i € N, and the probability for this event is zero. Such problems do not occur

for points in Pg . (see proof of Theorem [Z11).

Lemma 3.9 F;  C Py

Proof: Assume there exists an z € Pj \Pg.. Since z € P§ there exists a Pareto

[e]
optimal point p € Py with p <. p. Further, since z ¢ Pg . there exists an y € () such that
F(y) + € <, F(z). Combining both we obtain

F(y) <p F(z) — (p), and

e<F
el B} i) < fi(@) —e < f() (= Fl) # F(p). (13)

RR n° 0123456789



10 Schiitze, Coello, Talbi

e{ S
Figure 3: Example of a set Py, where the closure of its interior is not equal to its closure.

which means that y < p, a contradiction to p € Pg, and we are done.

Having analyzed the topology of Py . we are now in the position to state the following
result. The archiving strategy is simply the one which keeps all obtained points which are
not —e-dominated by any other test point.

Theorem 3.10 Let an MOP F : R" — R* be given, where F is continuous, let Q C R" be
a compact set and € € IRi. Further let

VeeQandVé>0: P(IeN : PNBs(x)NQ #0) =1 (14)
Then, under the assumptions made in Lemma[ZA, an application of Algorithm O, where
ArchiveUpdatePg (P, A) :={r €e PUA:y A_.x Vy € PUA}, (15)
is used to update the archive, leads to a sequence of archives A;,l € N, with

llim du(Pg.e, A1) =0, with probability one. (16)
Proof:  Since dist(A, B) = dist(A, B) for all sets A, B C R" and since P;,e = Py (see

o
LemmaB6), it is sufficient to show that the Hausdorff distance between A; and Pg . vanishes
in the limit with probability one.

First we show that dist(A;, Pg,c) — 0 with probability one for [ — oco. It is

[e]
dist(A;, Pg,.) = max inf |a—p|.
acA; o
pePQ.c

We have to show that every z € Q\Pg, . will be discarded (if added before) from the archive
after finitely many steps, and that this point will never been added further on.
Let z € Q\Pg,.. Since z is by assumption (A2) not a —e-weak Pareto point, there exists a

INRIA



Approximating the e-Efficient Set of an MOP 11

point p € Py . such that F(p) + € <, F(z). Further, since F' is continuous there exists a
neighborhood U of x such that

F(p)+e<, F(u), Yuel. (17)

By (@) it follows that there exists with probability one a number Iy € N such that there
exists a point z;, € P, N U N Q. Thus, by construction of ArchiveUpdatePy ., the point
x will be discarded from the archive if it is a member of A4;,, and never be added to the
archive further on.

Now we consider the limit behavior of dist(Pp., A;). It is

dist(Pg,e, A1) = sup min |p—a.
o a€A;
PEPQ e

Let p € Pq,c. For i € N there exists by ([[d) a number /; and a point p; € P, N By/;(p) N Q,
where Bs(p) denotes the open ball with center p and radius § € Ry. Since lim; oo p; = P

[e] [e]
and since p € Py . there exists an ¢y € IN such that p; € Pg . for all ¢ > iy5. By construction
of ArchiveUpdatePq ., all the points p;,i > ig, will be added to the archive (and never
discarded further on). Thus, we have dist(p, 4;) — 0 for | — oo as desired, which completes
the proof.

Remark 3.11 (a) In order to obtain a ‘complete’ convergence result we have postulated

[e]
some (mild) assumptions in order to guarantee that Po . = Pg. ., which is in fact an
important topological property needed for the proof. However, if we drop the assump-
tions we can still expect that the interior of Pg . — the ‘interesting’ part (see Lemma
[Z39) — will be approzimated in the limit. To be more precise, regardless of assumptions
(A1)-(A8) it holds in the above theorem that

llim dist(Pg.e, A1) =0, with probability one.

(b) Note the analogy of the approach proposed above to one approach to approzimate the
Pareto front (compare to [L3]): in case all the nondominated solutions which are found
so far are kept in the archive, i.e., when

ArchiveUpdateND(A,P) :=={x € AUP:y Az VYyc AUP}

is used, one can show that — under similar assumptions as in Theorem [ZI0 — an
application of Algorithm 1 leads to a sequence of archives {A;}ien, such that

llim du(F(Pg), F(Ai)) =0 with probability one,
where Pg denotes the Pareto set of F|Q, i-e.

Po={z€Q| AyeQ:y =<z}

RR n° 0123456789



12 Schiitze, Coello, Talbi

4 Numerical Results

Here we demonstrate the practicability of the novel archiver on two examples. For this,
we compare ArchiveUpdatePg . against the ‘classical’ archiving strategy which stores all
nondominated solutions obtained during the search procedure (ArchiveUpdateND). To
obtain a fair comparison of the two archivers we have decided to take a random search
operator for the generation process (the same sequence of points for all settings).

4.1 Example 1
First we consider the MOP suggested by Tanaka ([15]):
F:R?—R? F(x1,12) = (x1,22) (18)
where
Ci(z) = 27 + o3 — 1 — 0.1 cos(16 arctan(z; /) > 0
Co(z) = (1 — 0.5)% + (23 — 0.5)> < 0.5

Figure @l shows two comparisons for N = 10,000 and N = 100,000 points within @ = [0, 7]?
as domain®, indicating that the method is capable of finding all approximate solutions.

4.2 Example 2
Next, we consider the following MOP proposed in [9]:

F:R? — R?
ree= (G
where s S
t = sgn(w1) min UW} ,1) 2 = sgn(zs) min ({Ml ,1) _

The Pareto set consists of nine connected components of length a with identical images. We
have chosen the values a = 0.5, b = ¢ = 5, ¢ = (0.1,0.1), the domain Q = [-20,20]2, and
N = 10,000 randomly chosen points within Q. Figures Bl and @ display two typical results
in parameter space and image space respectively. Seemingly, the approximation quality of
the Pareto set obtained by the limit set of ArchiveUpdatePq . is better than by the one
obtained by ArchiveUpdate N D, measured in the Hausdorff sense. This example should
indicate that it can be advantageous to store more than just non-dominated points in the
archive, even when ‘only’ aiming for the efficient set.

Figure [ shows a result with NV = 100,000 randomly chosen points within @), and all other
values chosen as above.

3To fit into our framework, we consider in fact the (compact) domain Q' := [0,7]2 N {z € R™ : C1(z) >
0 and Ca(x) < 0.5}.

INRIA
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Figure 7: Numerical result for MOP (@) and for N = 100, 000.
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4.3 Example 3

Finally, we consider the production model proposed in [T2]:

1, f2: R" = R,
fi(z) ="y,
=1
N (20)
fo(x) =1 =[]0 = wy(=))),
j=1
where

» 0.01 - exp(—(£)*) for j7=1,2
W; =
’ 0.01 - exp(— = for 3<j<n

The two objective functions have to be interpreted as follows. f; represents the sum of

the additional cost necessary for a more reliable production of n items. These items are
needed for the composition of a certain product. The function fy describes the total failure
rate for the production of this composed product.
Here we have chosen n = 5, @ = [0,40]", and € = (0.1,0.001) which corresponds to 10
percent of one cost unit for one item (e1), and to 0.1 percent of the total failure rate (ez).
FigureBdisplays one result for N = 1e6 randomly chosen points within @) and when choosing
ArchiveUpdatePg . for the archiver. In this case a total of 47,369 elements are stored in
the final archive (i.e., almost 5 percent of all considered points), which shows the need for
a suitable selection mechanism for the archiver leading to a reduced number of elements in
the archive.

5 Conclusion and Future Work

We have proposed and investigated a novel archiving strategy for stochastic search algo-
rithms which allows — under mild assumptions on the generation process — to approximate
the set Pg . which contains all e-efficient solutions within a compact domain ). We have
proven the convergence of the algorithm toward this set in the probabilistic sense, and have
given two examples indicating the usefulness of the approach.

Since the set of approximate solutions forms an n-dimensional object, a suitable finite size
representation of Py . and the related archiving strategy are of major interest for further
investigations.
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Figure 8: Numerical result for MOP (20) and for N = 1e6.
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