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Le Choix du Seuil Optimal pour La File d'Attente Munied'une Politique à Temps Partagé Ave Deux-NiveauxRésumé : Nous étudions la �le d'attente munie d'une politique a Temps Partagé ave Deux-Niveaux "Two Level Proessor Sharing" ave distribution hyper- exponentielle des temps de servieet ave le proessus d'arrivée Poisson. TLPS est un modèle ommode pour ordonner l'aès auxressoures en fontion de la taille dans un réseau TCP/IP. Dans le as où la distribution du tempsde servie est une distribution hyper- exponentielle ave deux phases, nous trouvons une expressionanalytique pour le temps de réponse moyen. Aussi nous trouvons une approximation de valeur deseuil optimal qui réduit au minimum le temps de réponse moyen. Dans le as où la distributiondu temps de servie a plus que deux phases, nous trouvons une borne supérieure pour la fontionde temps de réponse moyen qui est onditionnée au temps de servie. Nous montrons que quandla variane de la distribution des temps de servie augmente, le gain dans l'exéution du systèmeest onsidérable et il n'y a pas de sensibilité au hoix du seuil sous optimal.Mots-lés : La �le d'attente munie d'une politique à Temps Partagées ave Deux-Niveaux,réseau TCP/IP, distribution hyper-exponentielle, Laplae transforment.



Optimal Choie of Threshold in Two Level Proessor Sharing 31 IntrodutionIt has been known for a long time that a lever sheduling of tasks an signi�antly improvesystem performane. For instane, Shortest Remaining Proessing Time (SRPT) sheduling dis-ipline minimizes the expeted sojourn time [15℄. However, SRPT requires to keep trak of alljobs in the system and also requires the knowledge of the remaining proessing times. Theserequirements are often not feasible in appliations. The examples of suh appliations are �le sizebased di�erentiation in TCP/IP networks [3, 9℄ and Web server request di�erentiation [10, 11℄.The Two Level Proessor Sharing (TLPS) sheduling disipline [12℄ helps to overome theabove mentioned requirements. It uses the di�erentiation of jobs aording to a threshold on theattained servie and gives priority to the jobs with small sizes. A detail desription of the TLPSdisipline is presented in the ensuing setion. Of ourse, TLPS provides a sub-optimal mehanismin omparison with SRPT. Nevertheless, as was shown in [1℄, when the job size distribution hasa dereasing hazard rate, the performane of TLPS with appropriate hoie of threshold is verylose to optimal. It turns out that the distribution of �le sizes in the Internet indeed has adereasing hazard rate and often ould be modeled with a heavy-tailed distributions. It is known,that the heavy-tailed distribution ould be approximated with a hyper-exponential distributionwith a signi�ant number of phases [5, 8℄. Also in [7℄, it was shown that the hyper-exponentialdistribution models well the �le size distribution in the Internet. Therefore, in the present workwe analyze the TLPS system with hyper-exponential job size distribution.The paper organization and main results are as follows. In Setion 2 we provide the modelformulation, main de�nitions and equations. In Setion 3 we study the TLPS disipline in thease of the hyper-exponential job size distribution with two phases. It is known that the Internetonnetions belong to two distint lasses with very di�erent sizes of transfer. The �rst lass isomposed of short HTTP onnetions and P2P signaling onnetions. The seond lass orre-sponds to downloads (PDF �les, MP3 �les, MPEG �les, et.). This fat provides motivation toonsider �rst the hyper-exponential job size distribution with two phases.We �nd an analytial expression for the expeted sojourn time in the TLPS system. Then, wepresent the approximation of the optimal threshold whih minimizes the expeted sojourn time.We show that the approximated value of the threshold tends to the optimal threshold when theseond moment of the job size distribution funtion goes to in�nity.We show that the use of the TLPS sheduling disipline an lead to 45% gain in the expetedsojourn time in omparison with the standard Proessor Sharing. We also show that the systemperformane is not too sensitive to the hoie of the threshold around its optimal value.In Setion 4 we analyze the TLPS disipline when the job size distribution is hyper-exponentialwith many phases. We provide an expression of the expeted onditional sojourn time as thesolution of a system of linear equations. Also we apply an iteration method to �nd the expressionof the expeted onditional sojourn time and using the resulting expression obtain an expliit andtight upper bound for the expeted sojourn time funtion. In the experimental results we showthat the relative error of the latter upper bound with respet to the expeted sojourn time funtionis 6-7%.We study the properties of the expeted sojourn time funtion when the parameters of thejob size distribution funtion are seleted in a suh a way that with the inreasing number ofphases the variane inreases. We show numerially that with the inreasing number of phasesthe relative error of the found upper bound dereases. We also show that when the variane ofthe job size distribution inreases the gain in system performane inreases and the sensitivity ofthe system to the seletion of the optimal threshold value dereases.We put some tehnial proofs in the Appendix.
RR n° 6215



4 K. Avrahenkov, P. Brown, N. Osipova2 Model desription2.1 Main de�nitionsWe study the Two Level Proessor Sharing (TLPS) sheduling disipline with the hyper-exponential job size distribution. Let us desribe the model in detail.Jobs arrive to the system aording to a Poisson proess with rate λ. We measure the job sizein time units. Spei�ally, as the job size we de�ne the time whih would be spent by the serverto treat the job if there were no other jobs in the system.Let θ be a given threshold. The jobs in the system that attained a servie less than θ areassigned to the high priority queue. If in addition there are jobs with attained servie greater than
θ, suh a job is separated into two parts. The �rst part of size θ is assigned to the high priorityqueue and the seond part of size x−θ waits in the lower priority queue. The low priority queue isserved when the high priority queue is empty. Both queues are served aording to the ProessorSharing (PS) disipline.Let us denote the job size distribution by F (x). By F (x) = 1 − F (x) we denote the omple-mentary distribution funtion. The mean job size is given by m =

∫
∞

0 xdF (x) and the systemload is ρ = λm. We assume that the system is stable (ρ < 1) and is in steady state.It is known that many important probability distributions assoiated with network tra� areheavy-tailed. In partiular, the �le size distribution in the Internet is heavy-tailed.A distribution funtion has a heavy tail if eǫx(1 − F (x)) → ∞ as x → ∞, ∀ǫ > 0. The heavy-tailed distributions are not only important and prevalent, but also di�ult to analyze. Often it ishelpful to have the Laplae transform of the job size distribution. However, there is evidently noonvenient analyti expression for the Laplae transforms of the Pareto and Weibull distributions,the most ommon examples of heavy-tailed distributions. In [5, 8℄ it was shown that it is possibleto approximate heavy-tailed distributions by hyper-exponential distribution with a signi�antnumber of phases.A hyper-exponential distribution FN (x) is a onvex ombination of N exponents, 1 ≤ N ≤ ∞,namely,
FN (x) = 1 −

N∑

i=1

pie
−µix, µi > 0, pi ≥ 0, i = 1, ..., N, and N∑

i=1

pi = 1. (1)In partiular, we an onstrut a sequene of hyper-exponential distributions suh that itonverges to a heavy-tailed distribution [5℄. For instane, if we selet
pi =

ν

iγ1

, µi =
η

iγ2

, i = 1, ..., N,

γ1 > 1,
γ1 − 1

2
< γ2 < γ1 − 1,where ν = 1/

∑
i=1,..,N i−γ1 , η = ν/m

∑
i=1,...,N iγ2−γ1 , then the �rst moment of the job sizedistribution is �nite, but the seond moment is in�nite when N → ∞. Namely, the �rst and theseond moments m and d for the hyper-exponential distribution are given by:

m =

∫
∞

0

xdF (x) =

N∑

i=1

pi

µi

, d =

∫
∞

0

x2 dF (x) = 2

N∑

i=1

pi

µ2
i

. (2)Let us denote
F i

θ = pie
−µiθ, i = 1, ..., N. (3)We note that ∑i F i

θ = F (θ). The hyper-exponential distribution has a simple Laplae transform:
LF (x)(s) =

N∑

i=1

piµi

s + µi

. INRIA



Optimal Choie of Threshold in Two Level Proessor Sharing 5We would like to note that the hyper-exponential distribution has a dereasing hazard rate.In [1℄ it was shown, that when a job size distribution has a dereasing hazard rate, then withthe seletion of the threshold the expeted sojourn time of the TLPS system ould be redued inomparison to standard PS system.Thus, in our work we use hyper-exponential distributions to represent job size distributionfuntions. In partiular, the appliation of the hyper-exponential job size distribution with twophases is motivated by the fat that in the Internet onnetions belong to two distint lasses withvery di�erent sizes of transfer. The �rst lass is omposed of short HTTP onnetions and P2Psignaling onnetions. The seond lass orresponds to downloads (PDF �les, MP3 �les, MPEG�les, et.). So, in the �rst part of our paper we look at the ase of the hyper-exponential job sizedistribution with two phases and in the seond part of the paper we study the ase of more thantwo phases.2.2 The expeted sojourn time in TLPS systemLet us denote by T
TLPS

(x) the expeted onditional sojourn time in the TLPS system for ajob of size x. Of ourse, T
TLPS

(x) also depends on θ, but for expeted onditional sojourn timewe only emphasize the dependene on the job size. On the other hand, we denote by T (θ) theoverall expeted sojourn time in the TLPS system. Here we emphasize the dependene on θ aslater we shall optimize the overall expeted sojourn time with respet to the threshold value.To alulate the expeted sojourn time in the TLPS system we need to alulate the timespent by a job of size x in the �rst high priority queue and in the seond low priority queue. Forthe jobs with size x ≤ θ the system will behave as the standard PS system where the servie timedistribution is trunated at θ. Let us denote by
Xn

θ =

∫ θ

0

nyn−1F (y)dy (4)the n-th moment of the distribution trunated at θ. In the following setions we will need
X1

θ = m −

N∑

i=1

F i
θ

µi

, X2
θ = 2

N∑

i=1

pi

µ2
i

− 2θ

(
m −

N∑

i=1

F i
θ

µi

)
− 2

N∑

i=1

F i
θ

µ2
i

. (5)The utilization fator for the trunated distribution is
ρθ = λX1

θ = ρ − λ

N∑

i=1

F i
θ

µi

. (6)Then, the expeted onditional response time is given by
T

TLPS
(x) =





x

1 − ρθ

, x ∈ [0, θ],

W (θ) + θ + α(x − θ)

1 − ρθ

, x ∈ (θ,∞).Aording to [12℄, here (W (θ) + θ)/(1 − ρθ) expresses the time needed to reah the low priorityqueue. This time onsists of the time θ/(1 − ρθ) spent in the high priority queue, where the �owis served up to the threshold θ, plus the time W (θ)/(1 − ρθ) whih is spent waiting for the highpriority queue to empty. Here W (θ) = λX2
θ /(2(1 − ρθ)).The remaining term α(x − θ)/(1 − ρθ) is the time spent in the low priority queue. To �nd

α(x) we an use the interpretation of the lower priority queue as a PS system with bath arrivals[4, 14℄. As was shown in [12℄, α′(x) = dα/dx is the solution of the following integral equation
α′(x) = λn

∫
∞

0

α′(y)B(x + y)dy + λn

∫ x

0

α′(y)B(x − y)dy + bB(x) + 1. (7)RR n° 6215



6 K. Avrahenkov, P. Brown, N. OsipovaHere n = F (θ)/(1 − ρθ) is the average bath size, B(x) = F (θ + x)/F (θ) is the omplementarytrunated distribution and b = b(θ) = 2λF (θ)(W (θ) + θ)/(1 − ρθ) is the average number of jobsthat arrive to the low priority queue in addition to the tagged job.The expeted sojourn time in the system is given by the following equations:
T (θ) =

∫
∞

0

T
TLPS

(x)dF (x),

T (θ) =
X1

θ + W (θ)F (θ)

1 − ρθ

+
1

1 − ρθ

T
BPS

(θ), (8)
T

BPS
(θ) =

∫
∞

θ

α(x − θ)dF (x) =

∫
∞

0

α′(x)F (x + θ)dx. (9)

INRIA



Optimal Choie of Threshold in Two Level Proessor Sharing 73 Hyper-exponential job size distribution with two phases3.1 NotationsIn the �rst part of our work we onsider the hyper-exponential job size distribution with twophases. Namely, aording to (1) the umulative distribution funtion F (x) for N = 2 is given by
F (x) = 1 − p1e

−µ1x − p2e
−µ2x,where p1 + p2 = 1 and p1, p2 > 0.The mean job size m, the seond moment d, the parameters F i

θ , X1
θ , X2

θ and ρθ are de�ned asin Setion 2.1 and Setion 2.2 by formulas (2),(3),(5), (6) with N = 2.We note that the system has four free parameters. In partiular, if we �x µ1, ǫ = µ2/µ1, m,and ρ, the other parameters µ2, p1, p2 and λ will be funtions of the former parameters.3.2 Expliit form for the expeted sojourn timeTo �nd T
TLPS

(x) we need to solve the integral equation (7). To solve (7) we use the Laplaetransform based method desribed in [6℄.Theorem 1. The expeted sojourn time in the TLPS system with the hyper-exponential job sizedistribution with two phases is given by
T (θ) =

X1
θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)
(
µ1µ2(m − X1

θ )2 + δρ(θ)F
2(θ)

)

2(1 − ρ)F (θ)
(
µ1 + µ2 − γ(θ)F (θ)

) , (10)where δρ(θ) = 1 − γ(θ)(m − X1
θ ) = (1 − ρ)/(1 − ρθ) and γ(θ) = λ/(1 − ρθ).Proof. We an rewrite integral equation (7) in the following way

α′(x) = γ(θ)

∫
∞

0

α′(y)F (x + y + θ)dy + γ(θ)

∫ x

0

α′(y)F (x − y + θ)dy + b(θ)B(x) + 1,

α′(x) = γ(θ)
∑

i=1,2

F i
θe

−µix

∫
∞

0

α′(y)e−µiydy + γ(θ)

∫ x

0

α′(y)F (x − y + θ)dy + b(θ)B(x) + 1.We note that in the latter equation ∫∞

0
α′(y)e−µiydy, i = 1, 2 are the Laplae transforms of α′(y)evaluated at µi, i = 1, 2. Denote

Li =

∫
∞

0

α′(y)e−µiydy, i = 1, 2.Then, we have
α′(x) = γ(θ)

∑

i=1,2

F i
θLie

−µix + γ(θ)

∫ x

0

α′(y)F (x − y + θ)dy + b(θ)B(x) + 1.Now taking the Laplae transform of the above equation and using the onvolution property, weget
Lα′(s) = γ(θ)

∑

i=1,2

F i
θLi

s + µi

+ γ(θ)
∑

i=1,2

F i
θLα′(s)

s + µi

+
b(θ)

F (θ)

∑

i=1,2

F i
θ

s + µi

+
1

s
,

=⇒ Lα′(s)



1 − γ(θ)
∑

i=1,2

F i
θ

s + µi



 = γ(θ)
∑

i=1,2

F i
θLi

s + µi

+
b(θ)

F (θ)

∑

i=1,2

F i
θ

s + µi

+
1

s
.

RR n° 6215



8 K. Avrahenkov, P. Brown, N. OsipovaHere Lα′(s) =
∫
∞

0
α′(x)e−sxdx is the Laplae transform of α′(x). Let us note that

Lα′(µi) = Li, i = 1, 2. Then, if we substitute into the above equation s = µ1 and s = µ2, we anget L1 and L2 as a solution of the linear system
L1 =

1(
µ1 + µ2 − γ(θ)F (θ)

)
δρ(θ)

(
b(θ)

2F (θ)

(
µ2(m − X1

θ ) + δρ(θ)F (θ)
))

+
1

µ1δρ(θ)
,

L2 =
1(

µ1 + µ2 − γ(θ)F (θ)
)
δρ(θ)

(
b(θ)

2F (θ)

(
µ1(m − X1

θ ) + δρ(θ)F (θ)
))

+
1

µ2δρ(θ)
.Next we need to alulate T

BPS
(θ).

T
BPS

(θ) =

∫
∞

0

α′(x)F (x + θ)dx =

∫
∞

0

α′(x)
∑

i=1,2

F i
θe−µixdx =

∑

i=1,2

F i
θLi,

T
BPS

(θ) =
1 − ρθ

1 − ρ


m − X1

θ +
b(θ)

(
µ1µ2(m − X1

θ )2 + δρ(θ)F
2(θ)

)

2F (θ)
(
µ1 + µ2 − γ(θ)F (θ)

)


 .Finally, by (8) we have (10).3.3 Optimal threshold approximationWe are interested in the minimization of the expeted sojourn time T (θ) with respet to θ. Ofourse, one an di�erentiate the exat analyti expression provided in Theorem 1 and set the resultof the di�erentiation to zero. However, this will give a transendental equation for the optimalvalue of the threshold.In order to �nd an approximate solution of T

′

(θ) = dT (θ)/dθ = 0, we shall approximate thederivative T
′

(θ) by some funtion T̃ ′(θ) and obtain a solution to T̃ ′(θ̃opt) = 0.Sine in the Internet onnetions belong to two distint lasses with very di�erent sizes oftransfer (see Setion 2.1), then to �nd the approximation of T
′

(θ) we onsider a partiular asewhen µ2 << µ1. Let us introdue a small parameter ǫ suh that
µ2 = ǫµ1, ǫ → 0, p1 = 1 −

ǫ (mµ1 − 1)

1 − ǫ
, p2 =

ǫ (mµ1 − 1)

1 − ǫ
.We note that when ǫ → 0 the seond moment of the job size distribution goes to in�nity.We then verify that θ̃opt indeed onverges to the minimum of T (θ) when ǫ → 0.Lemma 2. The following inequality holds: µ1ρ > λ.Proof. Sine p1 > 0 and p2 > 0, we have the following inequality mµ1 > 1. Then, m > 1

µ1

.Taking into aount that λm = ρ we get ρ
λ

> 1
µ1

. Consequently, we have that µ1ρ > λ.Proposition 3. The derivative of T (θ) an be approximated by the following funtion:
T̃ ′(θ) = −e−µ1θµ1c1 + e−µ2θµ2c2,where

c1 =
λ(mµ1 − 1)

µ1(µ1 − λ)(1 − ρ)
, c2 =

λ(mµ1 − 1)

(µ1 − λ)2
. (11)Namely,

T
′

(θ) − T̃ ′(θ) = O(µ2/µ1).

INRIA



Optimal Choie of Threshold in Two Level Proessor Sharing 9Proof. Using the analytial expression for both T
′

(θ) and T̃ ′(θ), we get the Taylor series for
T

′

(θ) − T̃ ′(θ) with respet to ǫ, whih shows that indeed
T

′

(θ) − T̃ ′(θ) = O(ǫ).Thus we have found an approximation of the derivative of T (θ). Now we an �nd an approxi-mation of the optimal threshold by solving the equation T̃ ′(θ) = 0.Theorem 4. Let θopt denote the optimal value of the threshold. Namely, θopt = argmin T (θ).The value θ̃opt given by
θ̃opt =

1

µ1 − µ2
ln

(
(µ1 − λ)

µ2(1 − ρ)

)approximates θopt so that T
′

(θ̃opt) = o(µ2/µ1).Proof. Solving the equation
T̃ ′(θ) = 0,we get an analyti expression for the approximation of the optimal threshold:

θ̃opt = −
1

µ1(1 − ǫ)
ln

(
ǫ
µ1(1 − ρ)

(µ1 − λ)

)
=

1

µ1 − µ2
ln

(
(µ1 − λ)

µ2(1 − ρ)

)
.Let us show that the above threshold approximation is greater than zero. We have to showthat (µ1−λ)

µ2(1−ρ) > 1. Sine µ1 > µ2 and µ1ρ > λ (see Lemma 2), we have
µ1 > µ2

=⇒ µ1(1 − ρ) > µ2(1 − ρ)

=⇒ λ < µ1ρ < µ1 − µ2(1 − ρ)

=⇒ (µ1 − λ) > µ2(1 − ρ).Expanding T
′

(θ̃opt) as a power series with respet to ǫ gives:
T

′

(θ̃opt) = ǫ2(const0 + const1 ln ǫ + const2 ln2 ǫ),where consti, i = 1, 2 are some onstant values1 with respet to ǫ. Thus,
T

′

(θ̃opt) = o(ǫ) = o(µ2/µ1),whih ompletes the proof.In the next proposition we haraterize the limiting behavior of T (θopt) and T (θ̃opt) as ǫ → 0.In partiular, we show that T (θ̃opt) tends to the exat minimum of T (θ) when ǫ → 0.Proposition 5.
lim
ǫ→0

T (θopt) = lim
ǫ→0

T (θ̃opt) =
m

1 − ρ
− c1,where c1 is given by (11).1The expressions for the onstants consti are umbersome and an be found using Maple ommand �series�.

RR n° 6215



10 K. Avrahenkov, P. Brown, N. OsipovaProof. We �nd the following limit, when ǫ → 0:
lim
ǫ→0

T (θ) =
m

1 − ρ
−

λ(mµ1 − 1)

µ1(µ1 − λ)(1 − ρ)
+

λ(mµ1 − 1)e−µ1θ

µ1(µ1 − λ)(1 − ρ)
,

lim
ǫ→0

T (θ) =
m

1 − ρ
− c1 + c1e

−µ1θ,where c1 is given by (11). Sine the funtion limǫ→0 T (θ) is a dereasing funtion, the optimalthreshold for it is θopt = ∞. Thus,
lim
ǫ→0

T (θopt) = lim
θ→∞

lim
ǫ→0

T (θ) =
m

1 − ρ
− c1.On the other hand, we obtain

lim
ǫ→0

T (θ̃opt) =
m

1 − ρ
− c1,whih proves the proposition.3.4 Experimental resultsIn Figure 1-2 we show the plots for the following parameters: ρ = 10/11 (default value), m = 20/11,

µ1 = 1, µ2 = 1/10, so λ = 1/2 and ǫ = µ2/µ1 = 1/10. Then, p1 = 10/11 and p2 = 1/11.In Figure 1 we plot T (θ), T
PS and T (θ̃opt). We note, that the expeted sojourn time inthe standard PS system T

PS is equal to T (0). We observe that T (θ̃opt) orresponds well to theoptimum even though ǫ = 1/10 is not too small.Let us now study the gain that we obtain using TLPS, by setting θ = θ̃opt, in omparison withthe standard PS. To this end, we plot the ratio g(ρ) =
T

PS
−T (θ̃opt)

T
P S in Figure 2. The gain in thesystem performane with TLPS in omparison with PS strongly depends on ρ, the load of thesystem. One an see, that the gain of the TLPS system with respet to the standard PS systemgoes up to 45% when the load of the system inreases.To study the sensitivity of the TLPS system with respet to θ, we �nd the gain of the TLPSsystem with respet to the standard PS system, we plot in Figure 2 g1(ρ) =

T
PS

−T ( 3

2
θ̃opt)

T
P S and

g2(ρ) =
T

P S
−T ( 1

2
θ̃opt)

T
PS . Thus, even with the 50% error of the θ̃opt value, the system performane islose to optimal.One an see that it is bene�ial to use TLPS instead of PS in the ase of heavy and moderatelyheavy loads. We also observe that the optimal TLPS system is not too sensitive to the hoie ofthe threshold near its optimal value, when the job size distribution is hyper-exponential with twophases. Nevertheless, it is better to hoose larger rather than smaller values of the threshold.
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Figure 2: g(ρ) - solid line, g1(ρ) - dash line,
g2(ρ) - dash dot line4 Hyper-exponential job size distribution with more thantwo phases4.1 NotationsIn the seond part of the presented work we analyze the TLPS disipline with the hyper-exponential job size distribution with more than two phases. As was shown in [5, 7, 8℄, the hyper-exponential distribution with a signi�ant number of phases models well the �le size distributionin the Internet. Thus, in this setion as the job size distribution we take the hyper-exponentialfuntion with many phases. Namely, aording to (1),

F (x) = 1 −

N∑

i=1

pi e−µi x,

N∑

i=1

pi = 1, µi > 0, pi ≥ 0, i = 1, ..., N, 1 < N ≤ ∞.In the following we shall write simply ∑i instead of ∑N
i=1.The mean job size m, the seond moment d, the parameters F i

θ , X1
θ , X2

θ and ρθ are de�ned asin Setion 2.1 and Setion 2.2 by formulas (2),(3),(5), (6) for any 1 ≤ N ≤ ∞. The formulaspresented in Setion 2.2 an still be used to alulate b(θ), B(x), W (θ), γ(θ), δρ(θ), T
TLPS

(x),
T (θ).We shall also need the following operator notations:

Φ1(β(x)) = γ(θ)

∫
∞

0

β(y)F (x + y + θ)dy + γ(θ)

∫ x

0

β(y)F (x − y + θ)dy, (12)
Φ2(β(x)) =

∫
∞

0

β(y)F (y + θ)dy (13)for any funtion β(x). In partiular, for some given onstant , we have
Φ1(c) = c γ(θ)(m − X1

θ ) = c q, (14)
Φ2(c) = c (m − X1

θ ), (15)where
q = γ(θ)(m − X1

θ ) =
λ(m − X1

θ )

1 − ρθ

=
ρ − ρθ

1 − ρθ

< 1. (16)
RR n° 6215



12 K. Avrahenkov, P. Brown, N. OsipovaThe integral equation (7) an now be rewritten in the form
α′(x) = Φ1(α

′(y))+
b(θ)

F (θ)
F (x + θ) + 1. (17)and equation (9) for T

BPS
(θ) takes the form

T
BPS

(θ) = Φ2(α
′(x)). (18)4.2 Linear system based solutionSimilarly to the �rst part of the proof of Theorem 1, we obtain the following proposition.Proposition 6.

T
BPS

(θ) =
∑

i

F i
θLi,with

Li = L∗

i +
1

δρ(θ)µi

,where the L∗

i are the solution of the linear system
L∗

p

(
1 − γ(θ)

∑

i

F i
θ

λp + µi

)
= γ(θ)

∑

i

F i
θL

∗

i

λp + µi

+
b(θ)

F (θ)

∑

i

F i
θ

λp + µi

, p = 1, ..., N. (19)Unfortunately, the system (19) does not seem to have a tratable �nite form analyti solution.Therefore, in the ensuing subsetions we proposed an alternative solution based on an operatorseries and onstrut a tight upper bound.4.3 Operator series form for the expeted sojourn timeSine the operator Φ1 is a ontration [3, 4℄, we an iterate equation (17) starting from someinitial point α′

0. The initial point ould be simply a onstant. As shown in [3, 4℄ the iterationswill onverge to the unique solution of (17). Spei�ally, we make iterations in the following way:
α′

n+1(x) = Φ1(α
′

n(x))+
b(θ)

F (θ)
F (x + θ) + 1, n = 0, 1, 2, ... (20)At every iteration step we onstrut the following approximation of T

BPS
(θ) aording to (18):

T
BPS

n+1 (θ) = Φ2(α
′

n+1(x)). (21)Using (20) and (21), we an onstrut the operator series expression for the expeted sojourntime in the TLPS system.Theorem 7. The expeted sojourn time T (θ) in the TLPS system with the hyper-exponential jobsize distribution is given by
T (θ) =

X1
θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)

F (θ)(1 − ρθ)

(
∞∑

i=0

Φ2

(
Φi

1(F (x + θ))
)
)

. (22)
INRIA



Optimal Choie of Threshold in Two Level Proessor Sharing 13Proof. From (20) we have
α′

n = qnα′

0 +

n−1∑

i=1

qi +
b(θ)

F (θ)

n−1∑

i=1

Φi
1(F (x + θ)) +

b(θ)

F (θ)
F (x + θ) + 1,and then from (21) and (14) it follows, that

T
BPS

n (θ) = (m − X1
θ )

(
qnα′

0 +

n−1∑

i=0

qi

)
+

b(θ)

F (θ)

(
Φ2

(
n−1∑

i=0

Φi
1(F (x + θ))

))
.Using the fats (see (16)):

1. q < ρ < 1 =⇒ qn → 0 as n → ∞,

2.

∞∑

i=0

qi =
1

1 − q
=

1 − ρθ

1 − ρ
,we onlude that

T
BPS

(θ) = lim
n→∞

T
BPS

n (θ) = (m − X1
θ )

(
1 − ρθ

1 − ρ

)
+

b(θ)

F (θ)

(
∞∑

i=0

Φ2

(
Φi

1(F (x + θ))
)
)

.Finally, using (8) we obtain (22).The resulting formula (22) is di�ult to analyze and does not have a lear analyti expression.Using this result in the next subsetion we �nd an approximation,whih is also an upper bound,of the expeted sojourn time funtion in a more expliit form.4.4 Upper bound for the expeted sojourn timeLet us start with auxiliary results.Lemma 8. For any funtion β(x) ≥ 0 with βj =
∫
∞

0
β(x)e−µixdx,if d(βjµj)

dµj

≥ 0, j = 1, ..., N it follows, that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .Proof. See Appendix.Lemma 9. For the TLPS system with the hyper-exponential job size distribution the followingstatement holds:
Φ2 (Φ1(α

′(x))) ≤ qΦ2 (α′(x)) . (23)Proof. We de�ne α′

j =
∫
∞

0 α′(x)e−µjxdx, j = 1, ...N . As was shown in [14℄, α′(x) has thefollowing struture:
α′(x) = a0 +

∑

k

ake−bkx, a0 ≥ 0, ak ≥ 0, bk > 0, k = 1, ..., N.Then, we have that α′(x) ≥ 0 and
α′

j =
a0

µj

+
∑

k

ak

bk + µj

, j = 1, ..., N,

=⇒
d(α′

jµj)

dµj

=
∑

k

ak

bk + µj

−
∑

k

akµj

(bk + µj)2
=
∑

k

akbk

(bk + µj)2
≥ 0, j = 1, ..., N,as ak ≥ 0, bk > 0, k = 1, ..., N . So, then, aording to Lemma 8 we have (23).RR n° 6215



14 K. Avrahenkov, P. Brown, N. OsipovaLet us state the following Theorem:Theorem 10. An upper bound for the expeted sojourn time T (θ) in the TLPS system with thehyper-exponential job size distribution funtion with many phases is given by Υ(θ):
T (θ) ≤ Υ(θ) =

X1
θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)

F (θ)(1 − ρ)

∑

i,j

F i
θ F j

θ

µi + µj

. (24)Proof. Aording to the reursion (20) we have for α′

n(x) we approximate α′(x) with the funtion
α̃′(x), whih satis�es the following equation:

α̃′(x) = α̃′(x)Φ1(1) +
b(θ)

F (θ)
F (x + θ) + 1.Then, aording to (14) we an �nd the analytial expression for α̃′(x):

α̃′(x) = qα̃′(x) +
b(θ)

F (θ)
F (x + θ) + 1,

=⇒ α̃′(x) =
1

1 − q

(
b(θ)

F (θ)
F (x + θ) + 1

)
.We take Υ

BPS
(θ) = Φ2(α̃

′(x)) as an approximation for T
BPS

(θ) = Φ2(α
′(x)). Then

Υ
BPS

(θ) = Φ2(α̃
′(x)) =

(m − X1
θ )

1 − q
+

b(θ)

F (θ)
Φ2(F (x + θ)) =

(m − X1
θ )

1 − q
+

b(θ)

F (θ)

∑

i,j

F i
θ F j

θ

µi + µj

.Let us prove, that
T

BPS
(θ) ≤ Υ

BPS
(θ),or equivalently

T
BPS

(θ) − Υ
BPS

(θ) = Φ2(α
′(x)) − Φ2(α̃

′(x)) ≤ 0.Let us look at
Φ2(α

′(x)) − Φ2(α̃
′(x)) =

= Φ2(Φ1(α
′(x))) + Φ2

(
b(θ)

F (θ)
F (x + θ) + 1

)
−

(
qΦ2(α̃

′(x)) + Φ2

(
b(θ)

F (θ)
F (x + θ) + 1

))

= Φ2(Φ1(α
′(x))) − qΦ2(α

′(x)) + q (Φ2(α
′(x)) − Φ2(α̃

′(x)))

=⇒

Φ2(α
′(x)) − Φ2(α̃

′(x)) =
1

1 − q
(Φ2(Φ1(α

′(x))) − qΦ2(α
′(x))) .And from Lemma 9 and formula (8) we onlude that (24) is true.In this subsetion we found the analytial expression of the upper bound of the expeted sojourntime in the ase when the job size distribution is a hyper-exponential funtion with many phases.In the experimental results of the following subsetion we show that the obtained upper boundis also a lose approximation. The analyti expression of the upper bound whih we obtained ismore lear and easier to analyze then the expression of the expeted sojourn time. It ould beused in the future researh on TLPS model.
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Optimal Choie of Threshold in Two Level Proessor Sharing 154.5 Experimental resultsWe alulate T (θ) and Υ(θ) for di�erent numbers of phases N of the job size distributionfuntion. We take N = 10, 100, 500, 1000. To alulate T (θ) we �nd the numerial solution of thesystem of linear equations (19) using the Gauss method. Then using the result of Proposition 6we �nd T (θ). For Υ(θ) we use equation (24).As was mentioned in Subsetion 2.1, by using the hyper-exponential distribution with manyphases, one an approximate a heavy-tailed distribution. In our numerial experiments, we �x ρ,
m, and selet pi and µi in a suh a way, that by inreasing the number of phases we let the seondmoment d (see (2)) inrease as well. Here we take

ρ = 10/11, λ = 0.5, pi =
ν

i2.5
, µi =

η

i1.2
, i = 1, ..., N.In partiular, we have

∑

i

pi = 1, =⇒ ν =
1∑

i i−2.5
,

∑

i

pi

µi

= m, =⇒ η =
ν

m

∑

i

i−1.3.In Figure 3 one an see the plots of the expeted sojourn time and its upper bound as funtionsof θ when N varies from 10 up to 1000. In Figure 4 we plot the relative error of the upper bound
∆(θ) =

Υ(θ) − T (θ)

T (θ)
,when N varies from 10 up to 1000. As one an see, the upper bound (24) is very tight.We �nd the maximum gain of the expeted sojourn time of the TLPS system with respet tothe standard PS system. The gain is given by g(θ) = T

PS
−T (θ)

T
P S . Here T

PS is an expeted sojourntime in the standard PS system. Let us notie, that T
PS

= T (0).The data and results are summarized in Table 1.N η d θopt maxθ g(θ) maxθ ∆(θ)10 0.95 7.20 5 32.98% 0.0640100 1.26 32.28 12 45.75% 0.0807500 1.40 113.31 21 49.26% 0.07661000 1.44 200.04 26 50.12% 0.0743Table 1: Inreasing the number of phasesWith the inreasing number of phases we observe that1. the seond moment d inreases;2. the maximum gain maxθ g(θ) in expeted sojourn time in omparison with PS inreases;3. the relative error of the upper bound ∆(θ) with the expeted sojourn time dereases afterthe number of phases beomes su�iently large;4. the sensitivity of the system performane with respet to the seletion of the sub-optimalthreshold value dereases.Thus the TLPS system produes better and more robust performane as the variane of thejob size distribution inreases.
RR n° 6215
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500, 10005 ConlusionWe analyze the TLPS sheduling mehanism with the hyper-exponential job size distributionfuntion.In Setion 3 we analyze the system when the job size distribution funtion has two phases and�nd the analytial expressions of the expeted onditional sojourn time and the expeted sojourntime of the TLPS system.Connetions in the Internet belong to two distint lasses: short HTTP and P2P signalingonnetions and long downloads suh as: PDF, MP3, and so on. Thus, aording to this obser-vation, we onsider a speial seletion of the parameters of the job size distribution funtion withtwo phases and �nd the approximation of the optimal threshold, when the variane of the job sizedistribution goes to in�nity.We show, that the approximated value of the threshold tends to the optimal threshold, whenthe seond moment of the distribution funtion goes to in�nity. We found that the gain of theTLPS system ompared to the standard PS system ould reah 45% when the load of the systeminreases. Also the system is not too sensitive to the seletion of the optimal value of the threshold.In Setion 4 we have studied the TLPS model when the job size distribution is a hyper-exponential funtion with many phases. We provide an expression of the expeted onditionalsojourn time as a solution of the system of linear equations. Also we apply the iteration methodto �nd the expression of the expeted onditional sojourn time in the form of operator series andusing the obtained expression we provide an upper bound for the expeted sojourn time funtion.With the experimental results we show that the upper bound is very tight and ould be used asan approximation of the expeted sojourn time funtion. We show numerially, that the relativeerror between the upper bound and expeted sojourn time funtion dereases when the variationof the job size distribution funtion inreases. The obtained upper bound ould be used to identifyan approximation of the optimal value of the optimal threshold for TLPS system when the jobsize distribution is heavy-tailed.We study the properties of the expeted sojourn time funtion, when the parameters of thejob size distribution funtion are seleted in suh a way, that it approximates a heavy-taileddistribution as the number of phases of the job size distribution inreases. As the number ofphases inreases the gain of the TLPS system ompared with the standard PS system inreasesand the sensitivity of the system with respet to the seletion of the optimal threshold dereases.
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Optimal Choie of Threshold in Two Level Proessor Sharing 176 Appendix: Proof of Lemma 8Let us take any funtion β(x) > 0 and de�ne βj =
∫
∞

0
β(x)e−µjxdx, j = 1, ..., N. Let us showfor β(x) ≥ 0 that if

d(βjµj)

dµj

≥ 0, j = 1, ..., N, then it follows that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .As
∫

∞

0

∫ x

0

β(y)F (x − y + θ)F (x + θ)dydx =

∫
∞

0

∫
∞

0

β(y)F (x1 + θ)F (x1 + y + θ)dx1dyand
Φ2(Φ1(β(x))) = γ(θ)

∫
∞

0

∫
∞

0

β(y)F (x + y + θ)F (x + θ)dydx

+γ(θ)

∫
∞

0

∫ x

0

β(y)F (x − y + θ)F (x + θ)dydx,then
Φ2(Φ1(β(x))) = 2γ(θ)

∫
∞

0

∫
∞

0

β(x)F (x + θ)F (x + y + θ)dydx =

= 2γ(θ)

∫
∞

0

β(x)
∑

i,j

F i
θF j

θ

µi + µj

e−µjxdx = 2γ(θ)
∑

i,j

F i
θF j

θ

µi + µj

βj .Also for Φ2 (β(x)), taking into aount that q = γ(θ)
∑

i

F i
θ

µi
, we obtain

qΦ2 (β(x)) = γ(θ)
∑

i

F i
θ

µi

∑

j

F j
θ

∫
∞

0

β(x)e−µjxdx = γ(θ)
∑

i,j

F i
θF

j
θ

µi

βj .Thus, a su�ient ondition for the inequality Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) to be satis�ed is thatfor every pair i, j:
2

µi + µj

βj +
2

µj + µi

βi ≤
1

µi

βj +
1

µj

βi ⇐⇒ −(βjµj − βiµi)(µj − µi) ≤ 0.The inequality is indeed satis�ed when βjµj is an inreasing funtion of µj . We onlude that
Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)), whih proves Lemma 8.
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