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Analyse du second-ordre pour les problemes de
commande optimale avec des contraintes pures et
mixtes sur 1’état

Résumé : Dans cet article on s’intéresse au probleme de commande optimale d’une équation
différentielle ordinaire avec plusieurs contraintes pures sur 1’état, d’ordres quelconques, et
des contraintes mixtes sur la commande et sur I’état. On suppose que (i) le hamiltonien est
fortement convexe et les contraintes mixtes sont convexes par rapport a la commande, et
(ii) une condition d’indépendance linéaire des contraintes actives est satisfaite. Des résultats
de régularité des solutions et multiplicateurs et des conditions de jonction sont donnés.
Lorsqu’il y a un nombre fini de points de jonction, on obtient des conditions d’optimalité du
second-ordre nécessaires ou suffisantes, ainsi qu'une caractérisation du caractere bien posé
de l'algorithme de tir. Ces résultats généralisent les résultats obtenus dans le cas d’une
contrainte sur ’état et d’'une commande scalaires.

Mots-clés : Commande optimale, contrainte sur ’état, ordre supérieur, contrainte mixte,
conditions de jonction, condition d’optimalité du second-ordre nécessaire ou suffisante, al-
gorithme de tir.
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1 Introduction

This paper deals with optimal control problems with a vector-valued state constraint. Mixed
control-state constraints (state constraints of order zero) are included in the analysis. The
Hamiltonian is assumed to be strongly convex with respect to the control, the mixed control-
state constraints are convex w.r.t. the control, and each component of the state constraint
is of arbitrary (but finite) order g;.

Second-order optimality conditions for state-constrained optimal control problems were
recently studied in [211, B3, 34]. The presence of pure state constraints introduce an additional
curvature term in the second-order necessary condition, in contrast with mixed control-state
constraints, see [31], 29]. A analysis of the junction conditions may help to narrow the gap
with the second-order sufficient condition. There are, to our knowledge, relatively few papers
dealing with optimal control problems with several state constraints of order greater than
one. One of them is an unpublished paper by Maurer [27]. In e.g. [14, 23| [0 [T, 24] 26],
several constraints of first-order were considered, but when dealing with constraints of higher
order, then often only one constraint (and sometimes also a scalar control) is considered, see
e.g. [, 15, 25]. When there are several constraints of different orders, and more control
variables than active constraints, then even the regularity of the control and of the state
constraint multipliers on the interior of the arcs of the trajectory is not an obvious question.
In [27, Lemma 4.1], it is shown that the control v is C%me= (where ¢nqs is the bigger order of
the active constraints), under the assumption that there are as many active state constraints
as control variables. In [27, Th. 4.2], it is shown that the state constraints multipliers are
smooth on the interior of arcs, but with the extra assumption that the control u is C%ma=,

The motivation of this paper is to extend the no-gap second-order optimality conditions
and the characterization of the well-posedness of the shooting algorithm, obtained in [3] [I]
and [2], respectively, for an optimal control problem with a scalar-valued state constraint and
control, to the case of a vector-valued state constraint and control. The critical step is the
extension of the junctions conditions obtained in the scalar case (i.e., with a scalar-valued
state constraint and control) by Jacobson, Lele and Speyer [I7]. This result says that some
of the time derivatives of the control are continuous at a junction point until an order that
depend on the order of the (scalar) state constraint, and on the nature of the junction point
(entry/exit of boundary arcs versus touch points). This result has an important role when
deriving the second-order necessary condition, since, with this regularity result and under
suitable assumptions, it can be shown that boundary arcs have typically no contribution to
the curvature term. This enables to derive a second-order sufficient condition as close as
possible to the necessary one (no-gap), and to obtain a characterization of the well-posedness
of the shooting algorithm. We show in particular that the shooting algorithm is ill-posed if
a component of the state constraint of order g; > 3 has a boundary arc.

In this paper, the focus is on the proofs that are not directly obtained from the scalar
case, and in particular the (nontrivial) extension of the junction condition result of [T7]. Our
main assumption is the simplest one that the gradients w.r.t. the control variable of the time
derivatives of the active constraints at their respective order are linearly independent. This
enables to write locally the system under a “normal form”, where the dynamics correspond-
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4 J.F. Bonnans & A. Hermant

ing to the state constraints is linearized, and the different components of the constraints are
decoupled.

The paper is organized as follows. In section Bl we present the problem, notation, basic
definitions and assumptions. In section B, we give two results, the continuity of the control
over [0,7], and local higher regularity of the control and state constraints multipliers on
the interior of arcs. In section Bl we give some technical lemmas needed to put the system
under a “normal form”. This will be used in section Bl where we give the junction conditions
results. In section @ the no-gap second-order optimality conditions is stated. In section [,
we recall the shooting formulation and state a characterization of the well-posedness of the
shooting algorithm, under the additional assumption that the junction times of the different
components of the state constraint do not coincide.

2 Framework

Let n,m, r, s be positive integers with n > m > (r + s). If r and/or s is equal to zero, then
the statements of this paper remain correct if the corresponding terms are deleted. Denote
by U = L>(0,T;R™) (resp. Y := W1>(0,T;R")) the control (resp. state) space. We
consider the following optimal control problem:

(P) min / (u t)dt + o(y(T))

(u,y)EUXY
subject to y(t) = f(u(?),y(t)) for a.a. t €[0,T]; y(0)=1yo
gi(y(t)) <0 forallte[0,T], i=1,...,r
ci(u(t),y(t)) <0 foraa.tel0,T], i=r+1,...,r+s.

The data of the problem are the distributed cost £ : R™ x R®™ — R, final cost ¢ : R® — R,
dynamics f : R™ x R®™ — R", pure state constraint g : R” — R", mixed control-state
constraint ¢ : R™ x R” — R*, (fixed) final time T' > 0, and (fixed) initial condition yo € R™.
We make the following assumptions on the data:

(A0) The mappings ¢, ¢, f, g and c are (at least) of class C? with Lipschitz continuous
second-order derivatives, and the dynamics f is Lipschitz continuous.

(A1) The initial condition satisfies g;(yo) <0 foralli=1,...,r
Throughout the paper it is assumed that assumption (A0) holds.
Notations The space of row vectors is denoted by R™*. We denote by AT the adjoint
operator of a linear operator A or the transpose operator in R™*". Given a measurable
set Z C (0,T), we denote by L°(Z) the Lebesgue space of measurable functions such that

ulls = ([ [u(®)|*dt)** (vesp. |Jullec := supess,ez |u(t)]) for 1 < s < 400 (resp. s = +00)
is finite. Given an open set Z C (0,7), k € N* and 1 < s < 400, the space W#*(Z) denotes
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the Sobolev space of functions having their weak derivatives until order k¥ in L*(Z). The
standard norm of W* is denoted by | - ||x.s. We say that a function is nonpositive, if it
takes values in R_.

The Banach space of vector-valued continuous functions is denoted by C([0,T];R") and
supplied with the product norm [|z]|ec := >_\_, ||2i[|sc. The space of vector-valued Radon
measures, dual space to C([0, T];R"), is denoted by M ([0, T]; R™) and identified with vector-
valued functions of bounded variation (BV') vanishing at 7. The duality product between
C([0,T};R") and M([0,T];R™) is denoted by (n,z) = > ;_, fOT x;dn;. The cones of non-
positive continuous functions and nonnegative Radon measures over [0,7] are denoted re-
spectively by K := C_([0,T];R") and M ([0, T]; R™).

The dual space to L>(0,T), denoted by (L>)*(0,T), is the space of finitely additive
set functions (see [I3, p.258]) letting invariant the sets of zero Lebesgue’s measure. The
duality product over (L*)* and L* is denoted by (A, x), and when A € L!, we have
Ay = fOT A(t)xz(t)dt. The set of vector-valued essentially bounded functions L>°(0,T'; R®)
is supplied with the product topology. The set of essentially bounded functions with value
in R* almost everywhere is denoted by K := L>®(0,T;R?®), and the set of elements A
in (L*)*(0,T;R®) such that (A, x) is nonpositive for all x € L>(0,T;R?®) is denoted by
(L)% (0,T;R?). B

We denote by Bx the unit (open) ball of the Banach space X. By S, int S and 95 we
denote respectively the closure, interior and boundary of the set S. The cardinal of a finite
set J is denoted by |J|. The restriction of a function ¢ defined over [0,T] to a set A C [0, T
is denoted by ¢|4. The indicator function of a set A is denoted by 14. Given a Banach
space X and A C X* the dual space to X, we denote by AL the space of z € X such that
(€,2) =0 for all £ € A. If A is a singleton, then ¢+ := {¢}+. The left and right limits of a
function of bounded variation ¢ over [0, T| are denoted by (7%) := lim;_,,+ ¢(t) and jumps
are denoted by [p(7)] := p(77) — p(77). Fréchet derivatives of f, g;, etc. w.r.t. arguments
u € R™ y € R, etc. are denoted by a subscript, for instance f,(u,y) = D f(u,y),
9iy(y) = Dygi(y). An exception to this rule is that given u € U, we denote by y, the
(unique) solution in Y of the state equation ).

Abstract formulation We denote by J: U — R, G: U — C([0,T;R") and G : U —
L>°(0,T;R®) the cost function J(u) := fOT (u(t), yu(t))dt + ¢(y.(T)) and the constraints
mappings defined by G(u) := ¢g(y,) and G(u) := ¢(u, y,). Recall that the constraints cones
are defined by K = C_([0,T];R") and K = L>°(0,T;R®). The abstract formulation of (P)
(used in section 6 and in the Appendix) is the following:
(P) Znelg J(u), subject to G(u) € K, G(u) € K. (5)
A trajectory (u,y) is an element of U x Y satisfying the state equation (). A feasible
trajectory is one that satisfies the constraints (Bl) and @). We say that a feasible trajectory
(u,y) = (u,yu) is a local solution (weak minimum) of (P), if it minimizes ([Il) over the set of
feasible trajectories (1, §) satisfying ||@ — u||oo < 4, for some ¢ > 0.
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6 J.F. Bonnans & A. Hermant

2.1 Constraint qualification condition
Given a measurable (nonpositive) function z, we denote the contact set by
A(z) = {te[0,T] : =(t) =0} (6)
and, for n € N*,
An(z) = {te[0,T] : a(t) > —%}. (7)

Given a feasible trajectory (u,y), define the sets of active state constraints and active mized
constraints at a.a. time t € [0, T] respectively by:

19(t) = {ie{l,....,r} : gi(y(t)) =0} (8)
Ity == {ie{r+1,....r+s} : t € Ale;(u,9))}, (9)

and let
I(t) := I9(¢) UI(2). (10)

An arc of the trajectory (u,y) is a maximal open interval of positive measure T = (71, 7T2),
such that I(t) is constant, for all ¢ € (71, 72).

For e > 0, n € N* and a.a. t € [0, T], define the set of nearly active state constraints and
nearly active mixzed constraints respectively by:

IIt) = U{I(o); ce(t—¢ct+e)N[0,T]} (11)
It) = {ie{r+1,...;,r+s};teA(ci(uy))} (12)

and the set of nearly active constraints by
I o (t) = I9(t) UI5(1). (13)
The contact sets of the constraints are denoted by

A, = Agi(y)) fori=1,...,r (14)
A; Alci(u,y)) fori=r+1,...,7r+s (15)

and, for § > 0 and n € N*|

AY = {ts dist{t, A(gi(y)} < 8y N (0.T),  i=Ll....r (16)
A = Ay(ei(u,y)), i=r+1,...,r+s. (17)
Orders of the state constraints Leti=1,...,r. If f and g; are C% mappings, we may

define inductively the functions R™ x R™ — R, gl(j)(u, y) = gg;l)(y)f(u, y)forj=1,... ¢,
with ggo) := ¢, if we have gf{j =0forallj=0,...,¢;—1. Then (%-g(y(t)) = g (u(t),y(t)),

and for all j < ¢;, we have that ¢¥)(u,y) = gU)(y). Let ¢; be the smallest number of
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derivations, so that a dependence w.r.t. u appears, i.e. such that gl()q;) % 0. If ¢; is finite,
we say that g; is the order of the component g;. If g; is finite, for all ¢, we define the highest
order Gmag = Mmaxi_, ¢;, and the orders vector ¢ :== (q1,...,q-) € N is the vector of orders
of the constraint g = (g1,...,g,). In all the paper, it is assumed in addition to (A0) that

A0,) Each component of the state constraint g;, ¢ = 1,...,r, is of finite order ¢;, and f and
q
g are (at least) C9mast1,

Note that when the state constraint g; is of order g;, relations such as

. - -
g (wy) = 900" W) () + g0y () fy (), (18)

are satisfied, for all j = 1,...,¢;. This will be useful in some of the proofs.
We assume w.l.o.g. in this paper that u — ¢; ,(u,y) is not identically zero, for all
i=r+1,...,7+s, since otherwise ¢;(u,y) is a pure state constraint. We may interpret

mixed control-state constraints as state constraint of order zero, setting

gi == 0 and gfo)(u,y) = c(u,y), foralli=7r+1,...,7 +s. (19)

Given a subset J C {1,...,r + s}, say J = {i1 < -+ < ix}, define the mapping Gf,q) :
R™ x R" — RV by:

9 (u,y)

G(Jq) (u,y) := , forall (u,y) € R™ x R". (20)

a0 (u,)

By (@), mixed control-state constraints are taken into account in this definition. When
J={1,...,7 + s}, we denote just @) by G? (u,y).
The controllability lemma For x € [1, +00], let

V. = L"(0,T;R™), Z, = WhHe(0,T;R™). (21)

Given a trajectory (u,y) and v € V., we denote by z, the (unique) solution in Z, of the
linearized state equation

4(t) = fulu®), y(@)v(t) + fy(u(®), y(t)z(t) ae. on[0,T], 2(0)=0. (22)

Lemma 2.1. Let (u,y) be a trajectory, and let k € [1,+00]. For all v € V,;, we have that
9iy(y()zu(-) € W3 (0,T) and:

o W©)20) = W), forallj =1 a1, (23)
(0 )=20(0) = 6% (w(0) y (1)) + 6% (w(0) y (1)), (24)
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8 J.F. Bonnans & A. Hermant

Proof. Tt suffices to use the linearized state equation (), the relation (&), and that
ggfyfl)fu = gl(ji =0forall j=1,...,¢; — 1 to obtain @3)-E4) by induction on j. O

Consider the following constraint qualification condition:

there exist v, > 0 and n € N* such that

(25)
vl < G(Iz)n(t))u(u(t),y(t))Tﬁ , for all £ € RI=n®l and a.a. t € [0, 7).
Lemma 2.2. Let (u,y) be a trajectory satisfying (A1) and (Z4). Then for all k € [1,+0o0]
and all § € (0,¢), where € is given in ([Z3), the linear mapping

Ve = Lo Wor(Ad) < [T LE(AY)

(90 W)= Olag), (26)

v = S

(i (u(), y( D) + ciw(ul) y(-))z0 ()

where z, is the unique solution in Zy, of the linearized state equation [24), is onto, and hence
has a bounded right inverse by the open mapping Theorem.

A?)T—Q—lgigr—&-s

Recall that ¢|7 denotes the restriction of the function ¢ to the set Z C (0,T).
Proof. Let ¥ = (Yi)i<i<rt+s € [[j—g W (A9) x H:;er L5(A?). In order to have 9; =
Giy(y)z, on A? for all i = 1,...,r, it is necessary and sufficient by Lemma Bl that, a.e. on
Aé

9% (u, y)o + g% (u, )z = 1 (27)

and that, for every point 7 in the left boundary of A? (note that there exist finitely many
such points),

9 (u(r),y())zo (1) = ¥ (r),  forall j=0,...,q; — L. (28)

The relation 1) with ¢; = 0, gfo) = ¢; and @[150) := 1, must be satisfied as well a.e. on A}
foralli =r+1,...,r+s. Set M(t) := ng)n(t) L(u(t), y(t). By [EH), the matrix M (t)M ()"
is invertible at a.a. ¢, so we may take a.e., if I ,(¢) # 0 (take v(t) = 0 if I ,(¢t) = 0):

o(t) = MOTMEOMOT) Ho(t) = G ) (u(t). y(t)z(1)}, (29)

where z, is the solution of ([22) with v given by [24), and the right-hand side ¢ = (:)ier. .. ()
is as follows. We have @;(t) = ¢;(t) ifi =r+1,...,r+sand t € A7, and ¢;(t) = w(qi)(t) if

K3
i=1,...,rand t € AJ. On A\ A?, ¢; can be chosen equal e.g. to a polynomial function
of order 2¢g; — 1, in order to match, in arbitrary small time € — § > 0, the first ¢; — 1 time
derivatives of g; ,(y)z, with those of #;, i.e. so that [£8) holds for all left endpoint 7 of

A2 O

INRIA



Second-order analysis for optimal control problems with pure and mized state constraints 9

If the control u is continuous (see Prop. Bland assumption (A2)), ([2H) is always satisfied
if the linear independence condition below holds:

there exists v > 0 such that
(30)
vlEl < t) (u(t),y(t))T€|, forall ¢ € RIMI and a.a. t €[0,7],

ie. G;‘éi)yu(u(t),y(t)) is uniformly onto, for all ¢ € [0,7]. This assumption (without the

mixed control-state constraints) was already used in [27].
For J={i1 < ---<ix} C{r+1,...,r+ s}, let us denote
CJ(U, y) = (Cil (U, y)a ey Gy, (U’a y))T

We will also use in Proposition Bl the constraint qualification (BIl) below, weaker than 23,
involving only the mixed control-state constraints:

there exist n € N* and v > 0 such that

. (31)
~|¢] < |cI;(t)7u(u(t)7y(t))T§| for all ¢ € R and a.a. t € [0,T).

2.2 First-order Optimality Condition

Define the classical Hamiltonian and Lagrangian functions of (P), H : R™ x R” x R™ — R
and L : U x M([0,T];R™) x (L*°)*(0,T;R**) — R by:

H(u,y,p) = {lu,y)+pflu,y) (32)
L(u;n, ) = J(u) + (0, G(u)) + (A, G(u)), (33)

for the duality products in the appropriate spaces.
Robinson’s constraint qualification for the abstract problem (B) is as follows:

Je >0, eBoxrs C (G(u),G(u)) + (DG(u), DG(u))UU — K x K. (34)

It is easy to see that under the assumptions of Lemma 22 (B4 holds. Some elements of
proof of the next theorem are recalled in the Appendix (subsection [A22)). The existence and
uniqueness of the multipliers are a consequence of Lemma,

Theorem 2.3. Let (u,y) € U x Y be a a local solution of (P), satisfying (A1), ([34) and
). Then there exist p € BV ([0,T);R™), n € M([0,T);R™) and A € L*°(0,T;R**) such
that

y(t) = flu(t),y(t)) foraa te[0,T] ; y(0)=uyo (35)
T

p(t) = / (H, (u(0), y(0).p(0)) + A(@)ey (u(0), y(0)) }do + / dn(o)gyw(0)  (36)

+ 6y (D)) (37)
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10 J.F. Bonnans & A. Hermant

0 = Hu(u(t),y(t),p(t)) + A(t)cu(u(t),y(t)) for a.a. t €0, T] (38)
T
0 > gi(y(t), dn =0, /0 9i(y(t))dn;(t) = 0, i=1,...,r (39)
T

t=r+1,...,7r+s.

We say that (u,y) is a stationary point of (P), if there exist p € BV([0,T];R™), n €
M([0,T];R™) and X € L*(0,T; R5*) such that (B5)-E) hold.

When the Hamiltonian and the mixed control-state constraints are convex w.r.t. the
control variable (and in particular when assumption () holds), then [BX) and #0) are
equivalent to

u(t) € argmin H(w,y(t),p(t)) for a.a. t € [0,T]. (41)
weR™, c(w,y(t))<0

Here A(t) is the multiplier associated with the constraint (in R™) c(w, y(t)) < 0. We thus

recover in this particular case Pontryagin’s Minimum Principle, see [12, [0, 28].

Assumptions Let the augmented Hamiltonian of order zero HO : R™ xR xR™ xR** — R
be defined by

HO(u,y,p, ) = H(u,y,p) + Ac(u, y). (42)
Given (u,y) a stationary point of (P), we will make the assumptions below:
(A2) The control u is continuous on [0,T], and (strengthened Legendre-Clebsch condition)

there exists o > 0 such that for all ¢ € [0,T],

alv)? < HY (u(t),y(t), p(t), \(t))(v,v) for all v € R™. (43)

(A3) The data of the problem are (at least) C?%me= and the linear independence condition
B0 is satisfied.

Remark 2.4. The only condition () is not enough to ensure the continuity of the control,
as shows the following example:

2
uegncj{g))T)/() {u(®)* = 2u(t)® + (y(t) — Du(t) +1}dt, §(t) =1, y(0)=0,

where the minimizer u jumps from the minimum close to 1 for ¢ = y(¢) < 1 to the minimum
close to —1 for t = y(¢) > 1, although (E3) holds. We will see in Prop. Bl that if (u,y) is a
stationary point such that the Hamiltonian H (-, y(¢), p(t)) is uniformly strongly convex and

INRIA



Second-order analysis for optimal control problems with pure and mized state constraintsll

the mixed control-state constraints are convex w.r.t. the control along the trajectory, which
is equivalent to the condition below (stronger than (E3]))

there exists o > 0 such that for all ¢ € [0,T] and all (4, 5\) € R™ x RY, (1)
alul2 < HO, (i, y(t), p(t), \) (v, v) for all v € R™.

and if (1) holds, then w is continuous on [0,7]. Therefore ) and (EIl) imply that (A2)
holds.

Remark 2.5. In some of the results of section Bl and B assumption #E3J) in (A2) can be
weakened by assuming the uniform positivity of H?, only on a subspace of R™ depending
on the active constraints, namely

there exists a > 0 such that for a.a. ¢ € [0,T],
alv)? < HY, (u(t),y(t),p(t), A(t))(v,v) for all v € R™ satisfying (45)
gl(:ﬁ)(u(t),y(t))v =0 foralli=1,...,7+ s such that ¢ € int A;.

3 First regularity Results

In the scalar case (when both the state constraint g(y) and the control are scalar-valued,
i.e. m = r = 1), and when there is no constraint on the control, the regularity of the control
on the interior of arcs follows from the implicit function Theorem, applied by (A2) to the
relation H,,(u(t),y(t),p(t)) = 0 on the interior of unconstrained arcs (when g(y(¢)) < 0),
and by (A3) to g'@ (u(t),y(t)) = 0 on the interior of boundary arcs (when g(y(t)) = 0).
Knowing that v (and y) are smooth on boundary arcs, we can then differentiate w.r.t. ¢
(in the measure sense) the relation H,(u(t),y(t),p(t)) on boundary arcs, as many times
as necessary, until we express, using (A3), the measure dn as 7o (t)d¢, with 79(t) a smooth
function of (u(t),y(t),p(t)). Therefore we obtain that the state constraint multiplier 7 is
continuously differentiable on the interior of boundary arcs.

Maurer in [27] extended this approach to the particular case when r = m (and s = 0)
(as many control as active state constraints), but this proof has no direct extension to the
case 1 < r < m.

We give in subsection Bl a direct proof of the continuity of the control when (El) and
@I) holds (no constraint regularity for the state constraint is needed), and in subsection
we show higher regularity of the control and the constraints multipliers on the interior
of the arcs of the trajectory. Our proof is based on the use of alternative multipliers (Def.

3.

3.1 Continuity of the control

Proposition 3.1. Let (u,y) be a stationary point of (P).
(i) Assume that [f4)) and &) hold. Then the control u is continuous on [0,T].

RR n° 0123456789



12 J.F. Bonnans & A. Hermant

(ii) Assume that (A2) and [E) hold. Then the multiplier A associated with the mized control-
state constraints and the multipliers n; associated with components g; of the state constraint
of first order (q; = 1) are continuous on [0,T].

In the absence of constraints of order greater than one, point (ii) is well-known, see e.g.
[T4, [15).

Proof of Prop. Bl Assumption ) implies that for each ¢ € [0,7T], the problem HIl) has
a strongly convex cost function and convex constraints, therefore the control u(¢) and the
multiplier A(t) associated with the mixed control-state constraints are the unique solution
and multiplier of ). By [BI) and [ ), classical results on stability analysis in nonlinear
programming (e.g. an easy application of Robinson’s strong regularity theory [35], see also
[18]) shows that there exists a Lipschitz continuous function Y : R™ x R™ — R™ x R® such
that (u(t), A(t)) = Y(y(t),p(t)), for a.a. t € [0,T]. Since the composition of a Lipschitz
continuous function with a function of bounded variation is a function of bounded variation,
it follows that u and A\ are of bounded variation, and hence have a right- and a left limit

everywhere.
Let t € [0,T]. Denote respectively by vt and u™ the right- and left limits of u at time
t. Set [u] :=ut —u~ and for o € [0,1], u := out + (1 — o)u~. We use similar notations

for A and p. By the costate equation (BH), p has at most countably many jumps, of type
Pl =pt —p~ == vigiy(y(t)), with v; = [n;(t)] > 0. (46)

Recall that HY denotes the augmented Hamiltonian of order zero (E). It follows from (B
that
0 = H)(u",y,p" A7) — H)(u,y,p~ A7)

/ (O (w5, 2l + [p] ful® ) + New(u”, y)}do

Using (@) and observing that, by definition of the order of the state constraint, g; , fu = gl(lu)

equals zero if ¢; > 1, we obtain that
1 1
| 80 e 2l / > viglw o~ [ Weu(u p)do. a7
0 i1 0

NOtiCing that ng(uga yvpoa /\0) = O'ng(ugv yap+a A+> + (1 - U)ng(u’oa yvp_v )\_) and tak-
ing the scalar product of both sides of Q) by [u], we get using hypothesis @) that

A < 3 wilg (w.y)] - Nle(u, y)). (48)

’L:qizl

If v; > 0, then g;(y(t)) = 0, and hence [gl(l)(u,y)] < 0 since ¢ is a local maximum of g;(y).
By @), A*(¢) belongs to the normal cone to R® at point c(u*(t),y(t)). By monotonicity
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of the normal cone, we obtain that [A][c(u,y)] > 0. Therefore, the right-hand side in [{J) is
nonpositive, implying that [u] = 0, i.e. w is continuous at ¢. This shows (i).

Since [u] = 0, the right-hand side of ) equals zero. By (B, the vectors (gl(lu) (u,y)) for
ieIt)yN{i:q =1} and ¢; ,(u,y) for i € I°(t) are jointly linearly independent. It follows
that [A] = 0 and v; = 0, for all i corresponding to first-order state-constraint components.
This achieves the proof of (ii). O

Remark 3.2. For point (ii) in Prop. B it is sufficient to have the linear independence
condition () for mixed control-state constraints and first-order components of the state
constraint only.

3.2 Higher Regularity on interior of arcs

We recall that an arc of the trajectory (u,y) is a maximal open interval of positive measure
with a constant set of active constraints (), and that mixed control-state constraints are
considered as state constraint of order zero by ().

Definition 3.3. Let (u,y) be a stationary point of (P), and (71, 72) an arc of the trajectory,
with constant set of active constraints I(t) = J C {1,...,7 + s}, for all t € (71, 72). The
alternative multipliers on (71, 72) are as follows. Define the functions n] for i =1,...,r +s
and j=1,...,q;if it <r, j=0if ¢ > r, by

n}(t) = —/dm(a):Cst—m(t), ied, i<r,

wt) = [n o) J=2%eqnicd i<r )
n(t) = 0, j=1,..,q, ie{l,...,r}\J

@) = Xit), ied, Q>

We denote here by C'st an arbitrary integration constant. The alternative multipliers (p?, n?)
are defined by n? := (n{',..., 7% ) and

P(1) ) - 3> w0 o). (50)
=1 j=1
The alternative Hamiltonian of order ¢ H? : R™ x R™ x R™ x R™ — R is defined by:

r+s
H(u,y,p%,n?) == H(u,y,p?) + n°G (u,y) = H(u,y,p?) + an‘gfq' (51)

Lemma 3.4. Let (u,y) be a stationary point of (P), with multipliers (p,n,A). Then on
the interior of each arc (11,72) of the trajectory, with a constant set of active constraints
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14 J.F. Bonnans & A. Hermant

Ity=J c{1,...,r+ s} on (11,72), the following holds, with the alternative multipliers of
Def. [Z3, for all t € (11,72):

=pI(t) = Hj(u(t),y(t),p?(t),n?(t)) (52)
H(-y(t),p2(t),n"(t)) = HO(y(t),p(t), \(t)) (53)
and for alli=1,...,7r+ s:
g () y(t) = 0, Qe (54)
ni(t) = 0, Qg (55)

Remark 3.5. A trivial consequence of (B), is that u minimizes H(-,y(t), p(t), A(t)) iff it
minimizes H(-,y(t), p?(t),n%(t)), and in particular, by B8], a stationary point satisfies

0= Hy(u(t),y(t),p?(t), n(t)). (56)

Proof. For the sake of completeness of the paper, let us recall the proof, due to Maurer in [27]
when there is no mixed control-state constraints. Relation (Bdl) follows from differentiation
w.r.t. t € (11, 72) of the relation ¢;(y(t)) =0, for i € J, i < r and ([&3) follows from definition
@@). By definition of the constraint order ¢;, the function ¢¥) (u,y) does not depend on u,
forall j=1,...,¢;—1and i =1,...,r, and hence, for all u € R™, we have:

HO%a,y,p,N) = HO%a,y,p0 A+ (p—p?)f(a,y)

HO(a,y,p?, \) + Yy S0 il g (1, )
= HI(a,y,p?,n?) + F(t),

where
T qi— 1

F(t):=Y" 3" (g (y(t)

i=1 j=1

does not depend on @. For all i =1,...,r, if i € J, then g(J)( (t)) =0, and if ¢ ¢ J, then
n! (t) = 0 by ). Consequently, F(t) = 07 which proves (B3).
We show now (B2). Using (Bl) and that i/ = —n/ ", for j = 2,...,q;, i <7, we have:

—dp? = —dp+z{2nfg§fwl flusy)dt Z” Loy W)t = dmigiy )} (57)

=1 j=1
Since
r r+s
—dp = Hy(u,y,p")dt + (p — p?) fy (u,p)dt + > dmigiy(y) + > Niciy(u,y)dt
i=1 i=r+1
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substituting p — p? into (Bd) using (BI), we obtain:

r+s
—dp? = Hy(u,y,p")dt + > 0290 (u, )t
1=r+1
+ Z{Zm 9> W) fy(wy) + 970 () Zﬁ "o ()}t
=1 j=1
Using (), it follows that
r+s
—dp? = Hy(u,y,p))dt + > 0% g\% (u,y)dt,
=1
which shows (B2) and achieves the proof. O

Proposition 3.6. Assume that the data are (at least) C?3ma=. Let (u,y) be a stationary
point of (P), with multipliers (p,n,\), and let (11,72) C [0,T] be such that I(t) is constant

n (11, 72), u s continuous on (11,72), and [fJ) and (3) are satisfied on (11,72). Then on
(11,72), u is CImas g js CdmastL g OV X is CIma= and the state constraint multiplier n;
is Cdmac =Gt foralli=1,...,7.

Proof. Denote by J C {1,...,7+s} the constant set of active constraints I(t) for ¢ € (71, 72).
The Jacobian w.r.t. u and (n{);c; of the equations (B) and (B4)), the latter being rewritten

as G (u(t), y(t)) = 0, is given by

Huu(,y,p%) + Yoy g8 (wy) 69, ()T ) (58)
G4, (u,y) 0

By E&3),

Hay(uyy.p%) + > 0l gl%) (uy) = HE, (u,y,p%0%) = HO, (1,5, p, \)
ieJ

is positive definite on Ker G4 (u,y) by @J), and by @), G ,(u,y) is onto. Since by
assumption u is continuous, by (B) and (BH), we deduce that (n]");cs is also continuous.
Thus we can apply the implicit function Theorem to express u and (7] );cs as C%ma= implicit
functions of (y, p?). Since (y, p?) is solution of a C%ma=—1 differential equation system (H) and
B2), we deduce that (y,p?,u,nf), i € J, are C?e= on (11,72). By ([BH), the components
n¥ for i ¢ J being equal to zero on (71,7) are also trivially C9e= on (71,72). Finally,
recall that the classical multipliers 7; and p are related to the alternative ones by [Ed), i.e.
ni(t) = (— 1)‘11 dd:q' —n%(t), and B0). It follows that each component n; is Cmaz=%+1 for
i<r, A =1 is CImes foralli=r+1,...,7r+s, and p is C!, locally on (71, 72). O
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16 J.F. Bonnans & A. Hermant

4 Local Exact Linearization of the “constraint dynam-
ics”

We first give in subsection Bl a result of “local invariance” of stationary points by a local
change of coordinates and nonlinear feedback. We use this result in subsection to show
that under assumption (A3), we can locally “linearize the constraints dynamics”, and we
will use this “normal form” of the system in the proof of the junctions conditions results in
Prop. For that, a technical lemma given in subsection is needed, which will also be
used in the proof of Prop.

4.1 Local invariance of stationary points by change of coordinates

Definition 4.1. Let (u,y) be a trajectory, and ¢y € (0,7). A couple of mappings (¢,?) is a
C* local change of state variables and nonlinear feedback at time tg, if there exist § > 0 and
an open neighborhood V,, x V,, in R™ x R™ of {(u(t),y(t)) ; t € (to —9d,to+ )}, such that ¢ :
V, — ¢(V,)) =: V, is a diffeomorphism of class C* in R™, and v : V,, x V,, — 9(V,, x V) =: V,
is a C* mapping such that (-, y) : Vi, — V, is a C* diffeomorphism in R™, for each y in
Vy. That is, for all (u,y,v,z) € Vi, x V,; x V,, x V,, we have:

2=0y) & y=0¢() ;i  v=vuy) & u=19(@,2)
and the inverse mappings ¢ and 1) are C* over V, and V,, x V., respectively.

Lemma 4.2 (Invariance of stationarity equations). Let (u,y) be a trajectory, andto € (0,T).
Let (¢,1) be a local change of state variable and nonlinear feedback at time to, with 6 > 0
as in Def. 4} Then (u,y) satisfies with multipliers (p,m, \) the stationarity equations

3)-(34) and (38)-{Q) locally on (to — d,to + 0), iff (v, 2, m) defined on (to — J,to + ) by

2(t) = o(y(t) 5 w(t) = v(u),y®t) 5 w(t) = pt)e, (y(t)) (59)
satisfies on (tog — d,to + 0):
£(t) f( (1), z(t)) (60)
—dr(t) = Ho(u(t), 2(), w(£)dt + dn(t)g=(2(1)) + AD)ez (v(t), 2(1))dt (61)
0 = Hy(v(t), 2(t), 7(t)) + AMt)eu (v(t), 2(t)  a.e. (62)
gE) <0 5 odp =0 5 [0 dn()a(=(t) = 0; (63)
e(o(t), 2(t)) < 0: A(t) >0 ae. ; t?j;)\(t)é(v(t),z(t))dt:O; (64)

with the new dynamics, integral cost function, and state and mized constraints given by

fo.2) = 6y(8(2)f(@(v,2),6(2)) (65)
l(v,2) = U(v,2),4(2)) (66)
9(z) = g(é(2)) (67)
&(v,2) = c(P(v,2),6(2)). (68)
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In addition, the augmented Hamiltonian of order 0 and the time derivatives of the state

constraint (all components supposed to be of finite order q;, i = 1,...,1), are invariant, i.e.,
on V, x Vy,:
H(v,z,m,A) = H(v,2,7m) + (v, 2) = {(v,2) +7f(v,2) + Aé(v, 2)
= H( ( 2), §(2), 1y ($(2)), N); (69)
i) = >( (), forallj=1,...,¢—1, i=1,..r (70)
S0 = GG, i=1er (71)

Proof. Assume that (y,u,p,n, \) satisfies (BH)-@0) and B)-ED) for ¢t € (to — J,to +J), and
let us show that (v, z, 7,71, A) satisfies (B0)-(G2l) on (to — J,tp + 6). The converse is proved

similarly by symmetry. By [&9), (68) and (6d)-(@X), this is obvious that (G0), (E3) and (G4
follows from [BH) and (B3)-E). Moreover, we have:

H)(v,2,m,0) = Du{l(dh(v,2),6(2)) + 16y (6(2)) f (1 (v, 2), 6(2)) + Ac((v, 2), 6(2))}
= H,(¥(v,2),6(2),0,\) %o (v, 2).
Since 1), is invertible, this gives (GJ). It remains to check the costate equation. We have
HY(v,z,mA) = H)($(v, 2), (2), p, V= (v, 2) + Hy (¥(v, 2), $(2), p, N) = (2)
+ Thyy (3(2))(9:(2), [ (¥(v, 2), 8(2))).-
By definition of 7 in (E9)), we have:

dp(t) = d{n(t)y (6(:(1))} S
dr(£), (D(=(0)) + 7(0)6 (6(2) ({0, 2), 6(2)dt

Since ¢, (¢(2))¢.(2) = 14, using @), @) and BF) on (ty — §,to + ), we obtain:

—dr(t) = —dp(t)g:(2) + m(t)dyy (6(2))(f (P (v, 2), d(2)), b2(2))dt
= .[;TZO(U,%?T,)\)dtﬁ-dngy(é(z))éz(z) = ﬁg(v,z,m)\)dt—&—dngz(z),

(72)

which gives ([fll). From (BH) and (@), by induction for j =1,...,¢;, we obtain

A(J)( (J 1)(

v,2) =
2(2)6y (B(2) f (9 (v, 2), 6(2))
F@(v,2),8(2)) = 97 (v, 2),6(2)),

which shows ([[l)-([l) and achieves the proof. O

z)f (v, z)
%L“(w> (
= g7 (e(2)

)
)

Remark 4.3. With the notations and assumptions of Lemma EE2, we have

Hp,(0,2,mA) = Hy, (4,0, 0) (0 (v, 2), §0 (0, 2)) + Hy(u, 9,9, 0) oo (v, 2) (73)
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and, for J C {1,...,r + s}, defining Gflq)(v,z) = (giqi)(v,z))‘ g with still ¢; := 0 and
1€
ggo) =¢ fori=r+1,...,7+ s, we obtain by ([I):

G (u(t), 2(8) = G5 (ult), y(1))bo (v(2), =(t)).

Since H?(u,y,p,\) = 0 at a stationary point, and 1, (v, z) is invertible over V, x V., we
obtain that if (u, y) is a stationary point, then assumptions () (or X)) and @) are locally
invariant by local change of coordinate and nonlinear feedback (but of course, with possibly
different positive constants « and 7).

4.2 The Linear Independence Lemma

Given J C {1,...,r}, we denote by |qs| :=_,c ;¢ and |q| := >_/_, ¢;. Define the mapping
I'; : R* — Rl that with y associates the “J” state constraints and their time derivative
depending on y only, by:

i, (y)

()
Fj(y) = R J = {il <o < is}. (74)
9i.(y)

15;1

g ()
Lemma 4.4. Let § € R™ and J C {1,...,r}. Assume that there exists w € R™ such that
GL(]q)L(uA}, ) has full rank |J|. Then the matriz T 5, (g) has full rank, equals to |qs|.

The above result is well-known in the case when the dynamics and the constraints are
linear, but since we were not able to find a reference for it in the general nonlinear case, we
give a proof below, which uses the relations ([{@) established in [27].

Proof. For 7 € (0,T) and small 6§ > 0, consider the solution y of the state equation y(¢) =
fu(t),y(t)) over (r — 8,7 + 6), with y(7) = g and w : (7 — §,7 + ) — R™ is here any
C%me= function such that u(r) = @. For k = 1,..., ¢maes — 1, define the mappings Ay :
(1 —0,7+0) = R"™™ hy:

{ Ao(t) = fu(u(t)7y(t)) . (75)
Ap(t) = fy(u(t),y(£) Ap—1(t) = Ap—1(t) 1<k < Gmax — 1.
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The proof of the lemma is based on the following relations, due to [27]. For allt € (7—§, 7+4)
and ¢ =1,...,7, we have:

9GO A =0 fork,j>0, k+j<q -2 -
9y W) Ag—jma () = 9% (u(t),y(8)  for0<j<qi—1.
For the sake of completeness of the paper, let us recall how to prove ([[Hl). We first show
that for all j =0,...,q; — 1, the following assertion
9N AE) =0 Yte (r—6,7+0) (77)
implies that
9y " (), y(O) A () = gy W) Apna () Ve (=57 +0). (78)
Indeed, by derivation of ([{Z) w.r.t. time, we get using ([IJ)

0

Il
Q

D) (wm) A + g7) (1) A
(

) f () Ak + 97 (fy (s y) A — Agia)
J+1)(

Il
o

Uu y)Ak _gzy( )Ak+l

This gives ([[8). We also have that ¢\ (u,y) = gZ(Jy W) fulu,y) = gl(jyf )(y)Ag for j =

R

1,...,¢q. Since gl(j) =0 for j < ¢q; — 1, it follows that giﬁAo =0forj=0,...,q; — 2. By

U

&), we deduce that g(j)Al =0 for j =0,...,¢; — 3. By induction, this proves the first

equation in ([G)). Since 91 DAy =0= glql DAy = = GiyAg,—2, by ([[8) we obtain
gl(‘i;) = gf‘z‘ DAy = g(‘Z»*2)A1 = ¢i.yAq;—1, which proves the second equatlon in (I74).
Assume w.l.o.g. thatJ—{l L'}, with ' < r; and that ¢; > g2 > -+ > ¢ > 1.

Consider the matrix
K@) = ( Ag—1(t) ... Ai(t) Ao(t) ) e R ™M, (79)
and form the product matrix
P(t) = Tyy(y(t)K(t) € RIoPma, (80)

Let g; :== Z;:1 qi, and for i = 1,...,7, denote by P;(t) € R%*™% the submatrix formed by
the rows ¢;—1 + 1 to ¢; of P(t). By (@), we have

* 9 (u(t), y(1) ... 0
Pi(t) = * : " : . (81)
((’ij) * c G (u(t),y(t))

RR n° 0123456789



20 J.F. Bonnans & A. Hermant

Let us show that P(7) has full rank |¢;|. For that consider a linear combination of the
rows ¢; of P(7), leq:ﬁ\ Bit; = 0. By ), only the rows of P(r) for j = ¢;, i = 1,...,7,
have a contribution to the last m components of leq:"ll Bjl;. 1t is easily seen that these last

m components are a linear combination of the rows of foi(u(r), y(7)), with coefficients 33, .

Since u(7) = W and GL(]q)L(m y(7)) has full rank by hypothesis, it follows that G4, = 0 for all
i=1,...,7". Repeating the same argument, we obtain that ; =0 forall j =1,...,|gs|, i.e.
the product matrix P(t) has rank |¢;|. Therefore, the matrix I'j,(y(7)) has rank |¢;|. O

Corollary 4.5. Let a trajectory (u,y) satisfy {3). Then the matriz Uro(y,,(y(t)) has full
rank, equals to |qro|, for allt € [0,T] (and consequently, Ziel_q(t) g <n).

4.3 “Normal form”

Lemma 4.6. Let (u,y) be a trajectory and to € (0,T) such that u is continuous at to.
Assume that f,g are (at least) C?Imae | that (@) holds at t = to, and w.l.o.g. that I(tg) =
{1,....,7}U{r+1,...,r+s'} =: J. Then there exists a CT= local change of variable and
nonlinear feedback (¢,1)), such that, with the notations of Lemma -3 the new dynamics f
writes, with ¢; := Z;:1 q (and go =0):

2@i—1+1(t) = Ztii—1+2(t)
. i=1,...,7
f-1(t) = z(1) (82)
Z5.(t) = wi(t)
in(t) = f(u(t),2(t)),
where zn and fN denote components |qj| +1,...,n of z and f, and the state and mixed
constraints g and ¢ are given by:
Ql(z(t)) = Zq,i71+1(t) S 07 1= 1,...,7’/ (83)
éz(v(t)az(t)) = 'UifrJrT’(t) < Ou i:T+l,...,T+S/. (84)

Under this change of coordinates, the active state constraints §; and their time derivatives
until order g; are linear, and the active mixed control-constraints ¢; are linear as well, and
depend only on the control.

Proof. By Coro. EEH, the Jacobian I'j,(y(to)) has full-rank, equal to |g¢s|, and since y is

continuous at ¢, there exist § > 0 and a diffeomorphism ¢ defined over an open neighborhood

V, in R™ of {y(t); t € (to — d,t0 + 9)}, such that ¢ (y) =T s(y)|x, for all k =1,...,|¢s|.
By (B0), there exists then an open neighborhood V,, of u(tg) in R™, such that all u € V,

can be partitioned in u = (ug,uy) € R” 5 x R~ =% and GS’{ZLG (u(to),y(to)) is invertible
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(note that |J| =1’ + s’). Consequently, reducing V,, if necessary, the mapping

9\ (u, y)

g\ (u, )

Y(yy) @ u cry1(u, y) (85)

Cr+s’ (u7 y)
uy

has an invertible Jacobian ¢, (u,y), for all (u,y) € Vi, x V,,. Since by assumption, u is
continuous at tg, reducing ¢ if necessary, V,, is a neighborhood of {u(t); t € (to —d,t0+9)}.

Therefore, (¢,1) is a C9ma= local change of state variables and nonlinear feedback, so
Lemma applies, and formulae ([BH) and 7)-([GR) gives the expressions ([B2) and B3)-

ED). O

5 Junctions Conditions Analysis

In Prop. B it was shown that when assumptions (A2) and (A3) hold, the control and
multipliers are smooth on the interior of the arcs of the trajectory. In this section we study
the regularity of the control and multipliers at the junction between two arcs.

5.1 Junction points

The set of junction points (or junction times) of constraint ¢ = 1,...,7+ s, is defined as the
endpoints in (0,7 of the contact set A; and is denoted by 7% := dA,;.

A boundary (resp. interior) arc of component g; is a maximal open interval of positive
measure Z; C [0,T], such that g;(y(t)) = 0 (resp. g:(y(t)) < 0) for all t € Z;. If (72,,,72,) is
a boundary arc of g;, then 7/, and 7! are called respectively entry and erit point (or time)
of the constraint g;. A touch point 7/, in (0,T) is an isolated contact point for constraint g;
(endpoint of two interior arcs). Similar definitions of boundary and interior arcs, entry, exit
and touch points for the mixed control-state constraints ¢;, i =r + 1,...,r + s, hold. Thus
entry, exit and touch points are by definition junction points.

Definition 5.1. We say that a junction point 7 is regular, if it is endpoint of two arcs.

By the above definition, a cluster point of junction times is not a regular junction time.
The (disjoint and possibly empty) sets of reqular entry, exit and touch points of constraint
gi and ¢; will be respectively denoted by 7., 7., and 7.},. Thus 7°* D> 7}, U7}, U7, with

equality for all i = 1,...,r + s iff all the junction points are regular (equivalently, iff 7; is
finite for all i = 1,... 7+ s). The set of all junctions times of the trajectory (u,y) will be
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denoted by 7, with

r+s
T:=J7T" (86)
i=1
Definition 5.2. A touch point 7/, € ;. of the state constraint g;, for i = 1,...,r, is said to

be essential, if it belongs to the support of the multiplier 7;, that is if [n;(77,)] > 0.

In other words, a touch point is essential, if strict complementarity locally holds at
that touch point. Otherwise, it is said nonessential. The set of essential (resp. nonessential)
touch points for constraint i will be denoted by 7,5°** (resp. 7,5"*). For mixed control-state
constraints, since A € L, we will say by extension that touch points of mixed control-state
constraints are always nonessential. The regularity of u, n, A given in Prop. Bflis not affected
by the presence of nonessential touch points.

Recall now the alternative multipliers in subsection B2 Let 7 be a regular junction time,
i.e. 7 is the right and left endpoint of two arcs, (71, 7) and (7, 72), with constant set of active
constraints J; and Ja, respectively. Note that J; U Jy C I(7), the inclusion being strict iff
7 is a touch point for at least one of the constraint. The multipliers n] for j = 1,...,¢;
and i = 1,...,7 being defined in (@) up to a polynomial function of order j on each arc
(11,7) and (7, 72), their jump at 7 are well-defined. According to (B) and B8], it holds,
with v2 := [n;(7)] > 0:

-3 Zm 197 (y(7))

iel(r) j=1 (87)
= N AW+ ()i y +Zm Ng M (y(n))}-

i€l(T)

[p?(7)]

5.2 Junction conditions

We say that a function u € L*(0,T;R™) is continuous until order k > 0 at point 7 € (0,T),
if u and its time derivatives 4, . .., u®) are continuous at 7. We say that u is discontinuous
at order k' > 1 at point 7, if u is continuous until order ¥’ — 1 and if the time derivative u(*")
of order k' is discontinuous at 7. This integer k&’ will be called the order of discontinuity of
the control. If w is not continuous at 7 (resp. if u is C*° at 7), we say that u has order of
discontinuity 0 (resp. 00).

The next theorem is an extension of the junction conditions results of Jacobson, Lele
and Speyer [I7] to the case of a vector-valued state constraint and control. Let us recall
their result. Given an optimal control problem with a scalar control u(t) € R and a scalar
state constraint g(y(t)) <0, if (u,y) is a stationary point satisfying assumptions (A2)-(A3),
then the time derivatives of u are continuous at a regular junction point until an order that
depends on the order g of the (scalar) state constraint, and on the nature of the junction
point (regular entry/exit points versus essential touch points). More precisely, for constraints
of first order, u is continuous at entry/exit points, and essential touch points cannot occur

INRIA



Second-order analysis for optimal control problems with pure and mized state constraints23

(see Prop. BKii)). For constraints of even order ¢ > 2, u is continuous until order g — 2 at
regular entry/exit points and essential touch points. For constraints of odd order ¢ > 3, u
is continuous until order g — 1 at regular entry/exit points and until order ¢ — 2 at essential
touch points. The result is illustrated in figure [l below. The junction condition result for
mixed control-constraints (¢ = 0) were added.

entry/exit points | ess. touch points

ol |h|lw|N |k O |=R
N
‘H

Figure 1: Order of continuity of the control at a regular junction point, in function of the order of the
constraint ¢ and the nature of the junction point (in the scalar case).

When studying the second-order necessary condition (see section [), we have to compute
the expression ([[I9) at junction points 7. To this end, we use Taylor expansions of the
nominator and denominator in the neighborhood of 7, and for this we need to know the order
of discontinuity of the function g¢;(y(t)) at regular entry/exit points. Since %gi(y(t)) =
ggqi)(u(t), y(t)), we see that the order of discontinuity of g;(y(t)) is at least ¢; plus the order
of discontinuity of the control.

Proposition 5.3. Assume that the data are (at least) C?%ma=. Let (u,y) be a stationary
point of (P), and let T € (0,T) be a reqular junction point. Assume that u is continuous at
T and that ) and (ED) are satisfied at t = 7. Let

gr i=min{g; ; T €T, UT, UT™, icI(r)}. (88)

o

(i) If g > 3, then the control is continuous at T until order q, — 2.
(i) If in addition, the following holds:

- is 0dd, and for all i such that ¢; = ¢y and 7€ T*\ T2,

. Lo ; ; (89)
T 4s an entry or exit point, i.e. T € T} UT},

then the control is continuous at T until order q, — 1.
The alternative multipliers ' for alli=1,...,r+s such that T € int A; are continuous
at T until the same order as the control. In particular,

(i) If g > 3, vi=ni(r)]=0 forallie I(t) such that ¢; < g, (90)
(ii") If 83) holds, vi=[ni(7)]=0 for alli€ I(1) such that q; < qr. (91)
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Remark 5.4. If g, = 1, then () always holds since components of first order of the state
constraint have no essential touch points by Prop. BIKii). It follows then from Prop. Bl
that point (i’) (resp. (ii’)) of Prop. hold true when ¢, = 2 (resp. ¢, = 1).

Proof. Let 7 € T be such that ¢, > 2. Assume w.l.o.g. that
I(r)={1,....,7"yu{r+1,...,r+s'} = J, 1<q <...< g (92)

We will use the local invariance of stationary points of Lemma for the particular choice
of (¢,1) given in Lemma EL6 and write the optimality conditions in these variables (v, 2).
Since u(t) = U(v(t), 2(t)), ¥ is Cme= and U, (v(t),z(t)) is invertible in the neighborhood
of 7, the continuity of u, ...,ul) for j < gmae is equivalent to the continuity of v,...,v{).
Assume w.l.o.g. that § > 0 is so small that 7 N (7 — §,7 + §) = {7}. Define

Tk ::Card{iEI(T); lﬁqlﬁk}, OSkSQmaza To = 0.
Then rg,,,, = 7', and the useful relation below holds, for all 1 <i <7 and 1 <k < g),,,:
re_1 <i<r, iff ¢ =k. (93)

Denote the nonlinear part of the Hamiltonian by:

n

L(z,v,7n) = (v, 2) + Z T fr(v,2) = U(v,2) + nn fn (v, 2),
k=lqs|+1

where, similarly to yn and fN, we denote by my the last n —|gs| components of 7, and still
denote G; := Y ;_, q for i = 0,...,r". Then (v, z) is solution on (7 — J,7 + §) of the state
equation ([B2), and, since

éf]q)(v7z) = (Ula sy Upry Uprp 1, - - 'aUT/-i-S’)Ta

the alternative costate and control equations (recall Lemma B4 and Rem. BH) satisfied on
(t —0,7)U (1,7 4 ) are respectively given by:

_ﬁgi,lJrl(t) = ézqi,1+1(v(t)vZ(t)’ﬂ-?\/(t))

g _a2() = Lz o (0(8),2(0), 7% (1) + 7g 4 (2) i1 (04)
=7l (t) = L, (0(t), 2(t), 7 (1)) + 7,1 (1)
—ih(t) = Lay(0(t), 2(t), 7% (1); (95)
0 = B ()27 (0) + 7LE) + ), i=1,.,r (96)
0 = fjvi(v(t)7z(t)77r]qv(t)) + ngrurr(t)a i=7"+1, s (97)
0 = Loy (o(t), 2(t), 7% (1)), (98)
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where vy denotes the remaining m — r’ — s’ components of the control. Since gf;l)(z) is
the (G;—1 + j)-th basis vector, by (&), the jump of each component of 7¢ satisfies, using
that ;1 +1 =1 if i < rq:

[md (1) + [ni(r)] = —vi =0 i=1,...,m
[rd (D] +hi(r)] = v <0 i=ri+1,...,7
(99)
[1(111 1+J(T)] [77 (T)] = 0, j=2,...,q¢, i:T1+17...,TI
[*x(T)] = 0.

We recall that here, vi = [;(7)] > 0 and by Prop. BIii), v2 = 0 if ¢; = 1, i.e. if i <7y by

By Prop. B8, the control and state constraint alternative multiplier ¢ are C'%"* on
interiors of arcs, therefore we may define over (7 — 6,7) U (7,7 + 8) the functions a? for
1=1,....,7 +s and 7=0,..., ¢naz by:

al(t) = L, (u(t), 2(t), 7% (1)),
{ Ty = —Lal(t) + La,  (w(t), 2(t), 7% (1), 0<j<q -1
j+1(t) = _%az(t)7 q; S.] S dmax-

After j derivations of row ¢ of (@) and @), 1 < j < ¢mnax, We obtain using (@) that the
following holds, on (7 — 6, 7) U (7,7 4+ 9):

0 = al(t)+md ;) +nt7(t), 1<j<q-1,i=1,..7, (100)
0 = al(t)+ (D" Inf 1), ¢ <j<dmas i=1,...,7, (101)
0 = al(®)+ ()07 (), 1<5<qman, i=1"+1,....0" +5. (102)

Here, for all i € J, we define for ¢; —j <0, ndil = (—1)% éi;- ni(t). We have, by definition
of the functions a, for all 1 < j < gimqs and i =1,...,7" + ¢/, with (@4)-(@3),

al(t) = (=1 Ly (v(t), 2(8), 7% ()09 (1)

. (103)

+ a continuous function of (v~ (¢), ..., v(t), 2(t), 7% (t)).
This implies in particular that if v,...,vU =1 are continuous at 7, then the jump of a! at
time 7 is given by

[al(1)] = (=1) L (v(t), 2(8), 7% (1)) [0 (7).
Similarly, by derivations of ([@8), we obtain, for all 1 < j < gmaa:
0 = (=1)Lyyo(v(t), 2(t), 7% (£)oD (¢
(=1 Lo (0(0),2(0) 7 ()00 o

+ a continuous function of (v~ (1), ... v(t), 2(t), 7% (t)).
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Let us show now that the time derivatives of the control v are continuous until order
¢r — 2. By assumption, v is continuous at 7. By induction, assume that v, ... v~ are
continuous at 7, for j < ¢, — 2. Taking the jump at 7 in ([O0)- @) and [I04), we obtain,
fori=1,...,7" + s (recall that by (@), : <r; iff 1 <¢; <j):

0 = (=17 Lo (v(r), 2(r), 7k ()W (1] + (=)= [ (7)), i <7y
0= (=1) Lo,o(v(r), (), 7 (1)) D ()] + [7g, _; (D] + [f (7)), vy < i <o’
0=(=1) ), 2(7), 7% (DD ()] + (1) [ 2y, (D], >0

0= (=1 Luyo(v(7), 2(7), 7 (1) [0 (7)].

We denote in the sequel by vg41.; the subvector of components k+1,...,1 of v. Recall that
by(m) ¢—j=1if r; <i<rjpq,and ¢ —j > 1iff ¢ > rj;1. Using @), and that

(105)

1)L W,(v(T ,z2(T

Lyy = Hm), equations ([IH) become:
{U@J (7')} (=1)s 1 %~ (7)]
O 1, (7) (—1)ip
AS,(u(r), 2(7), 70 () | [0 ) | = 0 . (106)
v () — [0 (7)]
Ugls’ﬂ:m(ﬂ 0

By remark B3 H?, (v ( ),z(T),wq(T)) satisfies ([EH) for some positive constant «o’. Since
[v@ ()] is such that 99 (u(r), 2(1) [P ()] = [0 (r)] = 0 for all i = 1,...,7” such that
U (r

T € int A;, and g(ql (v(1), ()9 (1)] = [’Ug_)r/_r(T)] =0foralli=7r+1,...,7+ s  such
that 7 € int A,, it follows that

NP (] < WO @A, (u(r), 2(7), 7 (1) [P (7). (107)
For all j < g, — 1, by definition of ¢,, we have 7 € int A;, for all ¢ = 1,...,r; and hence,
[Uij)(T)] =0foralli=1,...,r;. Since g > 0, we have for the same reason [v(j)( )] =0 for
alli=r"4+1,...,r" + 5. Therefore ([[@8) writes
0 (=1) [~ ()]
0 s (7) (—1)ppitimin
AS,(u(r), 2(7), 7% (0) | [0 ()| | = 0 . (108)
0 - [ni_—Jr’+r (T)]
(J) (r )}
r '+s'+1:m O
For j < ¢ — 2, we also have 7 € int A;, for all 4 < r;;1, and hence [vg)Jrl:THl(T)] = 0.

Multiplying on the left [[R) by [v17)(7)]T, we obtain that the product with the right-hand
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side is zero, and therefore [v@) (7)]T HO, (v(7), z(1), 7(7))[v¥) (7)] = 0. From ([ID) it follows
that v\9) is continuous at 7, and the right-hand side in ([[8) is equal to zero. This implies
that the alternative multipliers nf* are C7 at 7, and the second row of ([@) is satisfied with
equality, that is v2 = 0, for all i = 1,...,7541, i.e. such that ¢ < j+1 < ¢ —1 and
7 € int A;. By induction, we proved that v, ...,v =2 are continuous. This shows (i) and
().

Let now j = ¢, — 1. Assume that [B9) holds, i.e. ¢, is odd, and attained at entry/exit
points. Then we have, near the boundary arc, due to the continuity of v,, ... ,v5q772) va
ishing at entry/exit on boundary arc, for all i =7y, _1 +1,...,7rg.:

.

n-

t — 7)1 _
Zq'i—1+1(t) = ﬁvl@r 1)(Ti) + O((t - T)QqT) < 07

from which we deduce that [vl(qTfl)(T)] < 0 at both entry and exit times. We still have

[UiqT?l)(T)] =0fori<r,_ijandfori=1"+1,...,7 +¢, since ¢; < ¢, — 1 implies that we

are on the interior of a boundary arc for constraint i. Since v, ...,v(? =2 are continuous,
([R) holds for j = ¢, — 1, hence we obtain by () and (@), since vy " > 0
0 < [ V@E)ITH, (0(7), 2(7), 7 (7)) [0V (7)]
< (_l)qTfl[U(qT—l) (T)]TV_IT_qT—l‘H:TqT <0,

Tgr—1+1irg,

which implies that v(97~1) is also continuous, and v2 = 0 for all i € I(7) such that ¢; = g,.
This shows (ii) and (ii’) and achieves the proof. O

6 No-Gap Second-order Optimality Conditions

In this section, we extend the no-gap second-order optimality conditions of ] given in the
scalar case, to several state constraints, and include mixed control-state constraints.

6.1 Abstract Optimization Framework and Main result

We consider here the abstract formulation (@) of (P). We say that a local solution u of (&)
satisfies the quadratic growth condition, if there exist ¢, p > 0, such that

JW') > J(u) +c|u’ —ul3, forallu:|u —ull <p, GW')eK, G')eK. (109)

Recall that the Lagrangian is given by ([B3). Let (u,y = y.) be a local solution of (P)
satisfying the assumptions of Th. L3 with (unique) multipliers p, n and A. A second-order
necessary condition for (@) due to Kawasaki [T9] is as follows:

D3, Lwsn, A) (v, 0) = o(n, T (G(u), DG (w)v)) — o(A, T (G(u), DG(u)v)) 2 0, (110)
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for all directions v in the critical cone C(u) defined by
Cu):={veld:DJu)v <0, DG(u)v € Tk(G(u)), DG(u)v € Ti(G(u))}. (111)

Here Tp(z) (for P = K or IC) denotes the tangent cone (in the sense of convex analysis) to
the set P at point « € P, T (a: h) is the inner second-order tangent set to P at © € P in
direction h,

2

TR (x,h) = {w : dist(z + h + %w

and o(+,S) denotes the support function of the set S, defined for £ € X* by o(§,5) =
sup,cg(§, ). The critical cone can be characterized as follows:

,P) =o(c?), Ve > 0},

C(u)={vel : DGu)v € Tg(G(u)) Nn*, DG(u)v € Tic(G(u)) N AL} (112)

The term
S(u,v) = o(n, Tig'(G(u), DG(u)v)) + o (X, T (G(u), DG(u)v)) (113)

in ([II0) is called the curvature term. It is nonpositive, for all v € C'(u). Note that the com-
ponent ¢ of DG(u)v (resp. DG(u)v) is the function g; , (y(-))zu(-) (resp. ¢ w(u(-),y(-))v(-) +
Ciy(u(-),y(-))zu(+)), where z, is the solution of the linearized state equation (22).

When there are only mixed control-state constraints, it is known that the latter have
no contribution in the curvature term ([[I3). This follows from the extended polyhedricity
framework, see [dl, Propositions 3.53 and 3.54] (the cone K is a polyhedric subset of L
and DG (u) is “onto” by (&l)). On the contrary, pure state constraints may have a non zero
contribution in the curvature term ([[I3).

Since K has a product form, K = (Ky)" with Ky := C_[0,T], the inner second-order
tangent set is also given under a product expression. This would be false, however, for the
outer second-order tangent-set, see e.g. [, p.168]. Therefore we have, for = (2;)1<i<r € K
and h = (hi)lgigr S TK(x):

12 (x,h) HT (i, hy) (114)

Since the support function of a cartesian product of sets is the sum of the support function
for each set, the expression of pure state constraints in the curvature term can be deduce
from the result by Kawasaki [20] for Ko = C_[0,T]. Recall that A; is given by (), and
the second-order contact set is defined, for v € V, by

A? = {teA;; giyyt)z(t) =0},  di=1,...,7 (115)
Then, by [20], we have

T

1, TG, D)) = 3 0 T 0:(0),600/(0)20)) Z / G(t)dmi(),  (116)
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where, for alli=1,...,r:
. {giy(y()zu(t)}+)* .
G(t) = liminf : if t € (0A;) N A? 117
R R PX () (684 ()
+o00 otherwise

where h4(t) := max(0,h(t)). We denote in the sequel by supp(dn;) the support of the
measure 7;. We make the following assumption:

(A4) (i) Each component of the state constraint g;, i = 1,...,r, has finitely many junctions
times, and the state constraint is not active at final time, ¢;(y(T)) <0,i=1,...,7.

This assumption implies that all entry and exit times of state constraints are regular. Using
([[IH), and the fact that supp(dn;) C A? for all critical directions v, the curvature term has
the expression below, for v € C(u), (see [20]), with v2 = [n;(7)]

o(n, T (G(u), DG(wv)) =Y > vigi(7). (118)
i=1 7€T;NA2
We thus need to compute, for junction times 7 € 7; N A2,

(V— limin {91y ()20 () }1)?
s(r) = tar;lgxy({)xo 2g;(y(t)) '

(119)

The tangentiality conditions (see assumption (A5)(i) below), under which boundary arcs
with regular entry/exit points of state constraints have no contribution to the curvature
term, are more delicate to state than in the scalar case, due to the possibility of having
coinciding junction times of different components of the state constraints. Let i = 1,...,r

and 7 € 7 U7T!. Denote by k7 the order of discontinuity at point 7 of the function (of
time) giqi)(u(t), y(t)). By Prop. B3 we necessarily have k7 > ¢, — 1. A Taylor expansion

of the denominator in ([IT9) gives then, in the neighborhood of 7 on the interior arc-side

(t — 7)%+k]

@ el =T, (120)

gily(t)) = ¢! (7%)

with 7% = 7 (resp. 74) if 7 € T}, (vesp. 7 € T2,), and g\ ") (r%) 1= L g, (y(1))| o+
is nonzero by definition of k7.
Assume now that strict complementarity holds near 7 on the boundary arc, in the sense
that there exists € > 0 small such that
[7,7 + €] C supp(dn;) if 7 € T, (vesp. [ —e,7] C supp(dn;) if 7 € T2). (121)

Since g y(y)z, € W% °°(0,T) by Lemma Tl for all critical directions v € C(u), the first
g; — 1 time derivatives of g; ,(y)z, being continuous vanish at entry/exit of boundary arcs,
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and hence the following expansion holds, for ¢ in the neighborhood of 7 on the side of the
interior arc of g;:

9i.y(y(t)) 20 (t) = O((t — 7)), (122)
We thus obtain with ([Z0) and ([2Z) that there exists a constant C' > 0 such that
()] < Jim Ot — oK (123)
It follows that
Gi(1) > —00 if k] <g¢; and G(r)=0 if k] <gq,. (124)

Since k7 > ¢ — 1 by Prop. B3 and ¢; > ¢, whenever 7 is an entry or exit point of
constraint g;, it makes sense to assume that g —1 < k7 < ¢;. In addition, the continuity of
u implies that k7 > 1. By ([Zd)), we see that whenever

max(l,q — 1) < kT < ¢ (125)

then ¢;(7) = 0, and hence vig(7) = 0.

Clearly, [ZH) requires that ¢; > 1. In addition, when (89) holds and ¢; = ¢, then it is
necessary by Prop. B3)(ii) that k7 > ¢, = ¢;, which is incompatible with ([[23). Therefore,
we cannot assume that ([[2H) holds when either ¢; = 1 or (89) holds and ¢; = ¢, and will
rather assume in that case that
[ — (126)

3
By (), assumption ([ZH) ensures that ¢;(7) is finite. Moreover, if ¢; = 1, then 2 = 0 by
Prop. BKii), implying that vig;(7) = 0. If @) holds and ¢; = ¢,, then by Prop. B3(ii’),
we have vl = 0, i.e. vi¢;(7) = 0 again. This shows that boundary arcs have no contribution
to the curvature term ([I8) when assumptions ([ZI)) and (A5)(i) below hold:

(A5) (i) For all junction point 7 € Ty, i = 1,...,r, if 7 is an entry or exit time of constraint
gi, the function of time g¢;(y(¢)) has order of discontinuity ¢; + k7, and k] satisfies

(C25) if g; = 1 or if (BY) holds and ¢; = ¢,
() otherwise.

The contribution of touch points to the curvature term ([I8) is classical, when the touch
points are reducible, in the following sense. A touch point 7 of a component g; of the state
2
constraint of order ¢; > 2 is said to be reducible, if t — <-g;(y(t)) is continuous at 7, and

d2

@gi(y(t))h:r < 0. (127)
We will make the assumption that
(A5) (ii) All essential touch points of constraint g;, for all ¢ = 1,...,r, are reducible, i.e.

satisfy (217).
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Finally, we will also need the following assumption, implying ([ZI)):
(A6) (i) (Strict complementarity on interior of boundary arcs)

dmi

T t) > 0, for a.a. t € int A, foralli=1,...,r. (128)

Let V:=Vy = L%(0,T;R™) and Z := Zo = H'(0,T;R"). Let
Tic(G(u)) == {w e L*0,T;R®) : w; <0ae. onA; i=r+1,...,r+s}. (129)

This is the extension of the tangent cone Ti(G(u)) over L?. Since A € L*>(0,T;R"™), A
can be extended to a continuous linear form over L2(0,T;R"). We may then consider the
extension of the critical cone over L? as follows:

Cra(u) :={veV : DG(u)v € Tx(G(u)) Nnt, DG(u)v € Tc(G(u)) N AL} (130)

We can now state the no-gap second-order conditions, that do not assume strict comple-
mentarity at touch points for the state constraints, and make no additional assumptions for
the mixed control-state constraints.

Theorem 6.1. (i) (Necessary condition) Let (u,y) be a local optimal solution of (P) and
(p,m, A) its (unique) associated multipliers, satisfying (A1)-(A3), (A4)(i), (A5)(i)(ii) and
(A6)(i), and vi = [ni(7)]. Then

(1)
DZ"L(U A Z Z vr gzy ())Zv(t))2 >0 WYe C’m(u). (131)
i=1 TETioess dthl( ( ))|t:7—

(i) (Sufficient condition) Let (u,y) be a stationary point of (P) with multipliers (p,n,\),
satisfying {3), and v: = [n;(1)]. Fori=1,...,r such that ¢; > 2, let T, , denote a finite
set (possibly empty) of reducible touch points of constraint g;. If

D2 L(u;n, A - > Y v B®)= )" >0 VoeCpr(u)\ {0}, (132)

it @i>2reTi 1( ())|t T

then (u,y) is a local solution of (P) satisfying the quadratic growth condition ([I9).

Note that under (A2)-(A3), 7,2** = 0 if ¢; < 1. Tt is easy to obtain from the above
theorem a characterization of the quadratic growth.

Corollary 6.2. Let (u,y) be a stationary point of (P) with multipliers (p,n, A), satisfying
(A1)-(A3), (A4)(i), (A5)(i)(ii) and (A6)(i), and vi = [n;(T)]. Then (u,y) is a local solution
of (P) satisfying the quadratic growth condition [IO4) iff

D2 L(u;n, A Z > v B®)= )" >0 VoeCr(u)){0}. (133)

i=1 pegiees 91( () |e=r
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Denote by Q(v) the left-hand side of ([Zl) and [33). An explicit computation of the
Hessian of the Lagrangian D2, L(u;n, \)(v,v) shows that

QM U/‘ Y,y (052 N (0,20), (0, 2))E+ by, (0(T)) (20 (T), 2(T))
(134)
+Z /ww (D)), 2 O)dm(t) — w@““”(”.

TETi,ess Fgl(y( ))lt:T
to

Let us recall that a Legendre form Q (see [16]) is a weakly lower semi-continuous quadratic
form defined over an Hilbert space, that satisfies the following property: for all weakly
convergent sequences (v,,), (v,) — v, we have that v, — v strongly if Q(v,) — Q(v). An
example of a Legendre form is v — |[v]|?, with || - || the norm of the Hilbert space. Under
assumption ), it is not difficult to show that (34 is a Legendre form (see e.g. [2, Lemma
21]). This is not true if @3J) is replaced by the weaker hypothesis ([EH).

6.2 Proof of Th.
Denote the radial cone to K at point x € K by:

Ric(z) ={h e L>® ;3eo >0, z+ch e, forall 0 < e <eg}. (135)
Since K is a closed convex set, Tic(z) = cl(Ri(z)). Let
Co(u) = {veCu), DG(u)|i(t) <0, for all 7 € T2 i=1,...,r,
DG(u)v € Ri(G(w))}-

This subset of the critical cone contains the critical directions that “avoid” nonessential
touch points of the state constraint, and such that the derivatives of the mixed constraints
belong to the radial cone Ric(G(u)).

Lemma 6.3. Under the assumptions of Th. [E(i), for all v € Co(u), the term [{IL3) has
the expression

(136)

Z Z Vi gl7’l/ (yu(t))z uv(t))Q. (137)

i=1 pegiees t291(yu( Nle=r

Proof. 1t is easy to see that if DG(u)v € Ri(G(u)), then 0 € T,%’i(g(uLDg(u)v). Hence
a(A, T,%’i(g(u)7 DG(u)v)) = 0. It remains then in ([[I3) the contribution of state constraints.
As shown in the previous subsection, when assumptions (A5)(i) and (A6)(i) hold, entry
and exit points of boundary arcs of the state constraints have a zero contribution to the
curvature term. The term ([[IJ) for the contribution of essential touch points satisfying
([2D) is computed explicitly, in the same manner as in the scalar case (see [, Prop. 14]).
Finally, nonessential touch points does not belong to I? for v € Cp(u), and hence have no
contribution in the sum ([[I8). The results follows. O
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Lemma 6.4. Under the assumptions of Th. [B(1):
(i) The set Co(u) is dense in C(u).
(i1) The set C(u) is dense in the set Crz(u).

The key point in the proof below is the controllability Lemma 2 that enables to
handle separately the arguments for the state constraints and for the mixed control-state
constraints, in the following way. Under the assumptions of Lemma B2 with ng the n of
€&3), for all k € [1,+0o0], there exists a constant C' = C(k) > 0 such that for all (w,w) €
Wi x L*(0,T;R?), with

W = [[w*"0,17), (138)
i=1
there exists v € V, such that
Giy(¥)ze = w; ond;, Vi=1,...,m (139)
Ciu(U, YV +ciy(u,y)zy = w; ae on A, Vi=r+4+1,...,7r+s, (140)
vl < Cllwlw,. + llwl)- (141)

Proof. (i) Let v € C(u), and set w := DG(u)v and w := DG(u)v. Let ¢ be a C* function
with support in [—1, 1] and which is positive on (—1,1). Set

Wr i 1= Wy — ZTGT;(;MS ﬁap(n( — 7))

for ¢ = 1,...,7. Then, for n large enough, w, ;(7) < 0 for all 7 € ’Z;f;"es, Wni = Wy
outside a neighborhood of 7,5, and |lwn; — willg.00 — 0 when n — +oco. Further,
since Ric(G(u)) N AL in dense in Tic(G(u)) N AL (see Lemma in the Appendix), there
exists a sequence (w,,) C Ric(G(u)) N AL such that ||w, — w|sx — 0. By the controllability
lemma B2 there exists v, € U that satisfies [BW)-[Z) with (wy,wn), and ||v, — v]|eo <
C(||wn — wl|wa, + llwn — w||eo)- By construction it follows that v,, € Cy(u), and v, — v in
L.

(i) Let v € Cp2(u), and again let w := DG(u)v and w := DG(u)v. By Lemmas 16-
17 in [1 (this is where assumption (A6)(i) is used), we can construct a sequence (w,) C
[1;_, W4->(0,T) such that w, ; = 0 = w; on each boundary arcof g;, i = 1,...,r, wy (1) =
w;(7) at each touch point 7 € 7;, and ||wy,; — willg2 — 0. So wy, € Tk (G(u)) Nnt. Now
by Lemma in the Appendix, there exists a sequence (wy,) C Tic(G(u)) N A+ such that
lwn —wll2 — 0. By Lemma again, there exists v, € U that satisfies (Z39)-([[A0) with
(W, wy) and ||v, —v|2 < C(|Jwn — wlw, + ||wn — w||2). By construction we have v,, € C(u),
and v,, — v in L2 O

Proof of Th. Bl For the necessary condition, we use the abstract condition (1) and com-
pute the curvature term ([[I3)). By LemmalG3l we have the expression of the curvature term
for all v € Cy(u). Since the right-hand side of () is continuous for the norm of L2, we
obtain the result by a density argument in view of Lemma
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For the sufficient condition, we follow [I, Th. 18 and 27]. The idea is to use a reduction
approach, i.e. reformulate the state constraint around finitely many reducible touch points
of the components g; of the state constraint of order ¢; > 2. More precisely, for 7\, :=
{ri,.... 74}, €,6 > 0 small enough, and €; := [0,T]\ Uy, (1} — &, 7} + ), the constraint
G(uv') € K in (@) can be equivalently replaced, for all ||u’ — u|loc <, by

gi(yw (t)) <0 forallt € Q; and g;(yw (th(v)) <0, k=1,...,N;, Vi:q; >2 (142)

where ¢ (u') is the unique point of maximum of the function g;(y.(+)) over (1p —e,7p +¢).
The Hessian of the Lagrangian of the reduced problem is equal to the quadratic form Q(v),
i.e. has an additional term that matches the curvature term. Now assume that ([09) does
not hold. Then there exists a sequence (uy,), u, — u in L™, satisfying the constraints ([Z2)
and G(uy) € K, and such that

I (un) < J () + of||un —ul3). (143)

Set £, = ||up, — ul|2 and v, = €, (u, — u). Being bounded in L?, assume that v, — v
weakly in L2. By (&), a second-order expansion of the Lagrangian of the reduced problem
shows that
Q(vyn) < o(1). (144)
Moreover, since
K> G(un) = G(u) + e, DG(uw)vy, + nrn

with [|r,||2 — 0, we deduce that DG (u)v, 4+ r, € T(G(u)). Taking the weak limit in L2, we
obtain that DG(u)v € T(G(u)). Proceeding similarly for the state constraints, and since by
([[@3), we have D.J(u)v < 0, we deduce that v € Cpa(u). It follows then from () that
Q(v) = 0, and hence, Q(v,) — Q(v). Since @ is a Legendre form by hypothesis ([{3]), this
implies that v,, — v strongly, contradicting that ||v,|l2 = 1 for all n. This completes the
proof. O

7 The shooting algorithm

In presence of state constraints, a reformulation of the optimality conditions is needed to
apply so-called shooting methods. For an overview of the different formulations of optimal-
ity conditions existing in the literature, see the survey by Hartl et al. [I5]. The shooting
algorithm takes only into account a part of the optimality conditions, and the remainder
conditions, referred as “additional conditions”, have to be checked afterwards. In this sec-
tion, we first recall the alternative formulation used in the shooting algorithm. Additional
conditions are given, under which the alternative formulation is equivalent to the first-order
optimality condition of (P). Finally we give a characterization of the well-posedness of the
shooting algorithm.

Given a finite subset S of (0,7, we denote by PCE[0, T the set of functions over [0, 7]
that are of class C* outside S and have, as well as their first k derivatives, a left and a right
limit over S and a left (resp. right) limit at T' (resp. 0).
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7.1 Shooting Formulation

The formulation for the shooting algorithm presented in this section was introduced by
Bryson et al. [6]. The presence of additional conditions was first underlined by Jacobson,
Lele and Speyer [17], see also Kreindler [22]. See an example of implementation in e.g. [30]
and numerical applications in e.g. [, B].

Recall that H? denotes the alternative Hamiltonian (BIl). We assume in the sequel that
assumptions (A2)-(A4)(i) hold, and that first-order components of the state constraint do
not have touch points (which is generically satisfied in view of Prop. BILii), since first-order
components of the state constraint only have nonessential touch points). We assume in
addition that

(A4) (ii) Each component of the mixed control-state constraint ¢;(u,y), i =r+1,...,7+s,
has finitely many boundary arcs, and no touch points.

Under (A4) (which stands for (A4)(i)(ii)), we denote by Ilf‘ the closure of the union of

boundary arcs of each constraint i = 1,...,r+s, L.e. I} := U, 2, [rEF 70K for T = {75! <

en ’'exr

e < TéhNi} and a similar definition of 7.2,

In the alternative formulation presented in Def. B3 the integration constants in () on
a boundary arc of g; are arbitrary. In the sequel, we will choose these constants, on each
boundary arc [, 7%.] of g;, so that the functions 7/, fori =1,...,r and j = 1,...,¢; are
continuous at exit times .,. With this formulation, the alternative costate p, is continuous
at exit points and discontinuous at entry and touch points, which allows to take the jump
parameters v/ and v¢ involved in the jump condition ([[53) as shooting parameters in the

shooting algorithm.

Definition 7.1. A trajectory (u,y) having a finite set of junction times 7 = U/X°7; satisfies
the alternative formulation, if there exist p? € PCZ"** ([0, T); R™), n? € PCE = ([0, T]; RU+9)%),
and, for each ¢ = 1,...,r, for each entry time 7 of g;, there exist ¢; jump parameters
(V47)1<j<q; and for each touch point 7 of g; with ¢; > 2, there exists a jump parameter vZ,
such that the following relations are satisfied (dependence in time is omitted):

g = f(u,y) on[0, 7] ; y(0)=wo (145)
—p? = Hil(u,y,p?,n?) on [0,T]\T (146)
0 = Hi(u,y,p%,n?) on[0,T]\T (147)
du),yt) = 0  onTIi, i=1,...,r+s (148)
nfit) = 0  on[0,TI\Z{, i=1,...,7+s (149)
pI(T) = ¢,y(T)), (150)
and, for all i = 1,...,r and each junction point 7 € 7% of g;:
dDwir) = 0 freTi, j=0,...,q-1, (151)
gily(r)) = 0 ifreT, (152)
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and for each junction time 7 € 7:

P = - > jijbéﬁg§g*”<y<r>>—— ST Vigiy(y(n). (153)

i<r:reT}, j=1 i<r:TeTS

The shooting algorithm consists in finding a zero of a finite-dimensional shooting map-
ping, using e.g. a Newton method. The structure of active constraints of the optimal
trajectory, i.e. the number and order of boundary arcs and touch points of each component
of the state constraint, is assumed to be known (or guessed). The arguments of the shooting
mapping are called the shooting parameters, and are composed of the initial value of costate
po € R™ all the junction times (with the exception of nonessential touch points) of the
pure state constraints and mixed control-state constraints, and all the jump parameters v
at entry times 7 of g;, i =1,...,7, j = 1,...,¢; and V¢ at touch points 7 of g;, i = 1,...,7,
@; > 2, that are involved in the jump condition of the costate (3.

By assumptions (A2)-(A3), the algebraic variable (u(t),n(t)) € R™ x R"T9)* satisfying
([[ID)- ([T29) can be expressed as implicit function of the differential variables (y(t),p(t)) €
R™ x R™ on the interior of each arc of the trajectory (see the proof of Prop. Bfl). With a
given set of shooting parameters is therefore associated a unique solution (u,y,p?,n9) the
Cauchy problem ([ZH)-([Z4) with initial condition of the costate p?(0) = po, the algebraic
variable (u,n?) satisfying ([[Z7)-([@d) and the jump of p? at junction times of pure state
constraints being given by ([I53)).

The shooting mapping is then defined as follows. With a given set of shooting parameters
are associated the following conditions: the final condition (2), the interior point conditions
([I)-([52), and the optimality conditions for junction times below, for all 7 € 7 and all
i=1,...,r+s:

9w ym) = 0, ifreTy, (154)
gl(qi)(u(r"’_), y(T)) = 0, if e 7;; (155)
() = 0, ifreT andif ¢ >2. (156)

This is a mapping defined on a subset of RY to RY, where N the dimension of the shooting
mapping is as follows. Let N/, be the total number of boundary arcs of constraints g; for
i=1,...,7rand ¢; fori =r+1,...,7r+ s, and Ny the total number of touch points of state
constraints of order ¢; > 2. Then

N = n+> (g +2)Ni, + 2N (157)

=1

We will denote by 6 € RN a vector of shooting parameters as described above.

7.2 Additional Conditions

It is of importance to check whether solutions of the shooting algorithm (i.e. trajectory
associated with a zero of the shooting function) are stationary points of (P). For this, we
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need to make explicit the relation between the multipliers in the alternative formulation
(Def. [T)) and in Th.

Given alternative multipliers (p?,7%) and jump parameters (v27) at entry times and (%)
at touch times, the related multipliers (p, 7, A) in Th. Z3are given by the following relations.
Define first

nl(t) = (—1)877 ;:;: nli(t), j=0,...,qi—1,i=1,...,r, t¢7T, (158)
then
N(t) = nd(t), i=r+1,...,r+s, t&T (159)
T qi
p(t) = pUt)+ > > nlel, V),  teT. (160)
i=1 j=1
Finally, let
dpi(t) = nd(t)dt+ Y vis.(t),  i=1,...,m, (161)
TeT

where §,(t) denotes the Dirac measure at time 7, and the jumps parameters v¢ at junction
points 7 € T, for all i = 1,...,r, are the ones in the alternative formulation if 7 € 7},
vi=0if i ¢ I(7), and, if 7 € Z}, they are given by, in view of [&0) and ([[R3),

vp = vl —ni(rh)  ifre T, (162)
vy i (77) if 7 € 72, (163)
v —ni(m)] if 7 € int Z;. (164)

Conversely, Prop. B ensures, whenever assumptions (A2)-(A4) are satisfied, that each
component 7; of n admit a (unique) decomposition under the form ([[E1]). Therefore, from
classical multipliers (p,n, A) of Th. are uniquely determined the alternative multipliers
and alternative jump parameters so that ([[EJ)-(IE1) and the conditions ([GY)-(7Z3) below
hold, the latter being needed in order to fix the integration constants in ([Ed) and the jumps
parameters at entry times (v:7).

The additional conditions needed to obtain the equivalence between the alternative for-
mulation ([Z3)-53) and the first-order optimality condition (BH)-(E) are the following:

gi(y(t)) < 0 on[0,T)\ (Z;UTL), foralli=1,...,r (165)
ci(u(t),yt)) < 0 ae. on[0,T]\Zi, foralli=r+1,...,7+s, (166)
dq:

(—1)‘”@772“ (t) > 0 onintZ, foralli=1,...,7+s, (167)
and, forall7 €7 and alli=1,...,7:

vl ety > 0, ifTeT (168)
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Vi —gl(rt)y = 0, freTl,ji=2,...,q4 (169)
ni(r7) > 0, if 7€ T, (170)
n(r7) = 0, freTl, j=2,...,q (171)
mi(r)] < 0, ifre€intZy, (172)
(r)] = 0, ifreintZi j=2,...,q (173)

vio> 0, ifreTi, (174)

For all ¢ such that ¢; = 1, the inequalities ([EX), (TZ0), 2

and ([[Z4) are equalities. (175)

Proposition 7.2. Let (u,y) be a trajectory satisfying (A2)-(A4). Then (u,y) is a stationary
point, with multipliers (p,n, A), iff (u,y) satisfies both the alternative formulation (Def. [T]])
and the additional conditions {[GA)-[T78). The multipliers (p,n, \) involved in the first-
order optimality condition of Th. B3, and the alternative multipliers (p9,n?) and alternative
jumps parameters (v27) and (V1) at respectively entry and touch points in the alternative

.

formulation and additional conditions, are related to each other by (I23)-({I64) and (IG3)-
7).

The higher the order ¢; of the constraint is, the more additional conditions have to be
checked at regular entry/exit points of boundary arcs. Those conditions are analogous to
the known conditions in the scalar case, with in addition the conditions ([CZ2)-([TZF), that
were not apparent in the scalar case, and to our knowledge not known in the literature.
Thus, when assumptions (A2)-(A3) hold, we are led to think that, like in the scalar case,
boundary arcs with regular entry/exit times for components of the state constraint of order
¢; > 3 may occur only in degenerate situations. We underline that this was not, however,
an immediate result, since now we allow more control variables (more than one) and hence,
more degrees of freedom.

Proof of Prop. [T4 Let us show the equivalence between, on the one hand, the first-order
optimality system of (P) (BH)-E), and on the other hand, the alternative formulation
([I3)-[53) and the additional conditions (I6H)-([I7H).

First, g;(y(t)) < 0 in Bd) is equivalent to g;(y(t)) = 0 on Zj, [EJ) at touch points
and ([[BH) outside the contact set, and then g;(y(¢)) = 0 on Z} is equivalent to ([[@X) for
i = 1,...,r with the g¢; entry-point conditions ([[5Il). By Prop. B the state constraint
multipliers 7;, ¢ = 1,...,r are regular on interiors of arcs, therefore, each component 7; can
be put into the form ([IB1l), where discontinuities can occur only at junctions points, and
the density of each component n? is continuous on the interior of arcs. It follows that 7;
is a nonnegative measure (dn; > 0 in B9)), iff its density ddT t)=n2t) = (-1)% (f:;i nd (¢)
is nonnegative, i.e. iff [I6Z) holds for ¢ = 1,...,r, and the jumps at junction times are
nonnegative, i.e.

vl = [ni(r)] >0, foralli=1,...,r andall 7€7 =U 7" (176)
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The complementarity condition fOT 9i(y(t))dn;(t) = 0 in B is then equivalent to () for
i=1,...,7 (the measure dn; has support on the contact set of g;(y)). Similarly, for mixed
control-state constraints, since A € L, HI) is equivalent to ([Z)-([[Z9) and (IE6)- (D) for
t=r+1,...,r+s.

The state equations ([BH) and ([[ZH) are of course identical, and so are the final conditions
of the costate (B and [20) in view of (A4)(i). By Lemma B4 the costate and control
equations ([0) and (D), are equivalent to the costate and control equations (BH) and
B) on the interior of arcs. Now let us show the equivalence, at junction times, between
on the one hand the costate equation (BH) and (ZH), and on the other hand the jump
condition ([23) and the additional conditions ([GR)-([). By @) (recall that [p(r)] =

— 2 ici(r) vigi,(y(7)) with v = [n;(7)]) and by ([[E3), it holds respectively

P = = > AW+ I ())gi(y +Zm Ng VD (y(r))} (177)

i€I(T)
i) = - > ng/y D) — > vigiyy(n). (178)
i<r:7TeTl Jj i<r:TeTS

By Corollary EEQ, the vectors gl(ijl)(y(T)) are linearly independent, for all i € I(r) and

j=1,...,¢, hence the relations (II77)-([ZR) are equal, iff the coefficients of gl(ij_l)(y(T)) are
equal. We thus obtain, for all 7 € 7 and i € I(7), if 7 € T,:

v+ ()] = vt and [ ()] = v, =2

which, with (I78), is equivalent to (IBR)-(EY), using that 5/ (7~) = 0 at entry point. If now
T ,

.., we obtain, since the multipliers n] are equal to zero in the neighborhood of 7:

[771' (T)] = Vvi- )

which, with ([78), is equivalent to ([Zd)). Finally, if 7 € intZ; or if 7 € 7.%,, then we have

(D] +mi(m)] =0 and  [l(r)] =0, j=2,...,q

which, with (IZ8) again, is equivalent to ([[Z2)-(Z3) on interior of boundary arcs and to
([O)-([TZD) at exit points, since n(r") = 0. Finally, whenever ¢; = 1, then we know by
Prop. Bl that 7; is continuous, i.e. [n;(7)] = 0, and therefore all inequalities in ([[ER)-([Z2)
are in fact equalities. O

Like in the scalar case, the conditions ([24)-([IRH) imposed in the shooting algorithm,
related to the continuity of u, imply that some of the additional conditions are automatically
satisfied by a solution of the shooting algorithm.
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Lemma 7.3. Let (u,y) satisfy the alternative formulation ([IZ3)-0I23), the strong assump-
tion @4) and (A3)-(A4), and assume that T = 0, for all i such that ¢; = 1. Then the
following assertions are equivalent:

(i) For alli = 1,...,7r and all junction point T € T, if ¢ = 1 the additional conditions
I83), {I70) and [{I73) are satisfied with equality and if ¢; > 2, the additional conditions in

IZ3), [I71) and [I73) are satisfied for j = q;, i.e.

vt o= qf'(rt),  ifTeT, en> (179)
/]7;1‘ (7—_) — 0’ ZfT E ew, (]‘80)
n¥(r)] = o, if T € int T}, (181)
and for alli=r+1,...,7+ s, ngqi) = )\; is continuous over [0, T].

(ii) The conditions [I54)-I2A) are satisfied, for all T € T and alli=1,...,7+ s.
(iii) The control u is continuous over [0,T].

Proof. Let T € T,andlet J := I(T)\{i=1,...,7; 7 € T2 }. Set u™ := u(rF), [u] ;== ut—u~,
and, for o € [0,1], u% :=u~ +o(ut —w™). Similar notations for p, n? are used. Denote by
0?1 = (0]");cs the augmented (row) vector of jump parameters, satisfying v* = v for all
i € J such that 7 € 77, and ¢; > 1, and 7" = 0 for all i € J such that 7 € intZ} U7}, or

¢ = 0. By ([ZD),
Hg(u+7y(7—)qu+ﬂnq+) =0= Hg(u_,y(T),pq_,nq_).

The alternative Hamiltonian H? being affine in the variables p? and 79, we have
1

- / {oHL,(u,y(1),p"",0") + (1 — o) HY, (u?,y(7),p?™, 77 ) Huldo
0

1 (182)
T / {7 fu(u?, 5(7)) + )G (u”, (7)) }dor
0

Using the jump of p? given by ([[A3)), and the fact that by hypothesis, first-order components
of the state constraint do not have touch points, we easily get that

9] fu(u? y(1)) + 9GS (u” y(r) = ([7] — 99)GY) (u”, y(7)). (183)

In addition, @) and (&3) imply that HY, (u?,y, p?*,1n9F) is uniformly positive definite, for
all o € [0,1], therefore, multiplying on the right ([[82) by [u], and using ([[ZJ), we obtain
that

allul? < / G, y(r)uldo. (184)

Note that point (i) is equivalent to the condition [nf'] — " = 0 for all ¢ = 1,...,7 + s.
Therefore, the implication (i) = (iii) follows from ([[&4)). Conversely, if (iii) holds ie.

[u] = 0, then ([IB2)-([IX3)) yields

([79] — 7)) G (u(r), y(r)) = 0,
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implying (i) by @0). This shows the equivalence (iii) < (i). Let us show now (iii) < (ii).
The implication (iii) = (ii) is trivial. If (ii) holds, then

0 =GPt y(r) - 6P y(r) = / GO y()uldo. (185)
By (&), it follows that [u] = 0, i.e. (iii) holds, which completes the proof. O

7.3 Well-posedness of the shooting algorithm

We say that the shooting algorithm is (locally) well-posed in the neighborhood of a local
solution, if the Jacobian of the shooting mapping is invertible. This allow us to apply locally
a Newton method in order to find a zero of the shooting mapping with a very high precision,
and low cost. If the additional conditions ([GH)-([7H) are satisfied, we obtain a stationary
point of (P), and if the second-order sufficient condition (I33) holds, we obtain a local
solution of (P).

The first step to study the well-posedness of the shooting algorithm is to compute the
Jacobian of the shooting mapping. We denote by 7 the variation of p®, ol the variation

of T foreach 7 € T, i =1,...,r + s, 'yﬁj the variations of alternative jump parameters
at entry times viJ for T E ’Teln, i=1,...,r,j =1,...,q;, and ~. the variations of jump
parameters at touch times v. for 7 € T t" i =1,...,7r and ¢; > 2. All of them will be called

variations of shooting parameters.

Given a vector ¢ € R™ and J := {i1 < --- <is} C {1,...,r + s}, the vector {; denotes
the row vector of component (;,,...,(.). We denote by I(t) the complement of I(t) in
{1,...,7+s}. With a set of variation of shooting parameters is associated a (unique by (A2)-
(A3)) linearized trajectory and multipliers (z,v, 79, (?) solution of (arguments (u, p, pq, 1q)
and time are omitted):

2 = fyz+ fuv on[0,T]ae. ; 2(0)=0 (186)
7 = —(HZ,z+Hiv+7f, +¢G@W) on[0,T]\T ae. (187)
71(0) = =° (188)
0 = Hl,z+ H] v—|—7rqf +¢1G@  on [0,T)\ T ae. (189)
0 = G((t) v+ G t) y5  on[0,TI\T ae. (190)
0 = Cf(t on [0,T]\ T a.e. (191)
and, for all 7 € Ul_, 7", setting v20 := 0 for 7 € T :
OIS Z{u g W)2() + (73 + 0t gl ()}

i<r:7T€eT}, j=1 (192)

— > Vg W()2(7) + Yigiy (u(7)) + alvig!) (y(r))}.

i<r:TeT}
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Lemma 7.4. Let (u,y,p?,n?) be the trajectory associated with a zero of the shooting map-
ping, and assume that (A2)-(A4) hold. Let 7%, (ob), (v29), and () be a set of variations
of shooting parameters and denote by (z,v,79,(9) the linearized trajectory and multipliers
solution of {I8A)-(I34). Then this set of shooting parameters belongs to the kernel of the
Jacobian of the shooting mapping, iff:

TUT) = 6y (y(T))2(D), (193)
and, for all junction time T € T and alli=1,...,r+ s:
0 = gl(Ju)(y(T))z(T) ifr €Tl and ¢;>1,j=0,...,¢;—1 (194)
0 = ¢iy(y(r))z(1) if T € ’th) and q; > 2 (195)
0 = g% () Y)W ) 20 + 0] Lo s HTET,  (196)
0 = g (u(r),y(m) (™), 2(r) + oz%gﬁqi><u7y>|t:7+ ifreT, (197)
0 = gl (y(r)2(r) + 07 gD (u(r),y(r))  if T €T and g; > 2. (198)

The proof of this result follows from the linearization of the shooting equations (for the
jump of 77 at entry times, see [2, Lemma 3.7]).

In addition to the tangentiality conditions (A5)(i), reducibility condition (A5)(ii) and
strict complementarity assumption on boundary arcs (A6)(i) made for pure state constraints
in section @, we will need the following assumptions, also for the mixed control-state con-
straints:

(A5) (iii) (Nontangentiality conditions for mixed control-state constraints)
Foralli=r+1,...,r+sandall 7}, € 7}, and 7., € T

ex?

d d

Sl YOy > 0 el yO)l sy < 0. (199)

(A6) (ii) (Strict complementarity at touch points)
T,hmes — ), foralli=1,...,r +s.
(iii) (Strict complementarity for mixed constraints)

Ai(t) > 0, foraa.teintd;, foralli=r+1,...,7r+s. (200)

Assumption (A6)(ii) implies that constraints of order ¢; = 0,1 have no touch points. We
will finally make the assumption below:

(A7) The junctions times of different components of the constraint do not coincide (i.e.
1,5 €{l,...,7+ s} and ¢ # j implies that 7* N7T7 = ).
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Under (A4) and the strict complementarity assumption (A6), using Lemma BTl the
critical cone Cp,(u) defined by ([I30) is the set of v € V satisfying (recall that z, € Z is the
solution of the linearized state equation (22))

0 = gz(q;)( )v—s—gl(?;)(u Yz, ae. onZp, i=1,...,r+s, (201)
0 = gDM)a(r), TET, i=1...r j=0..04-1 (202)
0 = giyy(1)z(r), TE ’];ﬁ), i=1,...,7 (203)

Theorem 7.5 (Well-posedness of the shooting algorithm). Let (u,y) be a local solution of
(P) satisfying (A1)-(A7). Then the shooting algorithm is well-posed in the neighborhood of
the trajectory (u,y), iff the two conditions below are satisfied:

(i) components of the state constraint of order q; > 3 have no boundary arc;

(i) the no-gap sufficient condition (I3A) holds, i.e. Q(v) > 0 for all v € V satisfying
(Z0)- (Z13) with the associated linearized state z, € Z solution of (Z4) and Q(v) defined by
.

Once the junction conditions and the no-gap second-order optimality conditions have
been established, and with assumption (A7), Th. is an easy extension of [2, Th. 3.3]
obtained in the scalar case. The next lemma relates the second-order conditions established
in section Bl and the alternative multipliers used in the shooting algorithm.

Lemma 7.6. Let (u,y) be a stationary point of (P), satisfying (A2)-(A4) and (A5)(ii).
Then an equivalent expression using the alternative Hamiltonian and multipliers for the

quadratic form Q(v) defined in ([I34) over V is:

T
Qw) = [ . 027020, (0 2+ ) (T 0(T)
EY Y Y ) ), 2 ) 204)

=177}, j=1

W) (1)) 2, (£)2
+Z S v <glyy ())(ZU(T)’ZU(T))_(gl,zy(y(t)) (1) )

d
im1 rezpers 32 91y () |1=r

Proof. The contribution of mixed control-state constraint in both (3]) and @04 is equal

to fOT AC(uy), (uy) (U Y) (v, 20), (v, 2,))dt, therefore, summing over the finitely many state
constraints g;, the proof is identical to [2, Lemma 3.6]. O

Proof of Th. [T.J We first prove that if (i) does not hold, the Jacobian of the shooting
mapping is singular. So assume that a constraint g; of order ¢; > 3 has a boundary arc
[7¢.,7¢.]. By assumption (A7) and (BX), we have that qri, = qr: = gi, and hence, by
Prop. B3 w is continuous until order ¢; — 2 > 1. Therefore @ is continuous at 7" and 71,

and consequently, % g'9%) (u(t),y(t)) is also continuous, and vanishes at 7% and 7%+, Taking
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all variations of jump parameters equal to zero, except af_i # 0, we find by Lemma [
a nonzero element in the kernel of the Jacobian of the Sh(jgting mapping. Therefore the
shooting algorithm is ill-posed.

We assume now that (i) holds. We will prove that the Jacobian of the shooting mapping is
invertible iff (ii) holds. The Jacobian of the shooting mapping is invertible, iff it is one-to-one,
i.e. iff the only solution of equations ([[93))-([[@Y), where (z,v, 77, (?) is the solution of ([[Zal)-
@), is 7 =0, (¢2) =0, (v&9) = 0, () = 0. We recognize that (IZ0)-([@2) and [[T3)-
() and ([[T8) (which enables, by (A5)(ii), to substitute —g\") (y(7))2(7)/g!” (u(r), y(r))
for o7 in ([32) for all touch point 7), constitutes the first-order optimality condition for the
problem .

(PQ) Iglelg §Q(U)a veE CL2 (u)
with Q(v) given by () and Cr, (u) by EII)-@F). Here (7) are the multipliers associated
with the constraints ([ZII3), and those associated with the constraints [ZI2) are equal to &7
if j =1and % +olvbi=tif j > 1.

If (ii) holds, i.e. if the second-order sufficient condition ([I33) holds, then by Lemma [Z0l
the unique solution of (PQ) is zero. By (A2), the cost function of (PQ) is a Legendre form
over V, and hence, the strict positivity of Q(v) over the linear space C'L2 (u) implies its
uniform positivity (i.e. there exists a > 0, such that Q(v) > aljv||3 for all v € Cp,(u)).
In addition, the set Cr, (u) is convex and the linear constraints (EI)-@03) defining Cr, (u)
are onto by Lemma Therefore the first-order optimality condition of (PQ) is necessary
and sufficient for optimality, so (ii) implies that zero is the unique solution of the first-order
optimality condition of (PQ). Therefore we have (z,v,79,¢9) = 0, and all of 70, (v2), (y&7)
for j =1 also equal zero by Corollary EEfl since [7(7)] = 0, and we have as well

Yo 4 otytiTh =0, forallj=2,...,q;, i=1,...,r, TETL. (205)

Now whenever (i) holds, it holds for all entry/exit times that ¢, < ¢; < 2, and from
assumptions (A5)(i) and (A5)(iii), it follows that & gl(qi)(u,y)h:f is nonzero for all entry
point 7 € 72, for all i = 1,...,r + s. Therefore, equations ([[IH) with (v, 2) = 0 and ()
imply that ol = 0, for all entry points 7 € 7.2, i = 1,...,7 + s, and that 2/ = 0 for all
j=2,...,¢;,i=1,...,r, 7 € T} . Similarly, we obtain that ([07) and ([@8) imply that
ol = 0 for all exit and touch points. Therefore, whenever (i)-(ii) holds, the Jacobian of
the shooting mapping is one-to-one, hence invertible, and thus the shooting algorithm is
well-posed locally around the local solution (u,y).

Assume now that (ii) does not hold. By Th. EIKi), the second-order necessary condition
([[3T) holds at the local solution (u,y), implying that Q(v) is nonnegative over Cpa(u).
Therefore, if ([[33) is not satisfied, this implies that there exists a nonzero optimal solution
of (PQ), and hence there exists a nonzero solution of its first-order optimality condition. It
is then easy to see that the variations of shooting parameters associated as above with this
nonzero solution of (PQ) are not all zero, and belong to the kernel of the Jacobian of the
shooting mapping. This proves that the shooting algorithm is ill-posed. O
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8 Final remark: Extension to constraints on the initial
and final state

Let us comment on the extension of the results when there are additional equality and/or
inequality constraints on the initial and final state:

Wi(y(0),y(T)) =0, i=1,....0, Wi(y(0),y(T)) <0, i=¢ +1,....0 (206)

with ¥ : R?" — R¢ a C? mapping (0 < ¢’ < o < n). The results of this paper can easily
be generalized, under an additional (strong) controllability assumption (A1’) below, having
the role of Lemma in the proofs, and, for the second-order optimality conditions, under
an additional assumption that strict complementarity holds for the inequality constraints in
@06). Denote by U the mapping composed of the equality and active inequality constraints
in 206)), of dimension 9. Given k € [1,4+00] and (v,z) € V. x R", let z,, denote the
(unique) solution in Z,; of:

Zoe = fu(uw, )0+ fy(u, ) 20,2, 2y,2(0) = .

(A1°) For k = 2,00, there exists § > 0 and n € N* such that the linear mapping V, x R" —

[T_, Wer(A2) x [Ti252, L*(A7) x R,

(020 Ollas)
(0,2) = | (s (00) 9 200() + ciuul), y())
Dy (y(0), y(T))z + Dy (y(0)

7

S)|A?)T+1§¢§r+s
s y(T))Zv,z(T)

is onto, and therefore has a bounded right inverse by the open mapping Theorem.

Note that in the absence of mixed control-state constraints, this assumption (A1’) is
satisfied e.g. in the case of a linear system, i.e. f(u,y) = Ay + Bu, if the pair (4, B) is
controllable, the initial and final conditions are fixed y(0) = yo and y(T') = yr and satisfy
9i(yo) < 0 and g;(yr) <0, for all ¢ = 1,...,r, and ([ZH) holds.

A Appendix

A.1 Tangent and Normal cones in L™

Let us recall the characterization of the tangent and normal cones (in the sense of convex
analysis) to K := L>(0,T) at point € K. The characterization of the tangent cone was
obtained by Cominetti and Penot [§]:

Ti(r) ={h € L™ : ||1a,@z)h+]lcc — 0 when n — +o0}, (207)

with 1, (z) the indicator function of the set A, () defined by [@), and h := max(h;0) a.e.
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Since K is a cone, the normal cone satisfies Nx(z) = {\ € (L>)%, (A, x) = 0}. Define
No(z) :={y € L*=(0,T) ; y(t) =0 for a.a. t € A, ()}, n € N*.
Then we have the following characterization of N ().
Lemma A.1. Let x € K. Then
Ni(z) = {A € (L™)} 5 (A y) =0, Vy € Unen- N (2)}- (208)
Proof. “C” Let A € Nx(x), n € N* and y € N, (z). Then the function = +

nonpositive a.e. on [0, 7], and hence, since A > 0,
1
nlyloe”

IS
nnun Yy

AN+ ————y) <

Using then that (A, z) = 0, we obtain that £(\,y) <0, i.e. (A, y) =0.
“3” Assume that A € (L)% and A € Npen+ (N (2 ))J- Then we have, for all n € N*,

</\,$> = </\7 lAn(w)@
and hence, since 0 > z(t) > —% a.e. on A, (x),

1
(A2 < Mool La, @) 2lloe < [Moox—,

Letting n — +00, we thus obtain that (A, z) = 0, which achieves the proof. O

We end this section by recalling two results used in the proof of the second-order necessary
condition.

Lemma A.2. The cone K is polyhedric, i.e. for all x € K and all A € Ni(x),
Tic(z) N AL = cl(Ric(z) N AL). (209)
Proof. Let h € Tic(x) N A+, For n € N*, define for a.a. t € (0,7)

where h(t)— = min(0, h(¢)). For all 0 < € < n”h” , it is easily seen that = + ch,, < 0 a.e.

on [0,7], and hence h,, € Ric(z), for all n € N*. Moreover, in view of [I8), we have that
(A hp) = (A h_). Since (A, h) = (A, hy) + (A, h_) =0, it follows that

(A =T ) =[N 1A, @) < [ Mlsoxl[1a, @)t lloe — O

when n — 400 by @IQ). Hence (A, hy,) = 0. Finally, [|h — hyllco = [|1a,(@)h+]cc — 0 by
E0D) again. So h,, is a sequence in Ry (x) N AL that converges to h in L™, O
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Lemma A.3. Let x € K. For any X\ € Nx(z) N L*(0,T), the set Tic(x) N ML s dense in the
set T(xz) N AL, with

T(z) == {w e L*(0,T) ; w <0 a.e. on I(x)}. (210)
Proof. Let @ € T(z) N A*. Let w, be defined a.e. on [0, T] by:

wn (1) = max(min(w(t),n), —n) ift € [0,7]\ A,(z)
] max(min(w(t),0), —n)  if t € A, (x).
Then w, € L*, and for all k > n, 1,z w, < 0 a.e., and hence by 00) w, € Tx(x). Since
A€ N;C( )ﬁL2 0,7) fo z(t)dt = 0 implies that A\(¢t) = 0 for a.a. t € [0,7]\ I(x). And

then fo Yw(t)dt = 0 lmpheb, since w(t) < 0 on I(zx), that w(t) = 0 for a.a. t such that
At) # 0. Conbequently, we also have that w,(t) = 0 for a.a. ¢ such that A(¢) # 0, and
hence, (X, wy,) fo t)dt = 0, i.e. wy, € Tc(r)NAL. It remains to show that w,, — W
for the norm of L?. If t §é I( ), for n large enough, w, (t) = max(min(w(t),n), —n) — w(t)
when n — oo, and if ¢t € I(x), since w(t) < 0 a.e. on I(x), for all n we have w,(t) =
max(w(t), —n) — w(t). Hence, wy,(t) — w(t) a.e., and |wy(t)| < |w(¢)| for all t € [0, T,
with @ € L2. It follows then from the Lebesgue’s dominated convergence Theorem that
wy, — W in L?, which achieves the proof. O

A.2 First-order optimality condition

If u is a local solution of () satisfying @l), then it is well-known that there exists n €
M([0,T];R™) and A € (L>)*(0,T;R**) such that

DJ(u)v + (n, DG(u)v) + (A, DG(u)v) =0, Yo elU, (211)
n € Nx(G(u)), M€ Ni(G(u)). (212)

Lemma A.4. Assume that u is a local solution of @) satisfying (34), and that assumption
1) holds. Then the multiplier A belongs to L>(0,T; R**).

Proof. Let p be the unique solution in BV (0,T; R™) of:

—dp = Hy(u,yu, p)dt +dngy(yu);  p(T) = ¢y (yu(T)).

Then it is not difficult to show that (Il writes, with z, the solution of (22):

T
/ Hu(uv yuaﬁ)vdt + <>‘a Cy(uv yu)zv + Cu(uv yu)v> =0, Vv el. (213)
0

Since u, y and p belong to L, so do the functions H, (u(-),yu(:),p(*)), cu(u(-),y.(-)) and
¢y (u(-), yu(+)). It follows then from ([2I3) that for all v € U,

[ culu, yu)v)| < ([ Mlooxlley (s yu) llocll20lloo + 1 Hu(w, Yo, ) oo [v]]1-
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By Gronwall’s Lemma, there exists a constant £ > 0 such that ||z,|/c < kljv]1, forallv € U,
and hence we obtain that for all v € U,

[ cu (s ) V)] < ([Mlsox lley (u yudlloors + (1w (s g, B) oo [0]1 < &[]l (214)

By assumption @), for all w € L*°(0,T;R?®), there exists v € U such that w;(t) =
Ciuw(u(t), yu (t))v(t) for a.a. t € Ay (ci(u,yy)), foralli =r+1,...,r+s, and ||v]|1 < M|jwl|:
for some constant M > 0. Indeed, take e.g. v(t) = C(t)T(C(#)C(t)T) " w(t) with C(t) =
cre (ty,u(u(t), yu (t)) if I5(t) # 0, and v(t) = 0 otherwise, and M := |CT(CCT)~!|«. Since
A € Ni(G(u)), the characterization of the critical cone [B08) implies that (X, ¢, (u, yu)v) =
(A, w). Then ZI) yields

[N w)] < K w1, Vw € L*>(0,T;R?). (215)

Since L' is dense in L> and )\ is continuous for the norm of L', A can be extended to a
continuous linear form over L!(0, T'; R®). Therefore A belong to the dual space L>(0, T’; R*).
O

It is not difficult to derive from this result the first-order optimality condition given in
Th. See related results in [32] 23].
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