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Abstract. We investigate in this paper the spatial logic TQL for querying semi-
structured data, represented as unranked ordered trees over an infinite alphabet.
This logic consists of usual Boolean connectives, spatial connectives(derived
from the constructors of a tree algebra), tree variables and a fixpoint operator for
recursion. Motivated by XML-oriented tasks, we investigate the guardedTQL
fragment. We prove that for closed formulas this fragment is MSO-complete. In
presence of tree variables, this fragment is strictly more expressive than MSO as it
allows for tree (dis)equality tests, i.e. testing whether two subtrees are isomorphic
or not. We devise a new class of tree automata, called TAGED, which extends
tree automata with global equality and disequality constraints. We show that the
satisfiability problem for guarded TQL formulas reduces to emptiness of TAGED.
Then, we focus on bounded TQL formulas: intuitively, a formula is bounded if for
any tree, the number of its positions where a subtree is captured by a variable is
bounded. We prove this fragment to correspond with a subclass of TAGED, called
bounded TAGED, for which we prove emptiness to be decidable. This implies the
decidability of the bounded guarded TQL fragment. Finally, we compare bounded
TAGED to a fragment of MSO extended with subtree isomorphism tests.

1 Introduction

In this paper, we consider the spatial logic TQL [7]. Spatiallogics have been used to ex-
press properties of structures such as trees [7], graphs [6,12] and heaps [19]. The main
ingredients of spatial logics are spatial connectives: roughly speaking, these connectives
are derived from operators that can be used to generate the domain of interpretation.

The logic we consider here is interpreted over hedges (i.e. unranked ordered trees)
labelled over an infinite alphabet. The logic integrates Boolean connectives, spatial con-
nectives (derived from the constructors of an unranked ordered tree algebra), tree vari-
ables and a fixpoint operator for recursion.

We focus on the satisfiability problem of TQL. It is quite simple to prove that the
full TQL logic over unranked ordered trees even without treevariables is undecidable.
We then focus on the guarded fragment which ensures that recursive variables have to
be guarded by tree extension. We show that guarded TQL logic without tree variables
is equivalent to the monadic second order logic (MSO).

However, when tree variables are considered, things are getting more complicated.
Indeed, we can express that two non-empty paths starting from a node of a tree lead to
two isomorphic subtrees, which goes beyond regularity overunranked trees.

Still about expressiveness of this logic, an infinite alphabet and the ability to test
for tree equality allow us to consider some data values. We can write formulas whose
models are hedges which violate some key constraints or somefunctional dependencies.



We focus on bounded TQL formulas: intuitively, a formula is bounded if for any
tree, the number of equalities and disequalities that have to be tested – to check non-
deterministically that the tree is a model of the formula – isbounded.

We introduce a new class of tree automata, calledtree automata with global equali-
ties and disequalities(TAGED for short), which extends unranked tree automataAwith
an equality relation=A and a disequality relation6=A on states. Subtrees of some tree
t which evaluates byA to states which are in relation by=A (resp. by6=A) have to be
isomorphic (resp. non isomorphic). Naturally,=A induces an equivalence relation on a
subset of nodes oft, but the number of classes of this relation is bounded. E.g.,TAGED
can express that all subtrees of heightn, for some fixed naturaln, are equal, but not that
for each node of the tree, all the subtrees rooted at its sons are equal. Although it is a
natural extension of tree automata, this extension has never been considered.

We show that satisfiability of guarded TQL formulas reduces to emptiness of TAGED.
We define a subclass of TAGED, calledbounded TAGED, for which we can decide
emptiness. Intuitively, boundedness ensures that the cardinality of every equivalence
class is bounded, which may not be the case for full TAGED. We show emptiness de-
cidability of bounded TAGED.

We complete our proof by constructing a TAGED from a guarded and bounded TQL
formula. This construction extends the one from [4] with tree variables. This extension
is non-trivial as the automata we have to consider are non-deterministic.

Finally, we define an extension of MSO with a binary relation∼ between nodes; two
nodes are in relation if they are roots of two isomorphic subtrees. We consider MSO
formulas extended with the predicate∼. It is easy to see that this extension renders
MSO undecidable. However, we prove that if the relation∼ concerns only variables
belonging to a prefix of existentially quantified first-ordervariables, then this extension
is decidable. The proof works by reduction to emptiness of bounded TAGED.

Automata dealing with data values have been studied in [18, 3]. However, our moti-
vations are different and we obtain the capability to managedata values as a side-effect.
In [3], the authors study two-variables FO logic extended with an equality relation on
data values. The expressiveness of this formalism and the one presented here are not
comparable: we can test tree isomorphisms while they can test data value equality only,
but restricting our logic to data-value equality is strictly less expressive, as we do not
have quantifiers.

The paper is organised as follows: in Section 2 we recall definitions for hedges,
hedge automata and monadic second order logic. Section 3 describes the TQL logic
and results we obtain concerning its satisfiability. Section 4 is dedicated to the tool
we use to solve the satisfiability problem, namely tree automata with global equalities
and disequalities (TAGED). In Section 5 we relate satisfiability of TQL formulas and
emptiness of TAGED. Finally, in Section 6 we propose an extension of MSO with
isomorphism tests whose satisfiability problem is decidable.

2 Preliminaries

We consider an infinite set of labelsΛ.



Hedges - TreesLet Σ be the signature{0, |} ∪ {a | a ∈ Λ}, where0 is a constant,
| a binary symbol andas unary symbols. We callhedgean element of theΣ-algebra
Hedge obtained by quotienting the freeΣ-algebra by the following three axioms:

0|h = h h|0 = h (h|h′′)|h′′′ = h|(h′′|h′′′)

0 will be theempty hedge. We call respectivelytreesandleaveshedges of the form
a(h) anda(0). We may omit| and writea(h)b(h′)c(h′′) instead ofa(h)|b(h′)|c(h′′).
We define roots(h) as the word fromΛ∗ defined recursively as :(i) roots(0) = ǫ, (ii)
roots(a(h′)) = a and,(iii) roots(h1|h2) = roots(h1)roots(h2).

We will also adopt the graph point of view and consider hedgesas a set of vertices
V , two disjoint sets of directed edgesEc, Es and a mappingλ from V toΛ. In a hedge
h, one associates a vertex with each occurrence of elements ofΛ. There is an edge from
Ec (resp. fromEs) from an occurrencea1 to an occurrencea2 if the hedge contains a
pattern of the forma1(h1|a2(h)|h2) for some hedgesh1, h2 (resp.a1(h1)|a2(h2) for
some hedgesh1, h2).

For every hedgeh = (V,Ec, Es, λ), we denote bynodes(h) the setV and by
labh(u) the labelλ(u), for u ∈ V . We denoteh|u the subtree ofh rooted atu, and by
≤ the reflexive-transitive closure ofEc. E.g., the root is minimal for≤ in a tree.

For a set of labelsL, we denoteHL (resp.TL) the set of hedges (resp. trees) with
nodes labelled by elements inL.

Hedge automata [17]A hedge automatonA is a 4-tuple(Λ,Q, F,∆) where∆ is a
finite set of rulesα(L) → q whereα is a finite or cofinite set of labels,L ⊆ Q∗ is a
regular language over states fromQ, andF ⊆ Q∗ is an accepting regular language.

Definition 1 (runs). Let h be a hedge andA be a hedge automaton. The set of runs
RA(h) ⊆ HQ ofA onh is the set of hedges overQ inductively defined by:

RA(h1|h2) = {r1|r2 | r1 ∈ RA(h1), r2 ∈ RA(h2)} RA(0) = {0}
RA(a(h)) = {q(r) | ∃α(L)→ q ∈ ∆, a ∈ α, r ∈ RA(h), roots(r) ∈ L}

Let q be a word of states, we denote byRA,q(h) ⊆ RA(h) the set of runsr such that
roots(r) = q, and often say thath evaluates toq byA. The set of accepting runs ofA
onh, denoted byRaccA (h), is defined by{r | ∃q ∈ F, r ∈ RA,q(h)}.

The language accepted byA, denotedL(A), is defined by{h | RaccA (h) 6= ∅}.

Testing emptiness of the language accepted by a hedge automaton is decidable [5].

MSO The logic MSO (Monadic Second Order logic) is the extension of the first-order
logic FO with the possibility to quantify over unary relations,i.e.over sets.

Let σ be the signature{laba | a ∈ Λ} wherelabas are unary predicates. We asso-
ciate with a hedgeh = (V,Ec, Es, λ) a finiteσ-structureSh = 〈V, {ch,ns} ∪ {labha |
a ∈ Λ}〉, such thatlabha(v) (resp.ch(v, v′), ns(v, v′)) holds inSh if λ(v) = a (resp.
(v, v′) ∈ Ec, (v, v′) ∈ Es).

We assume a countable set of first-order variables ranging over byx, y, z, . . . and a
countable set of second-order variables ranging over byX,Y,Z, . . ..

MSO formulas are given by the following syntax:

ψ ::= laba(x) | ch(x, y) | ns(x, y) | x ∈ X | ψ ∨ ψ | ¬ψ | ∃x.ψ | ∃X.ψ



φ ::= 0 empty hedge
⊤ truth
α[φ] extension
φ|φ composition
¬φ negation
φ ∨ φ disjunction
X tree variable
ξ recursion variables
µξ.φ least fixpoint
φ∗ iteration

(a) Syntax

J0Kρ,δ = {0}
J⊤Kρ,δ = HΛ

Jα[φ]Kρ,δ = {a(h) | h ∈ JφKρ,δ, a ∈ α}
Jφ|φ′Kρ,δ = {h|h′ | h ∈ JφKρ,δ, h

′ ∈ Jφ′Kρ,δ}
J¬φKρ,δ = HΛ\JφKρ,δ

Jφ ∨ φ′Kρ,δ = JφKρ,δ ∪ Jφ′Kρ,δ

JXKρ,δ = {ρ(X)}
JξKρ,δ = δ(ξ)
Jµξ.φKρ,δ =

T
{S ⊆ HΛ | JφKρ,δ[ξ 7→S] ⊆ S}

Jφ∗Kρ,δ = 0 ∪
S

i>0 JφKρ,δ| . . . |JφKρ,δ
| {z }

i times

(b) Semantics

Fig. 1.TQL logic

Let S be aσ-structure with domainV . Let ρ be a valuation mapping first-order
variables to elements fromV and second-order variables to subsets ofV . We write
S |=ρ ψ when the structureS is a model of the formulaψ under the valuationρ; this
is defined in the usual Tarskian manner and we have in particular, (i) ψ |=ρ laba(x)
if laba(ρ(x)) holds inS, (ii) ψ |=ρ ch(x, y) if ch(ρ(x), ρ(y)) holds inS, (iii) ψ |=ρ

ns(x, y) if ns(ρ(x), ρ(y)) holds inS.
A set of hedgesS is MSO -definableif there is an MSO sentenceψ such thatS =

{h | h |= ψ}. It is well-known that a language is accepted by some hedge automata iff
it is MSO-definable.

3 The Tree Query Logic
We consider here a fragment of the TQL logic defined in [7] and adapt it to unranked
ordered trees.

Syntax We assume a countable setT of tree variables ranging over byX,Y , and a
countable setR of recursion variables ranging over byξ. Let α be a finite or co-finite
set of labels fromΛ. Formulasφ from TQL are given by the syntax on Figure 1(a). We
allow cofinite sets in extensions, otherwise we could not express formulaΛ[0].
We assume thatµ is the binder for recursion variables and the notions of bound and free
variables are defined as usual. To ensure the existence of fixpoint, we will assume that
in formulasµξ.φ, the recursion variableξ occurs under an even number of negations.
A formula is said to berecursion-closedif all the occurrences of its recursion variables
are bound. A TQLsentenceis a recursion-closed formula that does not contain tree
variables. A TQL formulaφ is guardedif for any of its subformulaµξ.φ′, the variable
ξ occurs in the scope of some extension operatorα[ ] in φ′.

We assume from now on that recursion variables are bound onlyonce in formulas
and denote recvar(φ) (resp. var(φ)) the set of recursion variables (resp. tree variables)
occurring inφ. We may writea[φ] instead of{a}[φ].

SemanticsInterpretation maps a TQL formula to a set of hedges. Letρ be an assignment
of tree variables intoTΛ andδ be an assignment of the recursion variables into sets
of hedges. The interpretation of the formulaφ underρ and δ, denoted byJφKρ,δ is
inductively defined and given on Figure 1(b).



ExamplesLet us consider the following formulas:

φ = a[⊤]|⊤ (1)
φs = µξ.(a[⊤]|ξ ∨ 0) (2)

φdtd = (employee[name[Λ[0]] | dpt[Λ[0]] |manager[Λ[0]]])∗ (3)
φdd = φdtd ∧ ⊤ | employee[X] | ⊤ |employee[X] | ⊤ (4)

φpath(a),0 = µξ.((⊤|a[ξ]|⊤) ∨ 0) (5)

The above formulaφ is interpreted as the set of hedges of length at least1, such that
the root of the first tree is labelleda. The formulaφs is interpreted as the set of hedges
{a[h1]| . . . |a[hn] | hi ∈ HΛ, n ≥ 0}. The formulaφdtd is interpreted as the set of
hedges defining employees by their name, the department theywork in, and their man-
ager whereas the formulaφdd expresses that an employee occurs twice in the database.
Finally, the models of the formulaφpath(a),0 are hedges with a path labelled byas from
one of the roots to some leaf (i.e. the empty hedge0).

The formulaφodd is interpreted as the set of hedges having an odd number of nodes:

φodd = µξo.(Λ[0] ∨ Λ[φeven(ξo)]|φeven(ξo) ∨ Λ[ξo]|ξo
whereφeven(ξo) = µξe.(0 ∨ (Λ[ξo]|ξe ∨ Λ[ξe]|ξo))

Let us denoteφpath(L),ψ = µξ.((⊤|L[ξ]|⊤) ∨ ψ) the formula whose models are
hedges containing a path labelled by elements fromL from one of the roots to a hedge
satisfyingψ. The models of the following formula are the hedges having two non-empty
paths labelled respectively byas and bybs from two of the top-level nodes, those two
paths leading to some identical subtrees

⊤ | (a[φpath(a),X ]|⊤|b[φpath(b),X ] ∨ b[φpath(b),X ]|⊤|a[φpath(a),X ])| ⊤

T

T

T

T

T
S

Fig. 2. A tree withT 6= S

The formula φid not key is interpreted as the set of
hedges for which two nodes labelledid have identical sub-
trees (roughly speaking “the (data) value of the elementid
can not be used as a key in this XML document”)

φid not key = ⊤|Λ[φpath(Λ),id[X]]|⊤|Λ[φpath(Λ),id[X]]|⊤

The following formula states that two treesemployee
have identical subtrees rooted bydpt but different subtrees
rooted bymanager

φdtd ∧ ⊤ | employee[⊤ |dpt[X]|manager[Y ]] | ⊤
| employee[⊤ |dpt[X]|manager[¬Y ]] | ⊤

A hedge satisfying this formula may be considered as ill-formed assuming the existence
of some functional dependency stating thatdepartment has only onemanager.

Models of the formulaφbranch are the trees whose shapes are described on Figure
2.

φbranch = a[X|µξ.(a[X | ξ] ∨ ¬X ∧ Λ[⊤])]

φs andφodd are the only two formulas that are not guarded; however,φs is equivalent
to a[⊤]∗, which is guarded andφodd to the following guarded formula



φodd = µξo.Λ[φeven(ξo) ∨ (ξo|φeven(ξo)∗|ξo)∗]
φeven(ξo) = µξe.Λ[ξ∗eξo|(φeven(ξo) ∨ (ξo|φeven(ξo)

∗|ξo)
∗) ∨ 0

But the formulaµξ.(a[0]|ξ|b[0] ∨ 0) is neither guarded nor equivalent to any guarded
formula.

Definition 2 (satisfiability). A recursion-closed TQL formulaφ is satisfiable if there
exists a hedgeh and an assignmentρ such thath ∈ JφKρ.

TQL sentencesIt is easy to prove that TQL sentences can describe sets of hedges that
are not MSO-definable; for instance, the TQL sentenceµξ.(a[0]|ξ|b[0] ∨ 0) describes
a “flat” hedge of the form(a[0]nb[0]n) for n ∈ N.

Theorem 1. For any set of hedgesS, there exists a guarded TQL sentenceφ such that
JφK = S iff S is MSO-definable.

As a consequence of Theorem 4, satisfiability is decidable for guarded TQL sen-
tences. This restriction is crucial, since, by reduction ofemptiness problem for the in-
tersection of two context-free grammars, one can prove that:

Theorem 2. Satisfiability for TQL sentences is undecidable.

Adding quantificationAs in [7], one could also consider quantification over tree vari-
ables∃X and∀X with the following semantics:

J∃X.φKρ,δ =
⋃

t∈T

JφKρ[X→t],δ J∀X.φKρ,δ =
⋂

t∈T

JφKρ[X→t],δ

whereρ[X → t] is the assignment identical toρ except that it associatest with X.
Hence, the satisfiability problem from Definition 2 is equivalent to the one of closed

formulas of the form∃X1 . . . ∃Xnφwhereφ is a recursion-closed TQL formula,i.e. the
existence of a tree satisfying this formula.

For more complicated alternation of quantifiers, one can easily adapt the proof from
[8] about the undecidability of the fragment of TQL without iteration, recursion and
tree variable but with quantification over labels to prove that

Theorem 3. Satisfiability for recursion-closed TQL formulas with quantification is un-
decidable (this holds even for recursion-free formulas).

Bounded TQL formulasIn bounded formulas, variables can occur in recursion only
in a restricted manner: intuitively a formula is bounded if there exists a bound on the
number of equality test performed to (non-deterministically) verify that a hedge is a
model of the formula. Boundedness appears naturally in unification problems and in
pattern languages (where variables appears a bounded number of times in terms or
patterns). But defining boundedness in the presence of recursion is a bit more technical.

In the examples we have given so far, the only formula that is not bounded is
φbranch. The following formula is also not bounded as it asks each subtree of the hedge
to be different fromX: ¬(µξ.⊤|(X ∨ Λ[ξ])|⊤)



We let β be a recursion-closed formula s.t. no recursion variable isbound twice,
and denote byφξ the formula s.t.µξ.φξ is a subformula ofβ. To defineboundedness
formally, we introduce, for every subformulaφ of β, thegeneralized free variablesof
φ, denoted var∗β(φ), as the least solution of the following (recursive) equations:

var∗β(0) = var∗β(⊤) = ∅ var∗β(a[φ]) = var∗β(¬φ) = var∗β(µξ.φ) = var∗β(φ∗) = var∗β(φ)
var∗β(ξ) = var∗β(φξ) var∗β(X) = {X} var∗β(φ ∨ φ) = var∗β(φ|φ′) = var∗β(φ) ∪ var∗β(φ′)

Note that the least solution of these equations is computable. An operator occurs
positively (resp. negatively) in a formula if it occurs under an even (resp. odd) number
of negations.

A formulaβ is boundedif it satisfies the following properties:

1. for any subformulaφ∗, var∗β(φ) = ∅;
2. for any subformulaφ|φ′ where| occurs negatively, var∗β(φ) = var∗β(φ

′) = ∅.
3. each formulaφ|φ′ where | occurs positively and each formulaφ ∨ φ′ where∨

occurs negatively satisfy∀ξ ∈ recvar(φ), var∗β(ξ) ∩ var∗β(φ
′) = ∅, and∀ξ′ ∈

recvar(φ′), var∗β(ξ
′) ∩ var∗β(φ) = ∅.

As a consequence of Theorem 1, this fragment is strictly moreexpressive than
guarded TQL sentences, as it allows for tree isomorphism tests. Combining Theorems
6 and 5 of the next two sections proves our main result:

Theorem 4. Satisfiability is decidable for bounded guarded TQL formulas.

RemarksOur logic can be seen as an extension of the (recursive) pattern-language of
XDuce [13]. The main difference here is that we allow Booleanoperators and drop the
linear condition for variables of XDuce. The pattern-matching mechanism of CDuce
[1] extends the one from XDuce with Boolean operations and weaker conditions on
variables. However, no equality tests between terms can be performed making our logic
more powerful. Since we consider an infinite alphabet and we allow equality tests be-
tween trees, we can, as a side effect, simulate data values asdone in some of the exam-
ples we gave.

4 Tree Automata with Global Equalities and Disequalities

In this section, we present a new extension of hedge automata(called TAGED) with the
ability to test tree equalities or disequalities globally on the run. We prove decidability
of emptiness for a particular class of TAGED, called boundedTAGED, which we use
to decide satisfiability of bounded TQL formulas.

4.1 Definitions

Definition 3 (TAGED). A tree automaton with global equalities and disequalities (TAGED)
is a 6-tupleA = (Λ,Q, F,∆,=A, 6=A) such that:
• (Λ,Q, F,∆) is a hedge automaton;
• =A is an equivalence relation on a subset ofQ;
• 6=A is a non-reflexive symmetric binary relation onQ;



A TAGED is positiveif 6=A= ∅, and is simply denoted byA = (Λ,Q, F,∆,=A). The
set{q | ∃q′ ∈ Q, q =A q

′} is denoted byE, and for all statesq ∈ E, we denote by[q]
its equivalence class. The set{q | ∃q′ ∈ Q, q 6=A q′} is denoted byD. The notion of
run differs from hedge automata as we add equality and disequality constraints.

Definition 4 (runs). LetA = (Λ,Q, F,∆,=A, 6=A) be a TAGED. A runr of the hedge
automaton(Λ,Q, F,∆) on a hedgeh satisfies the equality constraints if the following
holds:∀i ∈ {1, . . . , n}, ∀u, v ∈ nodes(h), labr(u) =A labr(v) =⇒ h|u = h|v.

Similarly, the runr onh satisfies the disequality constraints if the following
holds:∀i ∈ {1, . . . , n}, ∀u, v ∈ nodes(h), labr(u) 6=A labr(v) =⇒ h|u 6= h|v.

The set of accepting runs ofA on h, denotedRaccA (h), is the set of accepting runs
r of (Λ,Q, F,∆) which satisfy the equality and disequality constraints. The language
accepted byA, denotedL(A), is the set of hedgesh such thatRaccA (h) 6= ∅.

Remark thatL(A) is not necessarily regular, as illustrated by Example 1.

Example 1.LetΛ be an infinite alphabet. LetQ = {q, qX , qf},F = {qf}, and let∆ be
defined as the set of following rules:Λ(q∗)→ q Λ(q∗)→ qX a(qXqX)→ qf
Let A1 be the positive TAGED(Λ,Q, F,∆, {qX =A1

qX}). ThenL(A1) is the set
{a(t|t) | a ∈ Λ, t ∈ TΛ}, which is known to be non regular [10].

Example 2.Let Q = {q, qX , qX , qf}, F = {qf}, and let∆ defined as the set of fol-
lowing rules:

Λ(q∗)→ qX Λ(q∗)→ q Λ(q∗)→ qX a(qX(qX + qf ))→ qf

LetA2 be the TAGED(Λ,Q, F,∆, {qX =A2
qX}, {qX 6=A2

qX}). ThenL(A2) is the
set of hedges whose shapes are described on Figure 2.

RemarksExtensions of tree automata which allow for syntactic equality and disequality
tests between subterms have already been defined by adding constraints to automaton
rules. E.g., adding the constraint1.2 = 2 to a rule means that one can apply the rule at
positionπ only if the subterm at positionπ.1.2 is equal to the subterm at positionπ.2.
Testing emptiness of the recognized language is undecidable in general [16] but two
classes with a decidable emptiness problem have been emphasised. In the first class,
automata are deterministic and the number of equality testsalong a path is bounded [11]
whereas the second restricts tests to sibling subterms [2].This latter class has recently
been extended to unranked trees [15], the former one has beenextended to equality
modulo equational theories [14]. But, contrarily to TAGED,in all these classes, tests
are performed locally, typically between sibling or cousinsubterms. Finally, automata
with local and global equality tests, using one memory, havebeen considered in [9].
Their emptiness problem is decidable, and they can simulatepositive TAGEDs which
use at most one state per runs to test equalities, but not general positive TAGEDs.

Definition 5 (bounded TAGED).A bounded TAGED is a 7-tupleA = (Λ,Q, F,∆,=A

, 6=A, k) whereA′ = (Λ,Q, F,∆,=A, 6=A) is a TAGED andk ∈ N is a natural. An
accepting runr ofA on a treet is an accepting run ofA′ on t such that the following
is true: |{u | labr(u) ∈ E ∪D}| ≤ k.
We say thatA and its accepting runs arek-bounded and may write(A′, k) instead of
A. We say that a TAGEDB is equivalent to a bounded TAGEDA if L(A) = L(B).



The TAGED of Example 1 is equivalent to the 2-bounded TAGED(A1, 2), whereas
one can prove that the one of Example 2 is not equivalent to anybounded TAGED.

Theorem 5 (emptiness of bounded TAGED).LetA be a bounded TAGED. It is de-
cidable to know whetherL(A) = ∅ holds or not.

The rest of this subsection is dedicated to the proof of this theorem, first for positive
bounded TAGED, then for full bounded TAGED.

4.2 Configurations

We define a tool calledconfigurationsused to decide emptiness of positive bounded
TAGED. In this subsection, the 6-tupleA = (Λ,Q, F,∆,=A, k) always denotes a
positive bounded TAGED. We suppose thatA accepts trees only, i.e.F ⊆ Q. It is not
difficult to adapt the decidability result to hedge acceptors. Moreover, we suppose that
for any runr -even non accepting- on a tree, the cardinal of the set of nodes labelled
by states of E is at mostk. Indeed, it is easy to transformA to ensure this property by
enriching states with a counter up tok. We show how to decompose a positive TAGED
into an equivalent and computable finite set of configurations. Since testing emptiness
of configurations is easily decidable, we get the decidability result for positive TAGED.
Informally, configurations are (non-regular) tree acceptors which make explicit parent
or ancestor relations between nodes for which equality tests are performed byA. These
are DAG-like structures labelled by sets of states ofA. A tree t is accepted by some
configurationc if the unfolding ofc can be embedded into a runr of A on t, such that
labels ofr belong to labels ofc. By putting suitable rules on how sets of states occur as
labels ofc, we can enforcer to respect equality constraints.

Definition 6 (configurations).A configurationc ofA is a rooted directed acyclic graph
such that:(i) every node carries a symbol from2Q, (ii) outgoing edges of a node are
ordered, and(iii) for every equivalence class[q] of =A, there is at most one setP ⊆ Q
such that[q] ∩ P 6= ∅ andP is a label ofc.

Fig. 3.A configuration (nat-
urals represent the order on
edges)

Nodes ofc are denoted bynodes(c). For every node
u ∈ nodes(c), we denote byc|u the subgraph ofc induced
by the nodes reachable fromu in c, and byu1, . . . , un the
n successor nodes ofu given in order. Note that it might be
the case thatui = uj for somei, j ∈ {1, . . . , n}. Finally,
we always denote bylabc(u) ⊆ Q the label of nodeu in
c. Fig. 3 illustrates a configuration whose nodes are labelled
either by set of states{q, q′}, {s}, {p} or {r}. Note that the
second successor of the root is the node labelled{r}, while
its first and third successor is the node labelled{q, q′}.

In order to define semantics of configurations, we first introduce some useful no-
tions about contexts. Forn ≥ 0, we definen-ary contextsCs as usual, and the hole
substitution with treest1, . . . , tn is denoted byC[t1, . . . , tn]. Note that0-ary contexts
are just trees. See [10] for a formal definition. Givenn statesp1, . . . , pn ∈ Q and an
n-ary contextC, we denote byC[p1, . . . , pn] the tree overΛ ∪ Q, where eachpi is



viewed as a constant symbol. We letA∗ be the TAGED over alphabetΛ ∪ Q which
is justA with additional rulesq(ǫ) → q, for everyq ∈ Q. We say thatC[p1, . . . , pn]
evaluates top, denotedC[p1, . . . , pn] →A p if there is a runr of A∗ onC[p1, . . . , pn]
such that roots(r) = p. For any setS ⊆ Q, we writeC[p1, . . . , pn] →Q\S q if states
from S does not occur inr, except at the root and at the leaves labelledp1, . . . , pn.

We now view configurations as a way to combine contexts to formtreest, with addi-
tional requirements which enforce existence of a runr ofA ont. Condition(iii) of Def-
inition 6 ensuresr satisfies the equality constraints. This motivates the semantics of con-
figurations. More formally, letc be a configuration ofA. A mappingλ from nodes(c)
into contexts overΛ is an interpretationof c if for every nodeu ∈ nodes(c), if u
has exactlyn successor nodesu1, . . . , un in c, thenλ(u) is ann-ary context. More-
over, λ must satisfy the following: for every nodeu ∈ nodes(c) and every nodes
u1, . . . , un ∈ nodes(c), if u1, . . . , un are the successor nodes ofu then the following
holds (called condition(P )):

∀p ∈ labc(u), ∃p1 ∈ labc(u1) . . . ∃pn ∈ labc(un), λ(u)[p1, . . . , pn]→Q\(E∪D) p

As A is positive, the setD is empty, but we keep this definition for uniformity
reasons when dealing with disequalities. Every nodeu ∈ nodes(c), together with the
mappingλ, define a treet(u, λ) overΛ as follows:t(u, λ) = λ(u)[t(u1, λ), . . . , t(un, λ)],
wheren ∈ N andu1, . . . , un are the successor nodes ofu in c. Note that this definition
is well-founded sincec is a DAG. As we will see, condition(P ) ensures the existence
of a run ofA on t(u0, λ), whereu0 is the root ofc.

Definition 7 (tree language recognized by a configuration).Let c be a configuration
ofA. The tree language recognized byc, denotedL(A, c), is defined by the set of trees
t(u0, λ), whereu0 is the root ofc, andλ is an interpretation ofc.

Trees accepted by configuration of Fig. 3 are necessarily of formC[C ′[t], t′, C ′[t]],
for some contextsC,C ′, C ′′ and treest, t′. As already said, the constraints on the con-
texts and the configuration ensure the existence of a run on the trees ofL(A, c) which
satisfies the equality constraints. In particular, we can prove the following:

Proposition 1. Let c be a configuration ofA such thatL(A, c) is nonempty. Lett be a
tree ofL(A, c), andu0 ∈ nodes(c) be the root ofc. For everyp ∈ labc(u0), there is
a run r ∈ RA,p(t) which respects the equality constraints.

The converse holds too, and we can bound the size of configurations:

Proposition 2. Let t ∈ TΛ be a tree such thatt ∈ L(A). Then there is a configuration
c of size at most|Q|.k|Q| such thatt ∈ L(A, c).

Sketch of proofWe start from an accepting runr of A on t and define an equiva-
lence relation on a subset ofnodes(t). Informally, two nodesu, v are equivalent if an
equality test betweent|u andt|v is performed inr. This is the case for instance when
labr(u) =A labr(v). Each equivalence class will represent a node ofc, to enforce
equalities. �

Hence, we can finitely represent the language recognized byA as a computable set
of configurations ofA, as stated below:



Corollary 1. LetA be ak-bounded positive TAGED. We letD(A) be the set of config-
urations ofA whose sizes are bounded by|Q|.k|Q|. The following holds:

L(A) =
⋃

c∈D(A)

L(A, c)

Moreover, we can decide emptiness of the language recognized by any configura-
tion.

Lemma 1. Given a configurationc, it is decidable to know whetherL(A, c) = ∅ holds.

Proof (Sketch).For all nodesu, u1, . . . , un s.t.u1, . . . , un are the successors ofu, it
suffices to test whether there is ann-ary contextC s.t. for all statep ∈ labc(u), there
arep1 ∈ labc(u1),. . . ,pn ∈ labc(un) s.t.C[p1, . . . , pn] →Q\E p. We can represent
the set of contextsC such thatC[p1, . . . , pn] →Q\E p by a tree automatonA(pi)i,p.
Then, it suffices to test emptiness of

⋂

p∈P

⋃

(pi)i∈
Q

i labc(ui)
L(A(pi)i,p), which is de-

cidable, since regular languages are closed by Boolean operations.

As a corollary of Lemma 1 and Corollary 1, we get the following:

Proposition 3. Emptiness of positive bounded TAGED is decidable.

4.3 Adding disequalities to positive bounded TAGED

In the previous section, we have shown that emptiness of positive bounded TAGED
is decidable. In this section, we extend this result to full bounded TAGED.A always
denotes ak-bounded TAGED. The definition of configurations ofA remains unchanged,
and the setD(A) still denotes the set of configurations ofA whose size is bounded by
|Q|.k|Q|. We have the following inclusion:L(A) ⊆

⋃

c∈D(A) L(A, c), but the other one
does not hold in general, since configurations do not requiredisequality constraints to
be satisfied. We show how an additional test on configurationsc allows us to decide
whetherL(A) ∩ L(A, c) is empty, which will be sufficient to decide whetherL(A) is
empty. Informally, letc be a configuration andλ be an interpretation ofc. We say thatλ
satisfies the disequalities ofc if for all nodesu, v ∈ nodes(c), if there arep ∈ labc(u)
andq ∈ labc(v) such thatp 6=A q, thent(u, λ) 6= t(v, λ).

We now relate the problem of finding such an interpretation tocontext disunifica-
tion. For all nodesu ∈ nodes(c), we let cxtc(u) be the set of contexts satisfying con-
dition (P ) of the definition of interpretation. We define the notion ofpartial interpreta-
tion β of c, as a mapping fromnodes(c) into contexts, such that it maps every nodeu

such that cxtc(u) is finite into a context of cxtc(u), and every other nodev to a context
@v(•, . . . , •) with n holes (ifv hasn successors), where@v is a fresh symbol such that
@v 6∈ Λ. Note that treest(u, β) are trees over alphabetΛ ∪ {@v | v ∈ nodes(c)}.
We can show the following, by using context disunification (symbols@v are viewed as
context variables):

Lemma 2. LetA be a bounded TAGED. We haveL(A) 6= ∅ iff there exist a configu-
ration c ∈ D(A) and a partial interpretationβ of c such thatβ satisfies the disequality
constraints ofc. Moreover, it is decidable to know whether such an interpretation β
exists.

As a corollary, by combining Lemma 2 and Lemma 1, we get the proof of Theorem 5.



5 From TQL to Automata
In this section,φ denotes a recursion-closed and guarded TQL formula over tree vari-
ablesX1, . . . ,Xn. We sketch the construction of a TAGEDAφ such that for all hedges
h ∈ HΛ, we haveh ∈ L(Aφ) iff there exists a valuationρ : var(φ) → TΛ such that
h ∈ JφKρ. Moreover, we proveAφ to be equivalent to a computable bounded TAGED
wheneverφ is bounded.

In a first step, we transformφ into an equivalent system of fixpoint equations, and
then sketch the construction ofAφ starting from this system. This construction extends
the construction of [4]. This extension is non-trivial, since it manages tree variables,
which induce non-determinism in the produced tree automaton. Moreover, even for
sentences, this construction is different, since trees areordered.

System of equationsWe define dual connectives for parallel composition and Kleene
star. We letφ1||φ2 as a shortcut for¬(¬φ1|¬φ2),φ⋄1 for ¬(¬φ1)

∗ andX for ¬X∧Λ[⊤].
A system of fixpoint equationsΣ is a sequence of equationsξ1 = rhs1, . . . , ξn = rhsn
where everyrhsi has one of the following form:

0 0 ξ ∨ ξ′ ξ ∧ ξ′ α[ξ] ξ|ξ′ ξ||ξ′ X X ξ∗ ξ⋄

The last fixpoint variable,ξn, is denoted by last(Σ). The set of tree variables occur-
ring inΣ is denoted by var(Σ). Systems of equations are interpreted over the complete
lattice(2HΛ ,

⋃

,
⋂

), modulo an assignmentρ : var(Σ)→ TΛ. We consider the follow-

ing monotonic operations over2HΛ , moduloρ: 0 is interpreted as{0HΛ}, 0 as{0HΛ}
(the overline denotes the complement inHΛ),∨ by∪,∧ by∩,α[.] as the unary operator
which maps any set of hedgesH ⊆ HΛ into {a[h] | a ∈ α, h ∈ H}, .|. as the binary
operator which maps two sets of hedgesH,H ′ intoH|H ′ = {h|h′ | h ∈ H,h′ ∈ H ′},

its dual .||. mapsH,H ′ into H||H ′ = H|H ′. The Kleene star.∗ and its dual.⋄ are
interpreted similarly. Finally,X is interpreted byρ(X) andX by TΛ\{ρ(X)}.

The solution ofΣ over(2HΛ ,
⋃

,
⋂

) moduloρ is a mapping from fixpoint variables
of Σ into 2HΛ , and is denoted by SolH(Σ, ρ). We can push down the negations to
the leaves ofφ, using the dual connectives, and introduce fixpoint variables for every
position inφ, which allow to construct a system of equationsSφ such that var(Sφ) =
var(φ) and the following holds:

Lemma 3. For all valuationsρ : var(Sφ)→ TΛ, we haveJφKρ = SolH(Sφ, ρ)(last(Sφ))

E.g., the equation system associated with the formulaµξ.(a[ξ] ∨ (µξ′.(b[ξ′] ∨X))) is
{ξ′ = ξ2 ∨ ξ3; ξ2 = b[ξ′]; ξ1 = a[ξ]; ξ3 = X; ξ = ξ1 ∨ ξ

′}.

Ideas of automaton construction for sentencesIn this paragraph, we assume thatφ is
a sentence. Checking whether a hedgeh is a solution ofSφ is similar to a run of some
hedge automaton onh. Let us consider the systemS = {ξ = ξ1 ∨ ξ2; ξ1 = a[ξ]; ξ2 =
0}, where the last variable isξ. Solutions ofS are chains labelled byas. To check
whether hedgea(0) is a solution ofξ, first verify thata(0) is a solution ofξ1 or a
solution ofξ2. One can easily see thata(0) is not a solution ofξ2. It remains to verify
whethera(0) is a solution ofξ1 = a[ξ], by verifying that0 is a solution ofξ, etc... This
can be done by an automaton with transition rulesa(ǫ + qa[ξ]) → qa[ξ], whereqa[ξ] is



a final state. We define the set of (final) states byQ = F = {qa[ξ]}. Let us interpret
S over2Q

∗

, whereQ∗ is the set of words overQ. We interpret∨ by ∪, 0 by {ǫ}, and
a[ξ] by {qa[ξ]}. Solutions ofξ are denoted bys(ξ) (and similarly for other variables).
Hence we gets(ξ2) = {ǫ}, s(ξ1) = {qa[ξ]}, ands(ξ) = {ǫ, qa[ξ]}. Which trees evaluate
to qa[ξ] ? Trees of the forma(h) whereh evaluates to some word of states froms(ξ).
Hence, we can define transitiona(s(ξ))→ qa[ξ].

Things get more complicated when adding intersection. For instance, consider the
systemS′ = {ξ1 = a[ξ]; ξ2 = a[ξ′]; ξ′ = 0; ξ = ξ1 ∧ ξ2}. If we interpret this system as
before, with statesqa[ξ] andqa[ξ′], we would gets(ξ) = ∅. Hence, states should carry
enough information to know if the current tree is a solution of a[ξ], a[ξ′], or both. In
the construction we provide, every state is a tuple of atoms of the formα[ξ], α[⊤], or
α[¬ξ], for every right-hand side of the formα[ξ] occuring in the system. If some tree
t evaluates to a tuple which has a component equal toα[ξ], it means thatt is of the
form a(h), wherea ∈ α andh is solution ofξ. If the component isα[⊤] or α[¬ξ], it
means thata(h) is not a solution ofα[ξ], because, in the first case,a 6∈ α, and in the
second one,a ∈ α, buth is not a solution ofξ. Knowing this complete information, i.e.
which right-hand sides of the formα[ξ] are satisfied or not by the current tree, we are
able to construct exactly one rule per state, by solving the system on sets of words of
states, with suitable interpretations. As the formula is guarded, solutions of the system
are regular state word languages. We then get a deterministic hedge automaton whose
accepted trees are the solutions of the system.

Adding tree variablesWhen adding variables, we cannot keep the automaton deter-
ministic, since subtrees will be captured non-deterministically. For instance, consider
the systemS = {ξ′′ = X; ξ′ = ξ′′|ξ′′; ξX = a[ξ′]; ξ2 = 0; ξ3 = ξ∗⊤; ξ1 = Λ[ξ3]; ξ⊤ =
ξ1 ∨ ξ2; ξ = ξ⊤ ∧ ξX}, where the last variable isξ. Given a valuationρ : var(S)→ TΛ,
the systemS has a unique solution, moduloρ, which is a(ρ(X)|ρ(X)). A TAGED
accepting the solutions ofS is the TAGED of Example 1 of Section 4. It is non-
deterministic, since it has to choose to go in a stateqX which will enforce the TAGED
to test whether the two sons of the root are equal.

(Λ[ξ3], {a[ξ′]},∅)

(Λ[ξ3],∅, {X}) (Λ[ξ3],∅, {X})

Fig. 4.Run ofAφ ona(a(0)a(0))

As tree variables induce a kind of non-
determinism, we emphasize two kinds of recur-
sion variables: deterministic recursion variables,
for which the problem of checking whether a
given hedge is a solution does not involve tree
variables, such asξ⊤, ξ1, ξ2 andξ3 in our exam-
ple; and non-deterministic one:ξ,ξX ,ξ′ andξ′′.

States of the automaton we construct have three components.The first component is
induced by deterministic recursion variables and simulatea classical hedge automaton,
as for the case of sentences. The second component is inducedby non-deterministic
recursion variables, and collects atoms of the formα[ξ], whereξ is non-deterministic,
for which the current tree is the solution. In other words, itguesses the positions in the
tree under which capture variables occur. Third componentsare sets of variablesX or
X, meaning that equality or disequality tests are performed on the current tree.

Transition rules are obtained by suitable interpretation of the system over words
of states. Finally, two states are equivalent for the automaton if their third component



shares a tree variable. Disequalities are defined similarly. For instance, an accepting
run of the automaton forS, on the treea(a(0)a(0)), is represented in Fig. 4. The state
(Λ[ξ3],∅, {X}) is equivalent to itself.

Theorem 6. Letφ be a guarded TQL formula. There is a computable TAGEDAφ such
that for all hedgesh, we haveh ∈ L(Aφ) iff there exists a valuationρ : var(φ) → TΛ

such thath ∈ JφKρ.
Moreover, ifφ is bounded, the TAGEDAφ is equivalent to the bounded TAGED

(Aφ, B), for some computable boundB ∈ N.

To compute the boundB, we interpret the systemSφ on naturals, with suitable
interpretations (for instance,X is interpreted by1, ∧ by +, and∨ bymax).

6 Extending MSO with Tree Isomorphism Tests
In this section, we propose an extension of MSO for unranked trees with isomorphism
tests between trees.

Let∼ be a binary predicate s.t. for a structureSh associated with a hedgeh and a
mappingρ from {x, y} to nodes ofh, Sh |=ρ x ∼ y holds if the two subtrees rooted at
respectivelyρ(x) andρ(y) in h are isomorphic. We consider sentences of the form

Q1x1Q2x2 . . . Qnxnψ

whereQi ∈ {∃,∀} andψ is an MSO formula extended with atomsxi ∼ xj
(1 ≤ i, j ≤ n). We callMSO∼ this logic. We will also consider the fragmentMSO∃

∼

for which formulas satisfyQ1 = Q2 = . . . = Qn = ∃. Remark thatψ can again
contain quantifiers. Hence, since tree isomorphism cannot be expressed inMSO [10],
MSO∼ andMSO∃

∼ are stricly more expressive thanMSO. By reduction of the Post
correspondence problem, we can prove that:

Theorem 7. Satisfiability forMSO∼ is undecidable.

However,MSO∃
∼ and bounded TAGED are equally expressive: for any formulaϕ

in MSO∃
∼, one can compute a bounded TAGED, whose size is non-elementary in the

size ofϕ, accepting the models ofϕ. The converse holds too. As a consequence of
decidability of emptiness for bounded TAGED, we have:

Theorem 8. Satisfiability is decidable forMSO∃
∼.

7 Conclusion

In this paper, we have considered the spatial logic TQL with tree variables. We have
proved that for the guarded fragment when variables appear in a bounded way then the
satisfiability problem is decidable. To do so, we have introduced a new class of tree
automata, called TAGED, permitting to test global equalities and disequalities on the
accepted trees. Finally, we have used TAGED to prove decidability for an extension of
MSO with isomorphism tests interpreted over unranked trees.
We speculate that the boundedness condition is not requiredfor the decidability of
emptiness of TAGED, as pumping technics dealing with constraints may be applicable.
However, it is non-trivial, since TAGED are not determinizable in general. This would
imply that the full guarded TQL with trees variables is decidable. Another extension



would be to consider hedge variables. This problem seems to be non trivial as the satis-
fiability problem for such formulas could encode word equations.
We emphasized a correspondence betweenMSO∃

∼ and bounded TAGED. It would be
interesting to exhibit a fragment ofMSO∼ equivalent to full TAGED.
The TQL system also includes a transformation language; we aim at using TAGED
automata to type these transformations and more generally,tree transducers.
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A Deciding emptiness of bounded TAGED

A.1 Positive bounded TAGED

Proof of Proposition 1 Sincet ∈ L(A, c), there exists an interpretationλ of c such
thatt = t(u0, λ).

Let u0, u1, ..., un a topological order of the nodes ofc. For anyi, let ti = t(ui, λ).
We will prove that for anyi, for any stateqi belonging tolabc(ui), there is a run on
ti whose root isqi, that satisfies the strong following equality constraints:if a node is
labelled byq in E, thenq belongs to one and only onelabc(uk) and the corresponding
subterm is isomorphic totk .

This can be proven by induction. Ifi = n, then tn = λ(un) and the property
is directly obtained. Now let us suppose the property is trueif i > p. Then tp =
λ(up)(ti1 , ..., tik) where thetij satisfy the required property by induction hypothesis.
Using the condition(P ) of interpretations of configurations, we get easily the required
property fortp. Now, aslabc(u0) contains a final state, we get the proposition.

Proof of Proposition 2 Sincet ∈ L(A), there exists a successful runr ∈ RaccA (t). We
associate to(t, r) a configurationc, such that|c| ≤ |Q|.k|Q| andt ∈ L(A, c). Infor-
mally, we define an equivalence relation∼ on nodes oft, two nodes being equivalent if
they are labelled, inr, by two states in relation by=A (hence, the two induced subtrees
of t are equal), or they can be reached by two isomorphic paths, whose respective node
starting points are equivalent. In particular, this definition implies that if nodesu and
v are equivalent, thent|u = t|v holds, and, roughly speaking,t|u and t|v have been
tested to be equal by the automaton, or are embedded in two equal trees which have
been tested to be equal by the automaton.

Equivalence classes are intended to represent the nodes of the configuration. By
defining a suitable order on equivalence classes, we can define the configuration. A full
example is given at the end of the proof.

Node equivalenceThe node equivalence relation is defined on a subset ofnodes(t).
Given two nodesu, v ∈ nodes(t), we define the relation∼ as the least relation satis-
fying the following:

– u0 ∼ u0, whereu0 is the root oft;
– for all nodesu, v ∈ nodes(t), if labr(u) =A labr(v), thenu ∼ v;
– for all nodesu, v, u′, v′ ∈ nodes(t) such thatu′ < u andv′ < v, if u′ ∼ v′ and

there exists a nodew ∈ nodes(t) such thatu ∼ w, and the downward paths from
respectivelyu′ to u andv′ to v are isomorphic, thenu ∼ v;

– for all nodesu, v, w ∈ nodes(t), if u ∼ w andw ∼ v, thenu ∼ v.

We denote bynodes(t)|∼ the set of nodesu such that∃v ∈ nodes(t), u ∼ v.
We can show that∼ is symmetric by induction on pairs of nodes ofr (using the
lexicographic order induced by≤). It is transitive by definition, hence reflexive on
nodes(t)|∼. Thus,∼ is an equivalence relation onnodes(t)|∼.

Fig. 5 illustrates this relation. It represents a treet with two isomorphic paths:
u, u′, v, v′ are nodes oft, while p, p′, q, q′ are states ofA, which represent the labels



u′, p′ v′, q′

u, p v, q

∼

∼

Fig. 5.Node equivalence

at nodesu, u′, v, v′ respectively in a run ofA on t. Suppose thatp′ =A q′, andp ∈ E.
Hence,u′ ∼ v′, and, since the path fromu′ to u in t is isomorphic to the path fromv′

to v in t, we getu ∼ v (the labels int of the nodes on the respective paths must be the
same, by definition of path isomorphism).

Remark that the number of equivalence classes is bounded by someb ≤ |Q|. We
denote byu the equivalence class of any nodeu ∈ nodes(t)|∼, and bystates(u)
the set{q ∈ Q | ∃v ∈ u, labr(v) = q}. Remark that for every equivalence classu, for
all statesq ∈ states(u),RA,q(t|u) is non-empty.

Frontier We let≤do be the document order on nodes, i.e. the order induced by a
depth-first traversal of the tree. Given a nodeu ∈ nodes(t)|∼, we letfrontier(u)
be the sequence defined as the maximal subset (ordered by document order) ofnodes(t)|∼,
let us called(u1, . . . , un), such that everyui is minimal for≤ and belowu. More for-
mally, (u1, . . . , un) is defined by

– for all i ∈ {1, . . . , n}, u < ui;
– for all i ∈ {1, . . . , n}, for all v ∈ nodes(t)|∼, if u < v ≤ ui thenv = ui (called

property (P ));
– for all i ∈ {1, . . . , n− 1}, ui ≤do ui+1, for all v ∈ nodes(t)|∼, if ui <do v′ <do
ui+1, thenui ≤ v.

ConfigurationWe define configurationc of A by:

– nodes ofc are the equivalence classesu, for all u ∈ nodes(t)|∼;
– for all u ∈ nodes(t)|∼, labc(u) is defined bystates(u);
– for all u ∈ nodes(t)|∼, let us denotefrontier(u) = (u1, . . . , un) the frontier

of u. Then successors (given in order) of nodeu in c are defined byu1, . . . , un.



Remark that the definition of the successors of any nodeu in c are independent of
the choice of the class representatives. In other words, letu, u′ ∈ nodes(t) be two
nodes such thatu ∼ u′.

Let (u1, . . . , un) be equal tofrontier(u). We denote byu′1 (resp.u′2, . . . , u
′
n)

the node oft reachable fromu′ by the downward path isomorphic to the path fromu to
u1 (resp.u2, . . . , un). By definition of∼, we haveui ∼ u′i, for everyi ∈ {1, . . . , n}.
Similarly, it is not difficult to prove that(u′1, . . . , u

′
n) is equal tofrontier(u′).

Order on equivalence classesIn order to complete the proof of Proposition 2, we
define a strict order≺c on equivalence classes as the transitive but not reflexive closure
of the relation(R) defined by:

u (R) v iff ∃u′ ∈ u, ∃v′ ∈ v, u′ < v′

We can verify that≺c is a strict order. We show antisymmetry. Leti, j ∈ {1, . . . ,m}.
Suppose thatu ≺c v andv ≺c u. Then there exists nodesu1, u2 ∈ u, andv1, v2 ∈ v
such thatu1 ≤ v1 andv2 ≤ u2. By definition of∼, t|u1

= t|u2
, andt|v1 = t|v2 , so that

t|v1 = t|u1
andt|u2

= t|v2 . Hencev1 = u1 andv2 = u2, andu = u1 = v1 = v.

Proof of correctnessWe now prove the following claims, which will conclude the
proof of the whole Proposition:

Claim 1Let u, v ∈ nodes(t)|∼. If v is a successor ofu in c, thenu ≺c v.

Claim 2c is a configuration ofA.

Claim 3It holds thatt ∈ L(A, c).

Claim 4Let u ∈ nodes(t)|∼ such thatu is not the root oft. Let ↓ (u) be the set of
equivalence classes less thanu, i.e.↓ (u) = {v | v ≺c u}. The cardinality ofu, denoted
|u|, is bounded byk.maxv∈↓(u)|v|.

Claim 5The size ofc is bounded by|Q|k|Q|.

Proof of Claim 1Let u, v ∈ nodes(t)|∼. Suppose thatv is a successor ofu in c.
It means that there existu′ ∈ u andv′ ∈ v such thatv′ ∈ frontier(u′). Hence, by
definition of the frontier,u′ < v′, and we getu ≺c v. �

Proof of Claim 2By Claim 1, we get the proof of acyclicity ofc, otherwise it would
contradict the fact that≺c is an order on the nodes ofc. It is not difficult to see thatc is
uniquely rooted byu0, whereu0 is the root oft, and that Conditions(i) and(ii) of the
definition of configurations are satisfied (Definition 6).
For condition(iii), suppose that there exist two different nodesu andv of c (i.e.u 6∼ v),
and an equivalence class[q] of =A such thatlabc(u)∩[q] 6= ∅ andlabc(v)∩[q] 6= ∅.
It means that there exist two nodesu′ ∈ u andv′ ∈ v, and two statesq′, q′′ ∈ [q], such
thatlabr(u′) = q′, andlabr(v′) = q′′. Sinceq′ =A q′′, by definition of∼, we get
u′ ∼ v′, henceu ∼ v, which is a contradiction. �



Proof of Claim 3We define a mappingλ from nodes ofc into contexts, and prove, in
a first step, thatλ is an interpretation ofc, and in second step, thatt = t(λ, u0), where
u0 is the root oft, which will conclude the proof, by definition ofL(A, c).

For all nodesu ∈ nodes(t)|∼, we let (u1, . . . , un) be equal tofrontier(u).
The mappingλ is defined by:

λ(u) = C whereC is the context s.t.t|u = C[t|u1
, . . . , t|un

]

Since any two equivalent nodes have the same frontier, modulo isomorphism, this def-
inition is indepedent of the choice of the class representative: if (u1, . . . , un) (resp.
(u′1, . . . , u

′
n) is the frontier ofu (resp. ofu′), then for everyi ∈ {1, . . . , n}, the

path fromu to ui is isomorphic to the path fromu′ to u′i. Sincet|u = t|′u, we get
λ(u) = λ(u′).
Now, let u ∈ nodes(t)|∼ be a node oft, and (u1, . . . , un) its frontier. Let p ∈
labc(u), i.e.p ∈ states(u). We have to show that there existp1 ∈ labc(u1), . . . , pn ∈
labc(un) such thatC[p1, . . . , pn]→Q\E p. Sincep ∈ states(u), there exist a node
u′ ∈ nodes(t) such thatu ∼ u′ andlabr(u′) = p. We let(u′1, . . . , u

′
n) be the frontier

of u′, and for everyi ∈ {1, . . . , n}, we letpi equal tolabr(u′i). By definition of the
frontier, there is no nodev ∈ nodes(t), except possiblyu′ or u′1, . . . , u

′
n which are

labelled by a state ofE in the runr. Otherwise, we would havev ∈ nodes(t)|∼ and
u < v < u′i, for everyi ∈ {1, . . . , n}. Hence, we haveC[p1, . . . , pn]→Q\E p.
Now, we show that for everyi ∈ {1, . . . , n}, sinceu′i ∈ ui, it is clear thatpi belongs to
states(ui), i.e.labc(ui). Therefore, we can conclude thatλ is an interpretation of
c.

In a second step, we prove thatt ∈ L(A, c), or equivalently,t = t(u0, λ). By
induction on equivalence classes, we show that for all nodesu ∈ nodes(t)|∼, t|u =
t(u, λ).
By definition ofλ, it is obvious whenu is minimal for≺c, since the frontier ofu is
empty, so thatλ(u) = t|u.
Suppose now that(u1, . . . , un) is the frontier ofu, wheren > 0. By induction hy-
pothesis (since for everyi ∈ {1, . . . , n}, u ≺c ui), we already know that for every
i ∈ {1, . . . , n}, t|ui

= t(ui, λ). Sincet(u, λ) = λ(u)[t(u1, λ), . . . , t(un, λ)], we get
t(u, λ) = λ(u)[t|u1

, . . . , t|un
], hence, by definition ofλ, we havet|u = t(u, λ). �

Proof of Claim 4The proof is divided in several steps: first, we associate with every
nodev ∈ u such thatlabr(v) ∈ E a set of nodesN (v) ⊆ u, for which we can bound
the cardinality. Then, we prove thatu consists of the union of all setsN (v), for every
nodev ∈ u such thatlabr(v) ∈ E. For this, we introduce a relation→∈ u2 which we
prove to be transitive. Finally, since the set of nodesv ∈ u such thatlabr(v) ∈ E is
bounded byk, and we can bound every setsN (v), we can bound the cardinality ofu.

We letv ∈ u such thatlabr(v) ∈ E (there is at least one such node inu, by def-
inition of ∼, and sinceu is not the root oft). For any node pairs(v1, v2), (v′1, v

′
2) ∈

nodes(t)2 such thatv1 ≤ v2 and v′1 ≤ v′2, we denote bypath↓(v1, v2) (resp.
path↓(v

′
1, v

′
2)) the downward path fromv1 to v2 (resp. fromv′1 to v′2), and write

path↓(v1, v2) ≡ path↓(v
′
1, v

′
2) if the two paths are isomorphic.

We letw be the maximal element of the set{v′ | v′ ∈ nodes(t)|∼ ∧ v
′ < v}.

We define the set of nodesN (v) by v′ ∈ N (v) if there existsw′ ∈ w such that we



havepath↓(w, v) ≡ path↓(w
′, v′). Fig. 6 illustratesN (v). Remark that we have

|N (v)| = |w|. This is because all subtreest|w′ are equal, for all nodesw′ ∈ w.

w

N (v)

w

v

∼ ∼ ∼ ∼

∼ ∼ ∼ ∼

path↓(w, v)

Fig. 6.The set of nodesN (v)

We now prove that
⋃

v∈u andlabr(v)∈E N (v) = u. The forth inclusion is obvious.
For the converse, we define a relation→ on nodesv′, v′′ of u by v′ → v′′ if labr(v′) 6∈
E and there exists two nodesw′, w′′ such thatw′ ∼ w′′, w′ < v′, w′′ < v′′ and
path↓(w

′, v′) ≡ path↓(w
′′, v′′). We denote by→∗ its transitive closure. For every

nodesv′ ∈ u, if labr(v′) 6∈ E, thenv′ has a successor by→. We also can prove that
there exists a nodev′′ ∈ u such thatlabr(v′′) ∈ E andv′ →∗ v′′.

Now, we show that this relation is transitive. Letv, v′, v′′ be nodes ofu such that
v → v′ andv′ → v′′. It means that there exists nodesw,w′

1, w
′
2, w

′′ such that the
following holds (illustrated by Fig. 7):

– w ∼ w′
1, w′

2 ∼ w
′′;

– w < v, w′
1 < v′, w′

2 < v′, w′′ < c′′;
– path↓(w, v) ≡ path↓(w

′
1, v

′);
– path↓(w

′
2, v

′) ≡ path↓(w
′′, v′′).

We have eitherw′
1 ≤ w′

2 or w′
2 ≤ w′

1. Suppose thatw′
1 ≤ w′

2 (the other case
is symmetric). Hence,path↓(w

′
2, v

′) is somehow a suffix ofpath↓(w
′
1, v

′). Since
path↓(w

′
1, v

′) ≡ path↓(w, v), there exists a nodew0 ∈ nodes(t) such thatw0 ≤ v

andpath↓(w0, v) ≡ path↓(w
′
2, v

′). As a consequence, we getpath↓(w,w0) ≡
path↓(w

′
1, w

′
2). Hence, sincew′

2 ∼ w′
2, we havew0 ∼ w′

2, and by transitivity, we
getw0 ∼ w′′. Again, sincepath↓(w0, v) ≡ path↓(w

′′, v′′), we can conclude that
v → v′′.

Finally, let v′ be an element ofu such thatlabr(v′) 6∈ E. There exists an ele-
ment v ∈ u such thatlabr(v) ∈ E and v′ →∗ v. Since→ is transitive, we also
havev′ → v. Hence, there existsw′, w ∈ nodes(t) such thatw′ ∼ w, w′ > v′,



v v′ v′′

w w′
1

w′
2 w′′w0

∼

∼∼

≡

≡ ≡

→ →

Fig. 7. Transitivity of→

w > v andpath↓(w
′, v′) ≡ path↓(w, v). We letw0 be the greatest node (for≤)

on the path fromw to v such thatw0 ∈ nodes(t)|∼. We let w′
0 its correspond-

ing node onpath↓(w
′, v′). Since we havepath↓(w

′, w′
0) ≡ path↓(w,w0), and

w0 ∈ nodes(t)|∼, we getw′
0 ∼ w0. Hence, sincepath↓(w

′
0, v

′) ≡ path↓(w0, v),
we getv′ ∈ N (v).

We have proven that the following holds
⋃

v∈u andlabr(v)∈E N (v) = u. Since
|N (v)| = |w| ≤ maxu∈↓(v)|u|, and there are at mostk nodes labelled by an element
of E, we get|u| ≤ k.maxv∈↓(u)|v|. �

Proof of Claim 5
By definition of∼, every equivalence classes contain some nodeu such thatlabr(u) ∈

E. Moreover, any two nodesu, v such thatlabr(v) =A labr(u) are necessarily equiv-
alent. Hence, the number of∼-equivalence classes is bounded by the number of=A-
equivalence classes, which is also bounded by|Q|.

As a consequence of Claim4, every∼-equivalence classu has a cardinality bounded
by kn−1, wheren is the length of the longest≺c-chain fromu0 to u, whereu0 is the
root of c.

Hence, the cardinality of every∼-equivalence class is bounded byk|Q|−1.
Hence, for each nodeu ∈ nodes(t)|∼, the frontier ofu has at mostk|Q|−1 ele-

ments, so that every node ofc has arity at mostk|Q|−1. Hence, the size ofc is bounded
by |Q|.k|Q|−1. �

Example We let A be a TAGED such thatQ = {qf , q, q
′, qx, q

′
x, qy, qz, q

′
s}, F =

{qf} and=A is the reflexive, symmetric and transitive closure of the binary relation
{(qx, q

′
x), (qz, q

′
z), (qy, qy)}. The setS is therefore defined by{qx, q′x, qz, q

′
z, qy}. Fig-

ure 8 represent a treet and a runr of A on t. Nodes are represented as naturals. For
any nodeu, we denote byu its∼-equivalence classes. The following table gives all the
equivalence classes, and their associated sets of states:

classu {3, 8} {4, 9} {6, 7, 11, 12} {1}
states(u) {qx, q

′
x} {qy, q

′} {qz, q
′
z, q, q

′} {qf}



1, a

2, b 3, a

4, b

5, a 6, a

7, b

8, a

9, b

10, a 11, a

12, b

1, qf

2, q 3, qx

4, qy

5, q′ 6, q

7, q′

8, q′x

9, q′

10, q 11, qz

12, q′z

a treet a runr of A on t

Fig. 8.A treet (on the left) and a successful runr of a TAGEDA ont (on the right), such thatQ =
{qf , q, q′, qx, q′x, qy, qz, q′s}, F = {qf} and=A is the reflexive, symmetric and transitive closure
of {(qx, q′x), (qz, q′z), (qy, qy)}. Naturals1, . . . , 12 represent the nodes of the two structures,
while second components represent the labels (from alphabet{a, b} for t, and from alphabetQ
for r)

For instance,3 ∼ 8, sincelabr(3) =A labr(8). We also have6 ∼ 11, since
labr(11) ∈ S, 3 ∼ 8, and the path from3 to 6, in t, is isomorphic to the path from8
to 11.

The order≺c is given by:

{1} ≺c {3, 8} ≺c {4, 9} ≺c {6, 7, 11, 12}

We sum up the frontiers of these nodes in the following table:

nodeu 1 3 8 4 9 6 7 11 12
frontier(u) (3,8) (4,7) (9,12) (6) (11) () () () ()

For every nodeu ∈ nodes(t)|∼, we denote byfrontier(u) the sequence(u1, . . . , uk),
wherefrontier(u) = (u1, . . . , uk), we can remark that, for any nodesu,u′ such that
u ∼ u′, we havefrontier(u) = frontier(u′), by definition of the frontier and
∼. For instance:

– frontier(1) = ({3, 8}, {3, 8})
– frontier(u) = ({4, 9}, {6, 7, 11, 12}) ∀u ∈ {3, 8};
– frontier(u) = ({6, 7, 11, 12}) ∀u ∈ {4, 9};
– frontier(u) = ( ), ∀u ∈ {6, 7, 11, 12}

Remark that for any equivalence classu, the definition of its successors inc does not
depend on the choice of the class representativeu.

Finally, the configuration associated witht andr is represented on Figure 9. Natu-
rals indicates the successor order.



{qf}

{qx, q′x}

{qy, q′}

{qz, q′z, q, q′}

=
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21

1
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Fig. 9.Configuration obtained from tree and run of Figure 8

A.2 Proof of Lemma 2

In order to prove Lemma 2, we relate the problem to solving a particular case of con-
text disunification, where context variables can take theirvalues in an infinite domain.
We first introduce context desunification and prove some useful results. In a second
subsection, we prove Lemma 2.

Context Disunification We consider a particular case of context disunification, for
which we give sufficient and necessary conditions to ensure the existence of a solution.

We start from an unranked and countable alphabetΣ, a countable setX of ranked
context variables ranging over byX,Y, . . . , and an arity functionar mapping context
variables into naturals. We suppose thatX andΣ are disjoint. The set of terms over
Σ andX is denoted byT (Σ,X ). The set ofground termis given byT (Σ,∅) and is
simply denoted byT (Σ). Examples of terms fromT (Σ,X ) area(X(a, b)) orX(Y, b),
wherea, b ∈ Σ, andX (resp.Y ) is a context variable of arity 2 (resp. 0). We identify
terms and trees, so that the notions of nodes, labels, order≤ on nodes, carry over to
terms. In particular, for any termt ∈ T (Σ,X ), we denote bynodes(t) its set of
nodes, and for all nodesu ∈ nodes(t), bylabt(u) the label oft at nodeu.

A substitutionσ is a mapping fromX into T (Σ,X ) which respects arities, i.e.
for every variableX ∈ X , σ(X) is of arity ar(X). We extendσ to terms naturally:
σ(a(t1, . . . , tn)) = a(σ(t1, . . . , tn)) andσ(X(t1, . . . , tn)) = σ(X)[σ(t1), . . . , σ(tn)],
wherea ∈ Σ, t1, . . . , tn ∈ T (Σ,X ) andX ∈ X . A substitutionσ is ground if σ(X)
is a context overΣ.

A disequationis a pair of terms(t, s) ∈ T (Σ,X )2 and is often denoted byt 6≈ s. A
disunification problemS is a set of disequations{t1 6≈ s1, . . . , tn 6≈ sn}. A solutionof
S is a substitutionσ such that for alli ∈ {1, . . . , n}, we haveσ(ti) 6= σ(si). A solution



is ground if σ is a ground substitution. We can constrain the range of solutions. LetΓ
be a mapping fromX into context languages overΣ. A Γ -solution ofS is a solution
σ of S such thatσ(X) ∈ Γ (X), for every variableX ∈ X . In particular, for every
disequation(t 6≈ s) ∈ S, σ(t) andσ(s) are ground.

We consider the following particular form of context disunification problems:

Definition 8. A disunification problemS = {t1 6≈ t2, . . . , t2n−1 6≈ t2n} is simple if
the following hold:

1. for all i ∈ {1, 3, 5, . . . , 2n− 1}, ti 6= ti+1;
2. for all variablesX ∈ X , all the subtrees whose root is labelledX, among the

subtrees ofti’s, are equal. In other words, for alli, j ∈ {1, . . . , 2n}, and all nodes
u ∈ nodes(ti) andv ∈ nodes(tj), if labti(u) = labtj (v) = X, thenti|u =
tj |v.

We prove the following theorem in the rest of the section:

Theorem 9. LetS be a disunification problem, andΓ be a mapping fromX into con-
text languages. IfS is simple, andΓ (X) is infinite, for allX ∈ X , S admits aΓ -
solution.

We start by defining a normal form for simple disunification problems:

Definition 9. A simple disunification problemS = {t1 6≈ s1, . . . , tn 6≈ sn} is in
normal form if for all i ∈ {1, . . . , n}, eitherti or si (or both) has its root labelled by
some variableX ∈ X .

We denote by
∨n
i=1 Si thedisjunctionof n disunification problems. A substitution

σ is a solution of
∨n
i=1 Si if it is a solution of one of theSi’s.

Two disunification problems are said to beequivalentif they have the same set of
solutions. This definition carries over to disjunction of problems. We have the follow-
ing:

Lemma 4. Every simple disunification problem is equivalent to a disjunction of simple
disunification problems in normal form.

Proof. Starting from a simple problemS, we construct a set of simple problemsP ,
such thatS is equivalent to

∨

S′∈P S
′. It can be obtained by pushing the disequality

constraints downto a context variable, as formalized by thefollowing rewrite rules:

1. P ∪ {S′ ∪ {a(t1, . . . , tn) 6≈ a(t
′
1, . . . , t

′
n)}} =⇒ P ∪

⋃

ti 6=t′i
{S′ ∪ {ti 6≈ t

′
i}}

2. P ∪ {S′ ∪ {a(t1, . . . , tn) 6≈ b(t′1, . . . , t
′
n)}} =⇒ P ∪ {S′}

3. P ∪ {S′ ∪ {a(t1, . . . , tn) 6≈ a(t
′
1, . . . , t

′
m)}} =⇒ P ∪ {S′}

wherea ∈ Σ, n,m ∈ N, n 6= m.
First, it is not difficult to see that these rules preserve thetwo conditions of the def-

inition of simple problems. Let us describe the three rules.Rule1 push the disequality



1. S′ ∪ {a(t1, . . . , tn) ≈ a(t′1, . . . , t
′
n)}} =⇒ S′ ∪ {ti ≈ t′i | ti 6= t′i, 1 ≤ i ≤ n}}

2. S′ ∪ {a(t1, . . . , tn) ≈ a(t′1, . . . , t
′
m)}} =⇒ ⊥

3. S′ ∪ {a(t1, . . . , tn) ≈ b(t′1, . . . , t
′
m)}} =⇒ ⊥

wheren, m ≥ 0, n 6= m, a, b ∈ Σ.

Fig. 10.Rewrite rules to put a simple context unification problem in normal form

constraint downto the respective sons of the two terms, onlyfor those which are differ-
ent. Indeed, a problem with a disequation of the formt 6≈ t, for some termt, has no
solutions, so that it is not necessary to add the problemsS′ ∪ {ti 6≈ t′i} whereti = t′i
to the disjunction. This is correct only if the disjunction is nonempty, which is the case
sincea(t1, . . . , tn) 6= a(t′1, . . . , t

′
n).

Rules2 and3 remove all the useless disequations, i.e. disequations which are always
true. This is because either the root symbols are different,or the number of sons are
different.

Again, it is easy to see that applying these rules extensively with starting setP =
{S} leads to a set of simple problemsS1, . . . , Sn such that

∨n
i=1 Si is equivalent toS

and everySi is a simple problem in normal form (otherwise one could applyone of the
three rewrite rules). �

The following lemma, combined with Lemma 4, proves Theorem 9.

Lemma 5. LetS be a simple disunification problem in normal form, andΓ be a map-
ping fromX into infinite context languages. It holds thatS admits aΓ -solution.

To prove this lemma, we need an intermediate lemma on contextunification. We do
not define context unification problem formally as it is similar to context desunification.
For instance, a substitutionσ is a solution of some unification problem{t1 ≈ s1, t2 ≈
s2} if σ(t1) = σ(s1) andσ(t2) = σ(s2). The previously defined notions carry over to
context unifications. In particular, the definition ofsimpleunification problems remains
unchanged. We have:

Lemma 6. LetX be a context variable, andS be a simple unification problem such
that for every equationt ≈ s ∈ S, we havet, s ∈ T (Σ, {X}). There are a finite
number of solutions forS.

Proof. Consider the rewrite rules of Fig. 10, where⊥ denotes a problem which has no
solutions. We first prove that every rule rewrites a simple problem into an equivalent
simple problem. It is clear that the resulting problem is again simple. Let us prove
equivalence: it is clear for rules 2 and 3. For rule 1, we know that a(t1, . . . , tn) 6=
a(t′1, . . . , t

′
n) (hypothesis of the lemma). Hence, for everyi ∈ {1, . . . , n}, if ti andt′i

are equal, they are useless to find solutions. In other words,for all contextsC, and all
substitutionsσ mappingX to C, σ is a solution of{a(t1, . . . , tn) ≈ a(t′1, . . . , t

′
n)}



iff σ is a solution of{a(t1, . . . , ti−1, ti+1, . . . , tn) ≈ a(t′1, . . . , t
′
i−1, t

′
i+1, . . . , t

′
n)}.

The forth direction is obvious. For the back direction, suppose thatσ is a solution of
{a(t1, . . . , ti−1, ti+1, . . . , tn) ≈ a(t′1, . . . , t

′
i−1, t

′
i+1, . . . , t

′
n)}. Sinceti = t′i, we also

haveσ(ti) = σ(t′i), henceσ is a solution of{a(t1, . . . , tn) ≈ a(t′1, . . . , t
′
n)}.

Consequently, applying these rewrite rules exhaustively on S (it is not difficult to
see that it terminates) leads to an equivalent simple problem S′. Moreover, the prob-
lem S′ is either⊥ or has the following form: every equationt ≈ s ∈ S′ satisfies
t = X(t1, . . . , tn) or s = X(t1, . . . , tn), for some naturaln ≥ 0 and some terms
t1, . . . , tn ∈ T (Σ, {X}). The solutions ofS′ are easy to find. IfS′ is ⊥, there are
no solutions. IfS′ 6=⊥, then equations ofS′ are all of the formX(t1, . . . , tn) ≈
a(t′1, . . . , t

′
m) ∈ S′. Indeed, ifX(t1, . . . , tn) ≈ X(t′1, . . . , t

′
m) is an equation ofS′,

for some naturalsn,m and termst1, . . . , tn, t′1, . . . , t
′
m, then by condition 2 of Defini-

tion 8, we getn = m andti = t′i, for all i ∈ {1, . . . ,m}. This contradicts condition 1
of Definition 8. Thus, for any equationX(t1, . . . , tn) ≈ a(t′1, . . . , t

′
m) ∈ S′, there are

two cases:

– if somet′i is not ground, there are no solutions toS′. Indeed, again by condition
2 of Definition 8, it means thatX(t1, . . . , tn) is a subtree ofa(t′1, . . . , t

′
m), so that

this equation will never be satisfied;
– if all t′i’s are ground, sinceX cannot occur in anyti’s (again by condition 2 of

Definition 8), there are a finite number of contextsC such thatC[t1, . . . , tn] =
a(t′1, . . . , t

′
m), thus a finite number of such contexts which are solutions ofS′.

The number of contexts solutions of any equation ofS′ are finite, so that the number
of solutions ofS′ is finite. �

We can now prove Lemma 5:

Proof of Lemma 5We prove this lemma by induction on the number of variables of
S. If S has no variables, by definition of normal forms, this impliesthatS = ∅, so that
every substitution is a solution ofS.

Suppose thatS has at least one variable. We eliminate some variableX occuring in
S by substituting it by some contexC from Γ (X). We letS[X ← C] be the problem
obtain after substitutingX byC. We chooseC such thatS[X ← C] satisfiest 6= s, for
all disequations(t 6≈ s) ∈ S[X ← C]. We show that it is possible asΓ (X) is infinite.
It is not difficult to see thatS[X ← C] is a simple problem, so it is equivalent to a
disjunction of simple problems

∨

i Si. EverySi has one variable left, so that we can
apply induction hypothesis. Hence there exists anΓ -solutionσ of

∨

i Si. We then show
thatσ[X ← C] is a solution ofS[X ← C], which will conclude the proof.

Let us now detail all the steps of this proof. We let{t1 6≈ s1, . . . , tn 6≈ sn} be the
problemS. We letX be a variable appearing inS.

Now, we want to substituteX by some contextC such that for everyi ∈ {1, . . . , n},
we haveti[X ← C] 6= si[X ← C]. For everyi ∈ {1, . . . , n}, we can view the set
{ti ≈ si} as a simple unification problem in one variableX. The termsti andsi are
viewed as terms ofT (Σ ∪ (X − X), {X}). By Lemma 6, there is a finite number of
solutions for this unification problem, let us denote themσi1, . . . , σ

i
ni

, for some natural



ni. TakingC different fromσij(X), for everyj ∈ {1, . . . , ni} ensures thatti[X ←
C] 6= si[X ← C].

More generally, we letC be an element ofΓ (X)\
⋃n
i=1{σ

i
j(X) | 1 ≤ j ≤ ni}

(it exists sinceΓ (X) is infinite). Hence, for every disequationt 6≈ s ∈ S, we have
t[X ← C] 6= s[X ← C].

As we already said, we denote byS[X ← C] the desunification problem obtained
by substitutingX with contextC. From what we saw in the last paragraph, we deduce
that S[X ← C] is simple. By Lemma 4,S[X ← C] is equivalent to a disjunction
∨m
i=1 Si of problems in normal form, for somem ≥ 0. Since everySi has one variable

left, we know by induction hypothesis that everySi admits aΓ -solutionσi. Let i ∈
{1, . . . ,m}. Sinceσi is aΓ -solution ofSi, it is also aΓ -solution ofS[X ← C], and
we obviously get thatσi[X 7→ C] is aΓ -solution ofS, which conclude the proof. �

Proof of Lemma 2 We only prove the back direction, since the forth direction is similar
to the proof of Proposition 2.

First remark that if there exists a partial interpretationβ of c, it implies thatL(A, c) 6=
∅. Suppose thatβ satisfies the disequality constraints. We letX be the set{@u | u ∈
nodes(c)}. For all nodesu ∈ nodes(t), we can viewt(u, β) as a term ofT (Λ,X ),
where symbols@u’s are viewed as context variables. We define a context desunification
problemSc,β associated withc andβ by the set of disequationst(u, β) 6≈ t(v, β), such
thatu, v ∈ nodes(c), and there exist statesp ∈ labc(u) andq ∈ labc(v) such that
p 6=A q.

Sinceβ satisfies the disequality constraints ofc, for all disequationst 6≈ s ∈ Sc,β ,
we havet 6= s. Moreover, by definition oft(u, β), for all nodesu ∈ nodes(c), condi-
tion 2 of Definition 8 is satisfied bySc,β . Hence,Sc,β is a simple disunification problem.
We letΓ be a mapping fromX into context languages defined byΓ (@u) = cxtc(u), for
all nodesu ∈ nodes(c). Hence,Γ (@u) is infinite, for all context variables@u ∈ X .
By Theorem 9,Sc,β admits aΓ -solutionσ. We letλ be the mapping from nodes ofc
into contexts defined byλ(u) = β(u) if cxtu is finite, and byλ(u) = σ(u) otherwise.
It is clear thatλ is an interpretation ofc which satisfies the disequality constraints ofc.
Hence,t(u0, λ) ∈ L(A), whereu0 is the root ofc.

DecidabilityBy Lemma 1, the setD(A) is finite and computable. For every config-
urationc ∈ D(A), there are a finite number of partial interpretations ofc, and we can
test in polynomial time whether a given partial interpretation satisfies the disequalities
of c.

B Proof of Theorem 6

In this section,φ is a guarded and recursion-closed TQL formula. We denote byX1, . . . ,Xn

its tree variables.

B.1 Preliminaries and notations

Remind that the dual operatorφ1||φ2 stands for¬(¬φ1|¬φ2), φ⋄1 for ¬(¬φ1)
∗, X for

¬X ∧ Λ[⊤], and0 for ¬0.



Given two hedgesh, h′, we say thath andh′ havethe same shapeif nodes(h)
andnodes(h′) are isomorphic and their edge relations are preserved. In this case, we
identify nodes(h) andnodes(h′).

The set of fixpoint variables of any fixpoint equation systemΣ is denoted by fpvar(Σ).
Remind that its set of tree variables is denoted by var(Σ). We also denote byvar(Σ) the
set{X | X ∈ var(Σ)}. For the sake of uniformity, we define a notion ofboundedness
of equations systems. First, we need to define the set of tree variables of any fixpoint
variable of the system.
Let Σ be a system of fixpoint equations. We first define a binary relation →Σ on
fpvar(Σ) by ξ →Σ ξ′ if there exists an equationξ = rhs ∈ Σ whereξ′ occurs in
rhs, for any fixpoint variablesξ, ξ′ ∈ fpvar(Σ). We denote by→∗

Σ its transitive clo-
sure.

For everyξ ∈ fpvar(Σ), we define var(ξ) as the tree variables or negated tree
variables that can be reached starting fromξ and following relation→Σ . More formally,
var(ξ) is a subset of var(Σ) ∪ var(Σ) which consists of variablesX (or X) such that
there existsξ′ ∈ fpvar(Σ) and a right-hand siderhsξ′ such thatξ →∗

Σ ξ′, (ξ′ =
rhsξ′) ∈ Σ andX (orX) occurs inrhsξ′ .

We are now able to define boundedness of equation systems.

Definition 10 (boundedness of equation systems).A system of fixpoint equationsΣ
is bounded if, for all fixpoint variablesξ, ξ1, ξ2 ∈ fpvar(Σ), the following holds:

– if (ξ = ξ1||ξ2) ∈ Σ, thenvar(ξ1) = var(ξ2) = ∅;
– if (ξ = ξ∗1) ∈ Σ, thenvar(ξ1) = ∅;
– if (ξ = ξ⋄1) ∈ Σ, thenvar(ξ1) = ∅;
– if (ξ = ξ1|ξ2) ∈ Σ, or (ξ = ξ1 ∧ ξ2) ∈ Σ, then, ifξ1 →

+
Σ ξ, we havevar(ξ2) = ∅.

Similarly, if ξ2 →
+
Σ ξ, we havevar(ξ1) = ∅.

B.2 Construction of the fixpoint equation system

In this subsection, we associateφ with a system of fixpoint equationsSφ. Remark that
we do not mention if the system is a system of least fixpoint equations or greatest
fixpoint equations, since least and greastest fixpoint collapse asφ is guarded.

First, all subformulas⊤ of φ are replaced by0 ∨ 0.
Then we push the negations down to the variables or the constant 0. For instance,

¬µξ.φ is rewritten intoµξ.¬φ < ξ ← ¬ξ >, whereφ < ξ ← ¬ξ > is the formula
φ in which occurrences of the recursion variableξ have been replaced by¬ξ. Usually,
negations of least fixpoints are replaced by greatest fixpoints, but, since every recursion
variable is guarded, least fixpoints and greatest fixpoints collapse. Subformulas¬(φ|φ′)
are replaced by¬φ||¬φ′, and¬(φ∗) by (¬φ)⋄. Other connectives are replaced as usual.

Then, every subformula¬0 is replaced by0, and every subformula¬X is replaced
byX ∨ (0|0). SinceX captures trees only, this rewriting is correct. Hence, one obtains
a formulaφ′ equivalent toφ, in which no negations occur.

In order to construct systemSφ, we introduce a fixpoint variable for each position
in the formula. In particular, the last fixpoint variable ofSφ corresponds to the root



position inφ. For instance, from the formulaµξ.(a[µξ′.(b[ξ′] ∨ ξ)] ∨X) we construct
the following system:

ξ = ξ1 ∨ ξ2 ξ1 = a[ξ′]
ξ′ = ξ3 ∨ ξ ξ3 = b[ξ′]
ξ2 = X

where the last variable isξ.
Moreover, wlog, for technical reasons (to ensure that the produced TAGED has

at least one state) we add an equationξ0 = Λ[ξ0] to the system, for a fresh fixpoint
variablesξ0.

We also require that for everyξ ∈ fpvar(Sφ), there exists exactly one equation in
Sφ whose left-hand side isξ.

It is not difficult to see that ifφ is bounded, thenSφ is also bound, as the definition
of boundedness for equations systems mimics one for TQL formulas.

We can prove the following lemma, which strenghten Lemma 3:

Lemma 7. We havevar(φ) = var(Sφ), and, for all valuationsρ : var(φ) → TΛ, the
following holds:

JφKρ = SolH(Sφ, ρ)(last(Sφ))

Moreover,Sφ contain at most one equationξ0 = Λ[ξ0], for someξ0, such that
var(ξ0) = ∅, and for every fixpoint variableξ ∈ fpvar(Sφ), there is exactly one equation
whose left-hand side isξ.

If φ is bounded, thenSφ is also bounded.

We can characterize boundedness ofSφ in terms of the existence of a solution when
solving the system with the following interpretation on(N,max,+): disjunction is in-
terpreted asmax, conjunction as+, .|. as+, || as0 (viewed as a constant function),
Kleene star.∗ as0, .⋄ as0, 0 as0, 0 as0, X andX as1, andα[.] as the identity
function.

Lemma 8. If φ is bounded, the equation systemSφ has a computable solution over
(N,max,+).

Proof. Suppose thatSφ has no finite solution over(N,max,+). It means that there
existsξ, ξ′ ∈ fpvar(Sφ) such thatξ →+

Sφ
ξ′ →+

Sφ
ξ, andξ′ occurs in a right-hand

side interpreted by+, hence of the formξ′ ∧ ξ′′ or ξ′||ξ′′, where var(ξ′′) 6= ∅, which
contradicts boundedness ofSφ.

As every interpretation is monotonic, we can use the classical least fixpoint compu-
tation of Tarski.

If φ is bounded, we letb(ξ) the solution of any fixpoint variableξ ∈ fpvar(Sφ) over
(N,max,+).

B.3 Automata Construction

In this section, we start fromSφ, the equation system defined in the previous subsection,
and construct a TAGEDAφ, which we prove in the next subsection that it satifies the
conditions of Theorem 6.



Let us introduce several notations. We denote by extvar(Sφ) ⊆ fpvar(Sφ) the set of
fixpoint variables ofSφ such that there exists an equation(ξ = α[ξ′]) ∈ Sφ, for some
ξ′ andα. In this case, we denote by ext(ξ) the extensionα[ξ′].

We denote by DVars(Sφ) (resp. NDVars(Sφ)) the set of fixpoint variablesξ ∈
extvar(Sφ) such that var(ξ) = ∅ (resp. var(ξ) 6= ∅).

StatesFor all ξ ∈ DVars(Sφ), we define formulasPos(ξ), Neg(ξ) andCompl(ξ) by:

Pos(ξ) = α[ξ′] Neg(ξ) = α[¬ξ′] Compl(ξ) = α[⊤]

whereα[ξ′] = ext(ξ). We letsplit(ξ) = {Pos(ξ),Neg(ξ),Compl(ξ)}.

The set of statesQφ of Aφ is defined by:

Qφ = (
∏

ξ∈DVars(Sφ)

split(ξ))× 2{ext(ξ) | ξ∈DVars(Sφ)} × 2var(Sφ)∪var(Sφ)

Intuitively, the first component contain full information on satisfiability (or not) of
every atoms of the formα[ξ] such that var(ξ) = ∅. The second component contain
information on satisfiability of some atoms of the formα[ξ] where var(ξ) 6= ∅, as their
satifiability depends on whether subtrees have been captured or not. The last component
collects the tree variables (resp. negated tree variables)which capture the current tree.

Let q ∈
∏

ξ∈DVars(Sφ) split(ξ). We denote byq(ξ) the component ofq at rankξ.
States are often denoted byp = (qd, qnd, V ). We also denote byπd(p) the projection of
p on its deterministic component, in other words, we letπd(p) = qd. Hence, we have
πd(p) ∈ (

∏

ξ∈DVars(Sφ) split(ξ)).

Transition rules Let p = (qd, qnd, V ) andp′ = (q′d, q
′
nd, V

′) be two states fromQφ
such thatπd(p) = πd(p

′), i.e.qd = q′d. We define anmerge operationon states, denoted
⊕, defined byp⊕ p′ = (qd, qnd ∪ q

′
nd, V ∪V

′). We denote byQ∗
φ the set of words over

alphabetQφ. The operator⊕ is naturally extended to word of states, and to subsets of
Q∗
φ (in this case, it is denoted

⊕

). As we will see further, this operation is intended to
merge different runs ofAφ on the same tree, which come from different branches of an
intersection.

Interpretation ofSφ over word of statesIn order to define regular languages of the
transitions, we interpretSφ over(2Q

∗
φ ,

⋃

,
⊕

), with the following interpretations:

– 0 (resp.0) is interpreted as{ǫ} (resp.{ǫ})1;
– disjunction∨ is interpreted as∪ and conjunction∧ as

⊕

;
– every right-hand side of the formα[ξ′] is viewed as a constant, so that if(ξ =
α[ξ′]) ∈ Sφ, then the interpretation ofα[ξ′] is:

{

{(qd, qnd, V ) ∈ Qφ | α[ξ′] ∈ qnd} if ξ′ ∈ NDVars(Sφ)
{(qd, qnd, V ) ∈ Qφ | qd(ξ) = α[ξ′]} if ξ′ ∈ DVars(Sφ)

1 ǫ denotes the empty word overQφ, and the overline denotes the complement relatively toQ∗
φ



– the binary operator.|. is interpreted as the concatenation “.” of words, so that
P |P ′ = {p.p′ | p ∈ P, p′ ∈ P}, for all P, P ′ ⊆ Q∗

φ;

– the binary operator.||. is interpreted asP ||P ′ = P |P ′, for any setsP, P ′ ⊆ Q∗
φ;

– Kleene star.∗ and its dual.⋄ are interpreted similarly to.|. and.||.;
– X is interpreted as{(qd, qnd, V ) ∈ Qφ | X ∈ V }, andX as {(qd, qnd, V ) ∈
Qφ | X ∈ V }.

The solution ofSφ, if it exists, is a mapping from fpvar(Sφ) into2Q
∗
φ , and is denoted

by SolQφ
(Sφ).

Sinceφ is guarded, and every right-hand side of the formα[ξ] is interpreted as
constants,Sφ is acyclic when interpreted over(2Q

∗
φ ,

⋃

,
⊕

). Hence, it is not difficult to
prove the following Lemma:

Lemma 9. The systemSφ has a solution over(2Q
∗
φ ,

⋃

,
⊕

), and, for every variable
ξ ∈ fpvar(Sφ), the languageSolQφ

(Sφ)(ξ) is a regular word language over alpaphabet
Qφ.

Transition rule definitionWe now define the set of transition rules ofAφ, denoted∆φ.
Let p = (qd, qnd, V ) ∈ Qφ. For any variableξ ∈ DVars(Sφ), we definelabp(ξ) as the
set of labels occurring inqd(ξ). We associate withp the transitionαp(Lp)→ p, where
αp andLp are defined by:

αp =
⋂

ξ∈DVars(Sφ)

labp(ξ) ∩
⋂

α[ξ]∈qnd

α Lp = Lpos,p ∩ Lneg,p ∩ Lnd,p

where

Lpos,p =
⋂

ξ∈DVars(Sφ) {SolQφ
(Sφ)(ξ

′) | ∃α, qd(ξ) = α[ξ′]}

Lneg,p =
⋂

ξ∈DVars(Sφ) {Q
∗
φ\SolQφ

(Sφ)(ξ
′) | ∃α, qd(ξ) = α[¬ξ′]}

Lnd,p =
⊕

α[ξ′]∈qnd
SolQφ

(Sφ)(ξ
′)

Remark that the definitions ofαp andLp do not depend onV , so thatαp = αp′ ,
andLp = Lp′ , for any statep′ = (qd, qnd, V

′), for some set of variablesV ′. Hence,
every trees for which the ruleαp(Lp) applies evaluates non-deterministically to a state
(qd, qnd, V

′), for some set of variablesV ′.

Acceptance ConditionThe final regular state language ofAφ, denoted byFφ, is de-
fined by SolQφ

(Sφ)(last(Sφ)).

Equality and disequality relationsFinally, we define=Aφ
by (qd, qnd, V ) =Aφ

(q′d, q
′
nd, V

′)

if V ∩ V ′ ∩ var(φ) 6= ∅ and{X | X ∈ V,X ∈ V ′} = {X | X ∈ V ′,X ∈ V } = ∅

The relation6=Aφ
is defined by(qd, qnd, V ) 6=A (q′d, q

′
nd, V

′) if: (qd, qnd, V ) 6=

(q′d, q
′
nd, V

′) and, there existsX ∈ V stX ∈ V ′ or there existsX ∈ V ′, stX ∈ V .



B.4 Proof of Correctness

In this section, we prove Theorem 6. We first define several well-founded orders on
fixpoint variables and hedges, in order to proofs inductively.

Then, we prove several properties of automatonAφ defined in the latter subsection.
In particular, we prove that for all hedgesh, and for all runs ofAφ onh, runs are equal
when projected on their deterministic component. This proves our intuition thatAφ
simulates an deterministic hedge automaton on its first component.

We then prove that two runs on the same hedgeh can be combine via the⊕ oper-
ation to form another run onh. This will be usefull when dealing with intersection in
equation systems.

We show that, for all fixpoint variablesξ, any word of states which is solution ofξ
can be extended via⊕ and is still a solution ofξ.

Finally, we prove the two main lemmata which prove Theorem 6 in both directions.

Well-founded orders We now define a well-founded order onHΛ × fpvar(Sφ), using
the fact thatφ is guarded, which will allow to do the proof inductively.

We first define a relation(R) on fpvar(Sφ): ξ(R)ξ′ if there exists a rule(ξ = rhs) ∈
Sφ such thatξ′ occurs inrhs, andrhs is not of the formα[ξ′], for someα. We denote
by≺Ξ its transitive closure. Sinceφ is guarded, by construction ofSφ, there does not
existξ ∈ fpvar(Sφ) such thatξ ≺Ξ ξ. Hence, we can verify that≺Ξ is a strict partial
and well-founded order on fpvar(Sφ).

We also define a partial order onHΛ, denoted�H, byh′ �H h if one of the follow-
ing conditions hold:

– there existsh1, h2 ∈ HΛ such thath1 6= 0 or h2 6= 0, andh = h1|h
′|h2;

– there existsh1, h2 ∈ HΛ, a ∈ Λ, andu ∈ nodes(h) such thath|u = a(h1|h′|h2).

Finally, we define a strict well-founded order≺H×Ξ as the lexicographic order in-
duced by the well-founded orders≺H and≺Ξ .

Properties ofAφ We prove several properties ofAφ. We extend the mappingπd natu-
rally to words of states. We often denote word of states overQφ by p.

For the sake of clarity we prove the following lemma at the endof the section.
It states that being solution of a variableξ over word of states only depends on the
deterministic component.

Lemma 10. Letξ ∈ fpvar(Sφ), and letp, p′ ∈ Q∗
φ. If πd(p) = πd(p

′) andvar(ξ) = ∅,
thenp ∈ SolQφ

(Sφ)(ξ) iff p′ ∈ SolQφ
(Sφ)(ξ).

For any word of statesp, we denote by|p| its length. We can show the following
lemma similarly to Lemma 10.

Lemma 11. Let ξ ∈ fpvar(Sφ), and letp, q ∈ Q∗
φ such that|p| = |q| andπd(p) =

πd(q). If p ∈ SolQφ
(Sφ)(ξ), thenp⊕ q ∈ SolQφ

(Sφ)(ξ).

The following lemma expresses then thatAφ is deterministic on its first component:



Lemma 12. Leth ∈ HΛ be a hedge, andr, r′ ∈ RAφ
(h) two runs ofAφ onh, then we

have:
∀u ∈ nodes(h), πd(labr(u)) = πd(labr′(u))

Proof. The proof goes by induction onh

– if h = 0, thenr = r′ = 0;
– if h = a(0), there exists two statesp = (qd, qnd, V ) andp′ = (q′d, q

′
nd, V

′) such
thatr = p(0) andr′ = p′(0). Hence,a ∈ αp∩αp′ , andǫ ∈ Lp∩Lp′ . Suppose that
qd 6= q′d, then there existsξ such thatqd(ξ) 6= q′d(ξ). There are three cases (other
cases are symmetric):
- qd(ξ) is of the formα[ξ′] andq′d(ξ) is of the formα[⊤]. In this case, we get the
contradictiona ∈ α ∩ α.
- qd(ξ) is of the formα[¬ξ′] andq′d(ξ) is of the formα[⊤]. This case is similar to
the previous case.
- qd(ξ) is of the formα[ξ′] andq′d(ξ) of the formα[¬ξ′]. In this case, we get the
contradictionǫ ∈ SolQφ

(Sφ)(ξ
′) ∩Q∗

φ\SolQφ
(Sφ)(ξ

′).
– if h = a(h1), then by induction hypothesis, there exists two runsr1, r

′
1 on h1,

and two statesp = (qd, qnd, V ) andp′ = (q′d, q
′
nd, V

′) such thatr = p(r1) and
r′ = p(r′1). Suppose thatqd 6= q′d. There is three cases (other cases are symmetric):
- qd(ξ) is of the formα[ξ′] andq′d(ξ) is of the formα[⊤]. In this case, we get the
contradictiona ∈ α ∩ α.
- qd(ξ) is of the formα[¬ξ′] andq′d(ξ) is of the formα[⊤]. This case is similar to
the previous case.
- qd(ξ) is of the formα[ξ′] and q′d(ξ) of the formα[¬ξ′]. In this case, we have
roots(r1) ∈ SolQφ

(Sφ)(ξ
′) and roots(r′1) 6∈ SolQφ

(Sφ)(ξ
′). Sinceξ′ ∈ DVars(Sφ),

we get a contradiction by Lemma 10.
– if h = h1|h2, with h1 6= 0 andh2 6= 0, then it is obvious by induction hypothesis

onh1 andh2, and by Lemma 10.

�.

Definition 11 (run constrained by a valuation).Letρ : var(φ)→ TΛ be a valuation,
andh ∈ HΛ be a hedge. The set of runs ofAφ onh contrained byρ, denotedRρAφ

(h),
is defined as set of runsr of Aφ on h such that: for all nodesu ∈ nodes(r), for all
statep = (qd, qnd, V ) ∈ Qφ, if labr(u) = p, then for all tree variableX ∈ var(φ),
the following holds:

- if X ∈ V , thenh|u = ρ(X);
- if X ∈ V , thenh|u 6= ρ(X).

Remark that a constrained run necessarily respects the equality and disequality con-
straints.

On merging runsAs already said, we extend the⊕ operator on runs with the same
shape. Leth ∈ HΛ be a hedge, and for any two runsr, r′ ∈ RAφ

(h) on h, r ⊕ r′

is the tree which has the same shape asr and r′ and such that each of its labels is
obtained by applying⊕ on the respective labels ofr andr′. More formally, for every



nodeu ∈ nodes(r), labr⊕r′(u) is defined bylabr(u)⊕ labr′(u). Note thatr⊕ r′

necessarily exists, sinceπd(r) = πd(r
′), by Lemma 12.

The following lemma expresses that the merging of two runs which respect the
constraints is still a run which respect the constraints.

Lemma 13. Let h ∈ H andρ : var(φ) → TΛ. Let r, r′ ∈ RρAφ
(h), thenr ⊕ r′ exists

and belongs toRρAφ
(h).

Proof. The proof goes by induction onh. Intuitively, the only things which differ be-
tweenr, r′ andr ⊕ r′ are the second and last components, but this does not disturbthe
transitions, by definition of set of transition rules.

– if h = 0, thenr = r′ = r ⊕ r′ = 0;
– if h = a(h1), then there exists two runsr1, r′1 ∈ R

ρ
Aφ

(h1), and two statesp =

(qd, qnd, V ) andp′ = (q′d, q
′
nd, V

′) such thatr = p(r1) andr′ = p(r′1). By induc-
tion hypothesis,r1 ⊕ r′1 ∈ R

ρ
Aφ

(h1).

We now prove thata ∈ αp⊕p′ and roots(r1)⊕ roots(r′1) ∈ Lp⊕p′ . It is not difficult
to see thatαp⊕p′ = αp ∩ αp′ , so thata ∈ αp ∩ αp′ .

Now, remind thatLp is of the formLpos,p ∩ Lneg,p ∩ Lnd,p, andLp′ of the form
Lpos,p′∩Lneg,p′∩Lnd,p′ . It remains to show that roots(r1)⊕roots(r′1) ∈ Lpos,p⊕p′∩
Lneg,p⊕p′ ∩ Lnd,p⊕p′ .

First remark that the definitions ofLpos,p, Lneg,p, (resp.Lpos,p′ andLneg,p′ ), only
depend onqd (resp.q′d). Therefore, sinceqd = q′d, we getLpos,p = Lpos,p′ =
Lpos,p⊕p′ , andLneg,p = Lneg,p′ = Lneg,p⊕p′ .

Let ξ ∈ DVars(Sφ) be a fixpoint variable. We consider two cases, depending on the
form of ext(ξ):

• if ext(ξ) is of the formα[ξ′], for someα andξ′, by definition ofLpos,p, we have
roots(r1) ∈ SolQφ

(ξ′). As var(ξ′) = ∅ andπd(roots(r1) = πd(roots(r1) ⊕
roots(r′1)), by Lemma 10, we get roots(r1)⊕ roots(r′1) ∈ SolQφ

(ξ′);
• if ext(ξ) is of the formα[¬ξ′], for someα andξ′, by definition ofLneg,p, we

have roots(r1) 6∈ SolQφ
(ξ′). As var(ξ′) = ∅ andπd(roots(r1) = πd(roots(r1)⊕

roots(r′1)), by Lemma 10, we get roots(r1)⊕ roots(r′1) 6∈ SolQφ
(ξ′).

Hence, by definition ofLp⊕p′ , we can conclude that roots(r1)⊕roots(r′1) ∈ Lp⊕p′ .

Now, since, roots(r1) ∈ Lnd,p and roots(r′1) ∈ Lnd,p′ , we get roots(r1)⊕roots(r2) ∈
(Lnd,p

⊕

Lnd,p′). Hence, we have roots(r1)⊕ roots(r2) ∈ Lnd,p⊕p′ , by definition
of Lnd,p⊕p′ .

Finally, roots(r1) ⊕ roots(r′1) ∈ Lp⊕p′ , so that we have(p ⊕ p′)(r1 ⊕ r′1) ∈
RAφ

(a(h1)).
– if h = h1|h2, with h1 6= 0 andh2 6= 0, then it is obvious by induction hypothesis

onh1 andh2.

�.



For any hedgeh ∈ HΛ and any runr ∈ RAφ
(h), we say thatr is closedif for all

nodesu ∈ nodes(h), labr(u) is of the form(qd,∅,∅).
We prove at the end of the section:

Proposition 4. For all hedgesh ∈ HΛ, there exists exactly one runr ∈ RAφ
(h), such

that r is closed.

Main Lemmata We are now able to prove the two main lemmata of this subsection.
We denote byRρAφ,p

(h) the set of runsr ofAφ on hedgeh, constrained by valuation
ρ such that it evaluatedh to the word of statesp.

Remind ifφ is bounded, we denote byb(ξ) the solution ofSφ over(N,max,+) in
variableξ.

Lemma 14. Let ρ : var(φ) → TΛ be a valuation, letξ ∈ fpvar(Sφ) be a fixpoint
variable, andh ∈ SolH(Sφ, ρ)(ξ) be a hedge.

There exist a word of statesp ∈ SolQφ
(Sφ)(ξ) and a runr ∈ RρAφ,p

(h). Moreover,
if φ is bounded, thenr is bounded byb(ξ).

Proof. The proof goes by induction on(h, ξ). At each step,(h, ξ) decreases by≺H×Ξ .

– if (ξ = 0), then necessarilyh = 0, and we get the result, sinceǫ ∈ SolQφ
(Sφ)(ξ);

– if (ξ = α[ξ′]) ∈ Sφ, then there existsh′ ∈ HΛ and a ∈ α such thath′ ∈
SolH(Sφ, ρ)(ξ

′). By induction hypothesis on(h′, ξ′), there exist a word of states
p′ ∈ SolQφ

(Sφ)(ξ
′) and a runr′ ∈ RρAφ,p

′(h′).
Moreover, ifφ is bounded, thenr′ is bounded byb(ξ′).
Now, we define a state(qd, qnd, V ) ∈ Qφ.
For any variableξ1 ∈ DVars(Sφ) and extensionα1[ξ

′
1] such that(ξ1 = α1[ξ

′
1]) ∈

Sφ, for someξ′1 andα1, we defines(ξ1), an element ofsplit(ξ1), by:

s(ξ1) =







α1[⊤] if a 6∈ α1

α1[ξ
′
1] if a ∈ α1 andp′ ∈ SolQφ

(Sφ)(ξ
′
1)

α1[¬ξ′1] if a ∈ α1 andp′ 6∈ SolQφ
(Sφ)(ξ

′
1)

We defineqd as an element of
∏

ξ1∈DVars(Sφ) split(ξ1) such that for all variables
ξ1 ∈ DVars(Sφ), qd(ξ1) = s(ξ1).

Now, we defineqnd by:

∅ if ξ 6∈ NDVars(Sφ)
{α[ξ′]} if ξ′ ∈ NDVars(Sφ)

Finally, we defineV by ∅ and letp = (qd, qnd, V ). By definition ofp, it is not
difficult to see thata ∈ αp, andp′ ∈ Lp (assuming that

⊕

∅ = Q∗
φ).

SinceV = ∅, we getp[r′] ∈ RρAφ,p
(h).

Moreover, ifφ is bounded, sinceb(ξ) = b(ξ′), V = ∅, andr′ is bounded byb(ξ′),
p[r′] is bounded byb(ξ).



– if (ξ = ξ1 ∧ ξ2) ∈ Sφ, thenh ∈ SolH(Sφ, ρ)(ξ1) andh ∈ SolH(Sφ, ρ)(ξ2).
By induction hypothesis, there exist two words of statesp1 ∈ SolQφ

(Sφ)(ξ1) and
p2 ∈ SolQφ

(Sφ)(ξ2), and two runsr1 ∈ R
ρ
Aφ,p1

(h), r2 ∈ R
ρ
Aφ,p2

(h). By Lemma
13,r1 ⊕ r2 ∈ R

ρ
Aφ,p1⊕p2

(h). It remains to show thatp1p2 ∈ SolQφ
(Sφ)(ξ), which

is obvious, since SolQφ
(Sφ)(ξ) = SolQφ

(Sφ)(ξ1)⊕ SolQφ
(Sφ)(ξ2).

Moreover, ifφ is bounded, by induction hypothesis,r1 is bounded byb(ξ1) andr2
by b(ξ2), so thatr1 ⊕ r2 is bounded byb(ξ1) + b(ξ2), i.e.b(ξ).

– if ξ = ξ1||ξ2, then by Proposition 4, there exists a unique closed runr ∈ RAφ
(h).

Sincer is closed, we also haver ∈ RρAφ
(h).

Let h1, h2 be two hedges such thath = h1|h2. We denote byrh1,h2
the hedge over

Q defined by:

rh1,h2
=

⊕

(r1,r2)∈R
ρ
Aφ

(h1)×R
ρ
Aφ

(h2)

r1|r2

First remark thatrh1,h2
exists, bu Lemma 13. Moreover, again by Lemma 13, we

haverh1,h2
∈ RρAφ

(h1|h2).
We now define a hedger overQ by:

r =
⊕

h1|h2=h

rh1,h2

Still by Lemma 13, we haver ∈ RρAφ
(h1|h2).

It remains to prove that roots(r) ∈ SolQφ
(Sφ)(ξ). Let p1, p2 ∈ Q∗

φ such that
roots(r) = p1.p2. Let h1, h2 ∈ HΛ, such thath = h1|h2 , |h1| = |p1|, and|h2| =
|p2|. By definition of .||., eitherh1 ∈ SolH(Sφ, ρ)(ξ1) or h2 ∈ SolH(Sφ, ρ)(ξ2).
Suppose thath1 ∈ SolH(Sφ, ρ)(ξ1). By induction hypothesis, there exists a run
r1 ∈ R

ρ
Aφ

(h1) such that roots(r1) ∈ SolQφ
(Sφ)(ξ1).

Let r′1, r
′
2 be the two hedges overQ such thatr = r′1|r

′
2 and the length ofr′1 is

equal to the length ofr1. By definition ofr, there exists a hedger′′1 overQ such
thatr′1 = r1 ⊕ r

′′
1 . Since roots(r1) ∈ SolQφ

(Sφ)(ξ1), we also get, by Lemma 11,
we have roots(r′1) ∈ SolQφ

(Sφ)(ξ1). In other words, we havep1 ∈ SolQφ
(Sφ)(ξ1).

Symmetrically, if we suppose thath2 ∈ SolH(Sφ, ρ)(ξ2), we can prove thatp2 ∈
SolQφ

(Sφ)(ξ2).
Hence, we have eitherp1 ∈ SolQφ

(Sφ)(ξ1) or p2 ∈ SolQφ
(Sφ)(ξ2), which suffices

to conclude.

The proof is a bit different whenφ is bounded. Ifφ is bounded, we have var(ξ) =
var(ξ1) = var(ξ2) = ∅, so thatξ, ξ1, ξ2 ∈ DVars(Sφ) andb(ξ) = 0. By Proposition
4, there exists a unique closed runr of Aφ overh. This run is obviously bounded
by b(ξ) = 0, since it is closed. It remains to prove that roots(r) ∈ SolQφ

(Sφ)(ξ).
Let p1, p2 ∈ Q

∗
φ such that roots(r) = p1.p2. Leth1, h2 ∈ HΛ, such thath = h1|h2

, |h1| = |p1|, and|h2| = |p2|. By definition of.||., eitherh1 ∈ SolH(Sφ, ρ)(ξ1) or
h2 ∈ SolH(Sφ, ρ)(ξ2). Suppose thath1 ∈ SolH(Sφ, ρ)(ξ1). By induction hypoth-
esis, there exists a runr1 ∈ RAφ

(h1) such that roots(r1) ∈ SolQφ
(Sφ)(ξ1). By

Lemma 12,πd(roots(r1)) = πd(p1), and by Lemma 10,p1 ∈ SolQφ
(Sφ)(ξ1).



Similarly, whenh2 ∈ SolH(Sφ, ρ)(ξ2), one can prove thatp2 ∈ SolQφ
(Sφ)(ξ1).

Finally, eitherp1 ∈ SolQφ
(Sφ)(ξ1) or p2 ∈ SolQφ

(Sφ)(ξ2), which is sufficient to
conclude that roots(r) ∈ SolQφ

(Sφ)(ξ).

– if (ξ = X) ∈ Sφ, then necessarilyh = ρ(X) andh is a tree. By Proposition
4, there exists a closed runr ∈ RAφ

(h), anda fortiori, we haver ∈ R
ρ
Aφ

(h).
We let p be equal to roots(r), and letr′ such thatr = p(r′). The statep is of
the form (qd,∅,∅) for someqd. Let p′ = (qd,∅, {X}). Since the definition of
transition rules does not depend on the third component, it is not difficult to see
thatp′(r′) ∈ RρAφ

(h). Moreover,p′ ∈ SolQφ
(Sφ)(ξ).

If φ is bounded, sincer′ is bounded by0, r is bounded by1, i.e. byb(ξ);

– all other cases are either similar to the previous cases, or obvious.

�.

We now prove the converse. Leth ∈ HΛ, and letr ∈ RAφ
(h) be a run which re-

spects the equality and disequality constraints ofAφ. We letValr be the set of valuations
ρ : var(φ)→ TΛ such that for all tree variablesX ∈ var(φ), all nodesu ∈ nodes(r),
and all statesp ∈ Qφ of the form(qd, qnd, V ), if labr(u) = p, then the following hold:

- if X ∈ V , thenρ(X) = h|u;
- if X ∈ V , thenρ(X) 6= h|u
Note that we haveValr 6= ∅, by definition of=Aφ

and 6=Aφ
.

Lemma 15. Leth ∈ HΛ, ξ ∈ fpvar(Sφ), andp ∈ SolQφ
(Sφ)(ξ). If there exists a run

r ∈ RAφ,p(h) which respects the equality and disequality constraints ofAφ, then for
all valuationsρ ∈ Valr, we haveh ∈ SolH(Sφ, ρ)(ξ).

Proof. The proof goes by induction on(h, ξ).

– if (ξ = 0) ∈ Sφ, then necessarily,p = ǫ andh = 0, henceh ∈ SolH(Sφ, ρ)(ξ), for
any valuationρ;

– if (ξ = 0) ∈ Sφ, then every hedge belongs to SolH(Sφ, ρ)(ξ), for any valuationρ;

– if (ξ = α[ξ′]) ∈ Sφ, then|p| = 1 andp is of the form(qd, qnd, V ) ∈ Qφ. Moreover,
h = a(h′) for someh′ ∈ HΛ anda ∈ Λ, and there exist a word of statesp′ ∈ Q∗

φ

and a runr′ ∈ RAφ,p
′(h′) such thatr = p(r′). We show thatp′ ∈ SolQφ

(Sφ)(ξ
′).

We consider two cases, depending on whetherξ ∈ DVars(Sφ) or ξ ∈ NDVars(Sφ):
• if ξ ∈ DVars(Sφ), then necessarily,qd(ξ) = α[ξ′], and by definition ofLp,

sincep′ ∈ Lp, we havep′ ∈ SolQφ
(Sφ)(ξ

′);
• if ξ ∈ NDVars(Sφ), then necessarily,α[ξ′] ∈ qnd. Hence, there existp1, p2 ∈
Q∗
φ, such thatp1 ∈ SolQφ

(Sφ)(ξ
′) andp′ = p1 ⊕ p2. By Lemma 11, we get

p′ ∈ SolQφ
(Sφ)(ξ

′).
Hence, we can apply the induction hypothesis on(h′, ξ′), so that for all valuations
ρ′ ∈ Valr′ , we haveh′ ∈ SolH(Sφ, ρ

′)(ξ′). Moreover, sinceValr ⊆ Valr′ , we
also have, for all valuationsρ ∈ Valr, h′ ∈ SolH(Sφ, ρ)(ξ

′). Hence, the following
holds:∀ρ ∈ Valr, h ∈ SolH(Sφ, ρ)(ξ);



– if (ξ = ξ1||ξ2) ∈ Sφ, then letρ ∈ Valr and h1, h2 ∈ HΛ such thath =
h1|h2. Let r1, r2 be the runs associated toh1, h2, i.e. such thatr = r1|r2, r1 ∈
RAφ,roots(r1)(h1) andr2 ∈ RAφ,roots(r2)(h1). Sincep = roots(r) ∈ SolQφ

(Sφ)(ξ),
either roots(r1) ∈ SolQφ

(Sφ)(ξ1) or roots(r2) ∈ SolQφ
(Sφ)(ξ2). By induction hy-

pothesis,∃i ∈ {1, 2} such thatρi ∈ Valri
, h ∈ SolH(Sφ, ρi)(ξi). SinceValri

⊆
Valr, we geth ∈ SolH(Sφ, ρ)(ξi). Hence,h ∈ SolH(Sφ, ρ)(ξ).

– if (ξ = X), let ρ ∈ Valr. Necessarily,h = ρ(X), andh ∈ SolH(Sφ, ρ)(ξ);

– other cases are either similar or obvious.

�

Proof of Theorem 6Now we can prove the main theorem of the section.
Suppose that there existsh ∈ L(Aφ). By Lemma 15, there exists a valuationρ :

var(φ)→ TΛ such thath ∈ SolH(Sφ, ρ)(last(Sφ)), and by Lemma 7,h ∈ JφKρ.
Conversely, if there exists a valuationρ : var(φ)→ TΛ and a hedgeh ∈ JφKρ, then

by Lemma 7,h ∈ SolH(Sφ, ρ)(last(Sφ)). By Lemma 14, there existsp ∈ SolQφ
(Sφ)(last(Sφ))

such thatRρAφ,p
(h) 6= ∅. Sincep is a final, i.e.p ∈ Fφ, we geth ∈ L(Aφ).

Now, suppose thatφ is bounded. We letk = SolN(Sφ)(last(Sφ). One can add toAφ
a regular control which ensures that every accepting run of the TAGEDAφ is bounded
byk. Let us denoteA≤k

φ the resulting TAGED. Hence,A≤k
φ is equivalent to the bounded

TAGED (A≤k
φ , k), which is obviously computable. �

B.5 Omitted Proofs of Section B

Proof of Lemma 10 The proof goes by induction onξ. At each step,ξ decreases by
≺Ξ .

– (ξ = α[ξ′]) ∈ Sφ. By definition of the interpretation ofα[.], if p ∈ SolQφ
(Sφ)(ξ),

then p is of the form (qd, qnd, V ) for someqd, qnd, V , and qd(ξ) = α[ξ′]. If
πd(p) = πd(p

′), thenπd(p′) = qd and qd(ξ) = α[ξ′]. Again by definition of
the interpretation ofα[.], every state(q′d, q

′
nd, V

′) ∈ Qφ such thatq′d(ξ) = α[ξ′] is
a solution ofξ in Q∗

φ. A fortiori, p′ ∈ SolQφ
(Sφ)(ξ);

– (ξ = ξ1||ξ2) ∈ Sφ. Suppose thatp ∈ SolQφ
(Sφ)(ξ). Let p′1, p

′
2 ∈ Q∗

φ such that
p′ = p′1.p

′
2. Let p1, p2 ∈ Q∗

φ such thatp = p1.p2, |p1| = |p′1| and |p2| = |p′2|
(p1 andp2 exist since|p| = |p′|). By definition of the interpretation of.||., either
p1 ∈ SolQφ

(Sφ)(ξ1) or p2 ∈ SolQφ
(Sφ)(ξ2). One apply the induction hypothesis

to getp′1 ∈ SolQφ
(Sφ)(ξ1) or p′2 ∈ SolQφ

(Sφ)(ξ2). Hence,p′ ∈ SolQφ
(Sφ)(ξ).

– other cases are either similar or obvious

�.



Proof of Proposition 4 The proof goes by induction onh:
- if h = 0, thenr = 0;

- if h = h1|h2, thenr = r1|r2 wherer1 andr2 are obained by induction hypothesis
onh1 andh2 respectively;

- if h = a(h′), by induction hypothesis, there exists a unique closed runr′ ∈
RAφ

(h′). We defineqd ∈
∏

ξ∈DVars(Sφ) split(ξ) as follows: for all equations(ξ =

α[ξ′]) ∈ Sφ – there exists at least one such equation by Lemma 7 – such thatξ ∈
DVars(Sφ), we defineqd(ξ) as:

α[ξ′] if a ∈ α and roots(r′) ∈ SolQφ
(Sφ)(ξ

′)
α[¬ξ′] if a ∈ α and roots(r′) 6∈ SolQφ

(Sφ)(ξ
′)

α[⊤] if a 6∈ α

We letp = (qd,∅,∅). It is not difficult to see thata ∈ αp, and roots(r′) ∈ Lp (since
Lnd,p = Q∗

φ).
It remains to show thatp[r′] is unique. Suppose that there existsp′ = (q′d,∅,∅) ∈

Qφ such thata ∈ αp′ and roots(r′) ∈ Lp′ . Let (ξ = α[ξ′]) ∈ Sφ. There are several
cases to consider, depending on whethera ∈ α or not, and roots(r′) ∈ SolQφ

(Sφ)(ξ
′)

or not. In all cases, it is easy to show thatqd(ξ) = qd(ξ
′), which conclude the proof.�.

C Extending MSO

Proof (Proof of Theorem 7).We adapt the proof of emptiness undecidability of au-
tomata with equality constraints of [16]. In this proof, it is shown that one can construct
an automata with equality constraints which can recognize the solution of an instance
of the Post Correspondence Problem (PCP).

LetΣ be a finite alphabet, andu1, . . . , um, v1, . . . , vm be an instance of PCP,∀i ∈
{1, . . . ,m}, ui, vi ∈ Σ∗. We denote byΣ ∪ {f, c} the ranked alphabet obtained by
extendingΣ with a fresh ternary function symbolf and a constant0. Symbols fromΣ
are viewed as unary function.

Let (ui1 , vi1), . . . , (uin , vin) be a solution of PCP. This solution can be represented
as a term overΣ ∪{f, c}, as in Figure 11. For all1 ≤ j ≤ m, the notationuj(x) stands
for the contextuj,1(uj,2(. . . uj,k(x)) . . .), whereuj,1, . . . , uj,k are symbols fromΣ and
uj = uj,1 . . . uj,k.

Informally, we have to check with anMSO∼ whether the tree has the shape of
Figure 11. This can easily be done by a sentenceφshape. Necessarily, if some treet
satisfiesφshape, then all its leaves are labeledc, the ternary nodes are labeledf , and the
unary node labeledΣ.

Then, for each patternf(x1, f(x2, x3, x4), x5) occuring in the tree, we have to ver-
ify that x1 is of the formui(x2) andx5 is of the formvi(x4) for somei. It is easy
to write an MSO formulaφpattern(x1, x2, x3, x4, x5) which checks whether the nodes
bounded tox1, . . . , x5 form a patternf(x1, f(x2, x3, x4), x5) in the tree. For every
i ∈ {1, . . . ,m}, we defineφui

(x, y) as a binary formula which checks whetherx < y

and the sequence of labels along the path fromx down to the parent ofy is ui. We
defineφvi

(x, y) similarly.
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Fig. 11.representation of a solution of PCP

Finally, let xr denotes the root of the tree, we defineφinit as the sentence which
checks whether the tree rooted at the first child ofxr is isomorphic to the tree rooted at
the third child ofxr.

Now, the following sentence accepts the tree representations of the solutions of the
PCP instance:

φshape ∧ φinit ∧
∀x1 . . . ∀x5∃y∃y′, ¬φpattern(x1, . . . , x5) ∨
(y ∼ x2 ∧ y

′ ∼ x4 ∧
∨m
i=1 φui

(x1, y) ∧ φvi
(x5, y

′))

Proposition 5. For any formulaϕ in MSO∃
∼, one can compute a bounded TAGED,

whose size is non-elementary in the size ofϕ, accepting the models ofϕ. Conversely,
for any bounded TAGEDA, one can compute a formulaϕ inMSO∃

∼ whose models are
the trees accepted byA. The size ofϕ is doubly exponential in the size ofA.

Proof. Forth direction
We first show that bounded TAGED are closed under union. LetA = (Λ,Q, F,∆,=A

, 6=A) andA′ = (Λ,Q′, F ′,∆′,=A′ , 6=A′) be two TAGEG, bounded respectively by
kA andkA′ . Wlog, we suppose thatQ ∩ Q′ = ∅. Then the TAGED which recognizes
L(A) ∪ L(A′) is defined byA ∪ A′ = (Λ,Q ∪ Q′, F ∪ F ′,∆ ∪ ∆′,=A ∪ =A′ , 6=A

∪ 6=A′). Of course,A ∪A′ is bounded bymax(kA, kA′).

Let φ be anMSO∃
∼ formula. By definition ofMSO∃

∼, φ is equivalent to a dis-
junction of formulas of the formΦ = ∃x, ψ(x) ∧ ψtest(x), for some tuple of variable
x. Formulaψ is an MSO-formula, andψtest is a conjunction of atomsxi ∼ xj or
¬(xi ∼ xj), wherexi, xj ∈ x. Since bounded TAGED are closed under disjunction, it
is sufficient to show the proposition for everyΦ.



We let x being equal tox1, . . . , xn. We use the classical Thatcher and Wright’s
construction to transformψ(x) into a hedge automataA = (Λ × {0, 1}n, Q, F,∆),
such that thei-th component of the tuple of any label corresponds to thei-th variable
in x, namelyxi. Then, projectingA on its first component results in a hedge automata
recognizing the models of∃x, ψ(x). It is known that several regular languages over
Λ × {0, 1}n are equivalent when projected on their first component. In particular, we
can suppose thatA recognizes treest’s overΛ × {0, 1}n such that∀i ∈ {1, . . . , n},
there is at most one node whosei-th Boolean component is set to 1 [20]. Those trees
are calledtuple tree.

Now, instead of projecting the automata as usual, we projectthe Booleans from
the labels into states [21]. We denote byproj(A) = (Λ,Qproj(A), Fproj(A),∆proj(A)) the
resulting automaton. It is defined by:Qproj(A) ⊆ Q× {0, 1}n, Fproj(A) = F × {0, 1}n

and∆proj(A) is constructed as follows:

if (a, b)(L)→ q ∈ ∆, thena(L′)→ (q, b) ∈ ∆proj(A)

whereL′ is defined to be the regular language overQproj(A) such that, for any
q1, . . . , qn ∈ Q, andb1, . . . , bn ∈ {0, 1}n, (q1, b1)...(qn, bn) ∈ L

′ iff q1...qn ∈ L.
Let (q, b) ∈ Qproj(A), whereb ∈ {0, 1}n andb contains at least one component set

to 1. SinceA recognizes tuple trees,(q, b) occurs at most one time in each accepting
run ofproj(A) (*).

Finally, we define two relations(R)E and(R)D on states ofproj(A). For anyn-
ary tuple of Booleansb, we denote byb(i) its i-th projection. Now,∀(q1, b1), (q2, b2) ∈
Qproj(A), we let:

- (q1, b1) (R)E (q2, b2) iff ∃i, j ∈ {1, . . . , n} st b1(i) = 1 and b2(j) = 1 and
xi ∼ xj is an atom ofφtest;

- (q1, b1) (R)D (q2, b2) iff (q1, b1) 6= (q2, b2) and∃i, j ∈ {1, . . . , n} st b1(i) = 1
andb2(j) = 1 and¬xi ∼ xj is an atom ofφtest;

We define=proj(A) by (R)∗E , the transitive closure of(R)E , and6=proj(A) by (R)D.
Finally, the TAGED equivalent toΦ is defined byproj(A) equipped with=proj(A) and
6=proj(A).

It is a bit tedious, but not difficult, to prove that∀h ∈ HΛ, t ∈ L(A) iff t |= Φ. By
the remark (*), one can see that(proj(A),=proj(A), 6=proj(A)) is bounded by|x|.

ComplexityThe classical Thatcher and Wright’s construction which transform an
MSO-formula into an equivalent tree automata is known to be non-elementary in time
complexity (in the size of the formula). The size of the tree automata is also non-
elementary in the size of the input formula. Since our TAGED construction relies on
this construction, the output TAGED has also a non-elementary size in the size of the
inputMSO∼-formula.

Back direction Conversely, letA = (Λ,Q, F,∆,=A, 6=A, k) be a bounded TAGED.
It is already known (see [10]) that the hedge automata(Λ,Q, F,∆) is equivalent to an
MSO-formula of the form:



φ = ∃Xq1 . . . ∃Xqn
φ∆(Xq1 , . . . ,Xqn

)

where{q1, . . . , qn} = Q. Set variablesXqi
’s are intended to capture the set of nodes

labeled by stateqi in a successful run ofA. Formulaφ∆(Xq1 , . . . ,Xqn
) describes the

behavior of the hedge automata, in terms of runs. We do not make this formula explicit
and refer the reader to [10] for more details.

Now, we could add the constraints∀x∀y (x ∈ Xqi
∧ y ∈ Xqi

) =⇒ x ∼ y but this
would not result in anMSO∃

∼ formula. However, there are at mostk nodes for which
equality or disequality tests are performed, so that we can existentially quantified these
nodes. We partitionQ into setsS and(Q\S, whereS = E ∪D.

In every successful run ofA, the number of nodes labeled byS is bounded byk, so
that a disjunction has to enumerate all the number of occurencesnq of states fromS,
such thatΣq∈Snq ≤ k.

States ofS are denoted byq1, . . . , q|S|, and other states byq|S|+1, . . . , q|Q\S|.

We define a formula denotedφA by:

φA =



























∃Xq1 . . . ∃Xq|Q\S|
φ∆(Xq1 , . . . ,Xq|Q\S|

) ∧
∨

n1+···+n|S|≤k
∃x1,1 . . . ∃x1,n1

. . . ∃x|S|,1 . . . ∃x|S|,n|S|

∧
∧|S|
i=1Xqi

= {xi,1, . . . , xi,ni
}

∧
∧

qi=Aqj

∧

ℓ∈{1,...,ni}

∧

ℓ′∈{1,...,nj}
xi,ℓ ∼ xj,ℓ′

∧
∧

qi 6=Aqj

∧

ℓ∈{1,...,ni}

∧

ℓ′∈{1,...,nj}
¬ xi,ℓ ∼ xj,ℓ′

By construction, the models ofφA are the trees ofL(A), and conversely.
While formulaφ∆ is polynomial in the size ofA, the formulaφA is exponential in

k, hence doubly exponential is the size ofA.

D Other omitted proofs

D.1 Proof of Theorem 1

The forth direction is a consequence of the construction given in the proof of Theorem
6. In this proof, the constructed TAGEDAφ satisfies=Aφ

=6=Aφ
= ∅, sinceφ is a

sentence. HenceAφ is nothing else than a classic hedge automaton, which is known to
be MSO-definable.

Conversely, ifS is defined by some MSO formula, it is well-known thatS is also
recognizable by a hedge automatonA. We can easily encode the behavior ofA by a
guarded TQL sentence. We give the construction for binary tree automaton, as it can be
easily lift to the unranked case.

LetA = (Λ,Q, F,∆) be a binary tree automaton. We defineφA byφA =
∨

q∈F φ
∅
q

where, for everyq ∈ Q, and every setP ⊆ Q (the environment), we defineφPq as:

φPq =







ξq if q ∈ P

µξq.(
∨

α(q1,q2)→q∈∆ α[φ
P∪{q}
q1 |φ

P∪{q2}
q2 ]

∨
∨

α→q∈∆ α[0]) otherwise



This definition is recursive but terminating since the environment increases a finite
number of times.
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