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Satisfiability of a Spatial Logic with Tree Variables

Emmanuel Filiot Jean-Marc Talbdt Sophie Tisoh

L INRIA Futurs, Mostrare Project, University of Lille 1 (LIFL, UMR 8022 GNRS)
2 University of Provence (LIF, UMR 6166 of CNRS), Marseille

Abstract. We investigate in this paper the spatial logic TQL for querying semi-
structured data, represented as unranked ordered trees ovemér alfshabet.
This logic consists of usual Boolean connectives, spatial connedtiezived
from the constructors of a tree algebra), tree variables and a fixpoénator for
recursion. Motivated by XML-oriented tasks, we investigate the guaiided
fragment. We prove that for closed formulas this fragment is MSOgtet®. In
presence of tree variables, this fragment is strictly more expressineMB8O as it
allows for tree (dis)equality tests, i.e. testing whether two subtrees arelipbin

or not. We devise a new class of tree automata, called TAGED, which extend
tree automata with global equality and disequality constraints. We show that the
satisfiability problem for guarded TQL formulas reduces to emptinesAGED.
Then, we focus on bounded TQL formulas: intuitively, a formula is latmehif for

any tree, the number of its positions where a subtree is captured by blgasa
bounded. We prove this fragment to correspond with a subclass oETDAGalled
bounded TAGED, for which we prove emptiness to be decidable. This igthiee
decidability of the bounded guarded TQL fragment. Finally, we compaueded
TAGED to a fragment of MSO extended with subtree isomorphism tests.

1 Introduction

In this paper, we consider the spatial logic TQL [7]. Spdtigics have been used to ex-
press properties of structures such as trees [7], graph][é&nd heaps [19]. The main
ingredients of spatial logics are spatial connectivesghbyspeaking, these connectives
are derived from operators that can be used to generate thaidof interpretation.

The logic we consider here is interpreted over hedgesunranked ordered trees)
labelled over an infinite alphabet. The logic integrates|Bao connectives, spatial con-
nectives (derived from the constructors of an unrankedrettiee algebra), tree vari-
ables and a fixpoint operator for recursion.

We focus on the satisfiability problem of TQL. It is quite sil@po prove that the
full TQL logic over unranked ordered trees even without wragables is undecidable.
We then focus on the guarded fragment which ensures thatsieewariables have to
be guarded by tree extension. We show that guarded TQL loifout tree variables
is equivalent to the monadic second order logic (MSO).

However, when tree variables are considered, things ategebore complicated.
Indeed, we can express that two non-empty paths starting draode of a tree lead to
two isomorphic subtrees, which goes beyond regularity aneanked trees.

Still about expressiveness of this logic, an infinite algtadnd the ability to test
for tree equality allow us to consider some data values. \Weng#te formulas whose
models are hedges which violate some key constraints or 8omgonal dependencies.



We focus on bounded TQL formulas: intuitively, a formula subded if for any
tree, the number of equalities and disequalities that haneettested — to check non-
deterministically that the tree is a model of the formula basinded.

We introduce a new class of tree automata, calieel automata with global equali-
ties and disequalitieSTAGED for short), which extends unranked tree autorzhteith
an equality relation= 4 and a disequality relatiog 4 on states. Subtrees of some tree
t which evaluates byl to states which are in relation by, (resp. by 4) have to be
isomorphic (resp. non isomorphic). Naturaly, induces an equivalence relation on a
subset of nodes af but the number of classes of this relation is bounded. EA§SED
can express that all subtrees of heightor some fixed natural, are equal, but not that
for each node of the tree, all the subtrees rooted at its senscuial. Although it is a
natural extension of tree automata, this extension has beesn considered.

We show that satisfiability of guarded TQL formulas reduoesmptiness of TAGED.
We define a subclass of TAGED, callbdunded TAGEDfor which we can decide
emptiness. Intuitively, boundedness ensures that theneditgt of every equivalence
class is bounded, which may not be the case for full TAGED. Wensemptiness de-
cidability of bounded TAGED.

We complete our proof by constructing a TAGED from a guardeditounded TQL
formula. This construction extends the one from [4] wittetvariables. This extension
is non-trivial as the automata we have to consider are ntermistic.

Finally, we define an extension of MSO with a binary relatiobetween nodes; two
nodes are in relation if they are roots of two isomorphic sed®. We consider MSO
formulas extended with the predicate It is easy to see that this extension renders
MSO undecidable. However, we prove that if the relatiortoncerns only variables
belonging to a prefix of existentially quantified first-ord@riables, then this extension
is decidable. The proof works by reduction to emptiness ohided TAGED.

Automata dealing with data values have been studied in [1Bi@vever, our moti-
vations are different and we obtain the capability to mardega values as a side-effect.
In [3], the authors study two-variables FO logic extendethwin equality relation on
data values. The expressiveness of this formalism and temsented here are not
comparable: we can test tree isomorphisms while they cadaés value equality only,
but restricting our logic to data-value equality is stgdgiss expressive, as we do not
have quantifiers.

The paper is organised as follows: in Section 2 we recall dieiirs for hedges,
hedge automata and monadic second order logic. SectioncBiluEs the TQL logic
and results we obtain concerning its satisfiability. Sectdois dedicated to the tool
we use to solve the satisfiability problem, namely tree aatarwith global equalities
and disequalities (TAGED). In Section 5 we relate satidlitgbdf TQL formulas and
emptiness of TAGED. Finally, in Section 6 we propose an esttan of MSO with
isomorphism tests whose satisfiability problem is deciglabl

2 Preliminaries

We consider an infinite set of labels



Hedges - Treed et X be the signaturg0, |} U {a | a € A}, whereO0 is a constant,

| a binary symbol ands unary symbols. We calledgean element of the&’-algebra

Hedge obtained by quotienting the freB-algebra by the following three axioms:
Olh=nh hl0=h (h|R")|R"" = h|(R" W)

0 will be the empty hedgeWe call respectivelyreesandleaveshedges of the form
a(h) anda(0). We may omit| and writea(h)b(h')c(h”) instead ofa(h)[b(h')|c(h").
We define root§h) as the word fromA* defined recursively as(i) rootg0) = e, (i7)
roota(h’)) = a and,(¢iz) rootg hy|he) = rootg h;)rootg hs).

We will also adopt the graph point of view and consider hedrges set of vertices
V, two disjoint sets of directed edgés, £, and a mapping from V' to A. In a hedge
h, one associates a vertex with each occurrence of elemenitsidfere is an edge from
E. (resp. fromE,) from an occurrence; to an occurrence, if the hedge contains a
pattern of the formu, (hq]az(h)|ha) for some hedges,, ha (resp.ai(hq)|az(he) for
some hedgea, hs).

For every hedgé, = (V, E., E;, \), we denote bynodes (k) the setV” and by
| aby,(u) the label\(u), for w € V. We denoté|,, the subtree ok rooted atu, and by
< the reflexive-transitive closure .. E.g., the root is minimal foK in a tree.

For a set of labeld., we denotéd;, (resp.T;) the set of hedges (resp. trees) with
nodes labelled by elements In

Hedge automata [17]A hedge automatod is a 4-tuple(A, Q, F, A) where A is a
finite set of rulesx(L) — ¢ wherea is a finite or cofinite set of labeld, C Q* is a
regular language over states fr@ggnandF' C Q* is an accepting regular language.

Definition 1 (runs). Let h be a hedge andl be a hedge automaton. The set of runs
R4(h) C Hg of Aonhis the set of hedges ovérinductively defined by:

RA(h1|h2) = {7"1|7"2 ‘ r e RA(hl),’I’Q S RA(hQ)} RA(O) = {0}
Ra(a(h)) = {q(r) | Ja(L) = g € Aja € a,r € Ra(h),roots(r) € L}

Letg be a word of states, we denote By, 5(h) C R4(h) the set of runs: such that
roots(r) = g, and often say that evaluates t@ by A. The set of accepting runs df
on h, denoted byr4“(h), is defined by{r | 3G € F,r € Raz(h)}.

The language accepted by, denoted(A), is defined by{h | R4*°(h) # @'}.

Testing emptiness of the language accepted by a hedge aotoisaecidable [5].

MSO The logic MSO (Monadic Second Order logic) is the extensithe first-order
logic FO with the possibility to quantify over unary relai®i.e. over sets.

Let o be the signatur¢lab, | a € A} wherelab,s are unary predicates. We asso-
ciate with a hedgé, = (V, E,, E,, \) a finiteo-structureS” = (V, {ch,ns} U {lab" |
a € A}), such thatab (v) (resp.ch(v,v’), ns(v, ")) holds inS™ if A(v) = a (resp.
(v,0") € Eg, (v,0') € Ey).

We assume a countable set of first-order variables rangieghyuz, v, z, ... and a
countable set of second-order variables ranging ovex by, 7, . . ..

MSO formulas are given by the following syntax:

Y u=lab,(z) | ch(z,y) | ns(x,y) |z € X |V | | Fxp | IX



o [0],s  ={0}
¢::=0 empty hedge [T]..s —H,

T truth

i [a[dllps = {a(h) | h € [d],6, a € a}
315 compositon [616Trs = (hIW | € [8los ' € [¢],5)
—¢ negation [¢lps  =Ha\[¢]p.s
6V ¢ disjunction oV &Tos = [¢]os UL 0,0
X tree variable %gﬂpf - c{SE)é)X )}

: _ o =
§§ ¢ :r:ecuéjtr?if;o\i/r?tnables [1€-0los =S CHa | [¢],s6—s1 S S}
g*' iteration [¢°10.s =0u Ui>0 [Blps]- - |[]o,5

i times
(2) Syntax (b) Semantics
Fig. 1. TQL logic

Let S be ac-structure with domairi/. Let p be a valuation mapping first-order
variables to elements froi and second-order variables to subsetd/ofWe write
S =, ¥ when the structuré is a model of the formula) under the valuatiop; this
is defined in the usual Tarskian manner and we have in paatiqu) ¢ |=, lab,(z)
if lab, (p(z)) holds inS, (ii) ¢ =, ch(x,y) if ch(p(z), p(y)) holds inS, (iii) ¥ =,
ns(z,y) if ns(p(x), p(y)) holds inS.

A set of hedges' is MSO -definablef there is an MSO senteneg such thatS =
{h | h = ¢ }. Itis well-known that a language is accepted by some hedgereia iff
it is MSO-definable.

3 The Tree Query Logic

We consider here a fragment of the TQL logic defined in [7] athalpa it to unranked
ordered trees.

Syntax We assume a countable sEtof tree variables ranging over hy,Y, and a
countable seR of recursion variables ranging over ByLet « be a finite or co-finite
set of labels from. Formulasp from TQL are given by the syntax on Figure 1(a). We
allow cofinite sets in extensions, otherwise we could notespformulal[0].
We assume that is the binder for recursion variables and the notions of band free
variables are defined as usual. To ensure the existence oftfixgve will assume that
in formulasu€.¢, the recursion variablg occurs under an even number of negations.
A formula is said to beecursion-closedf all the occurrences of its recursion variables
are bound. A TQLsentenceas a recursion-closed formula that does not contain tree
variables. A TQL formulap is guardedif for any of its subformulau¢.¢’, the variable
£ occurs in the scope of some extension operafdrin ¢'.

We assume from now on that recursion variables are boundardg in formulas
and denote recvép) (resp. vafg)) the set of recursion variables (resp. tree variables)
occurring ing. We may writea[¢] instead of{a}[¢].

Semanticdnterpretation maps a TQL formula to a set of hedgespllet an assignment

of tree variables intd', and ¢ be an assignment of the recursion variables into sets
of hedges. The interpretation of the formuaunderp andd, denoted by[¢], s is
inductively defined and given on Figure 1(b).



ExamplesLet us consider the following formulas:

¢= a[T]T (1)

bs = pé-(a[T][E Vv 0) (2)

¢ara = (employee[name[A[0]] | dpt[A[0]] | manager[A[O]]])*  (3)

Gaq = ¢ara N T |employee[X]| T |employee[X]| T (4)
¢path(a),0 = ME((T“IE”T) \ O) (5)

The above formula is interpreted as the set of hedges of length at leastich that
the root of the first tree is labelled The formulag, is interpreted as the set of hedges
{a[P1]] ... |a[hs] | hi € Ha,n > 0}. The formulagg:, is interpreted as the set of
hedges defining employees by their name, the departmentitidyin, and their man-
ager whereas the formuda,; expresses that an employee occurs twice in the database.
Finally, the models of the formula, .1, (.),0 are hedges with a path labelled &y from
one of the roots to some leafd. the empty hedg#).

The formulag,qq is interpreted as the set of hedges having an odd number eénod

¢odd = N&)(A[O} \ A[¢even(§o)]|¢even(£o) \ A[fo]‘go
Where¢6U67l(€O) = ,Ltfe(o \ (A[SOHEe \ A[ﬁe”go))

Let us denoteb,q (), = #E-((TIL[E][T) V ) the formula whose models are
hedges containing a path labelled by elements ffofrom one of the roots to a hedge
satisfyingy. The models of the following formula are the hedges havirgran-empty
paths labelled respectively lag and bybs from two of the top-level nodes, those two
paths leading to some identical subtrees

T | (alppath(a), x| T10[Bpatn(v),x] V blPpatnw), x| Tlaldpathia), x| T

The formula ¢;qnot key IS interpreted as the set of
hedges for which two nodes labellédhave identical sub-
trees (roughly speaking “the (data) value of the eleneht
can not be used as a key in this XML document”)

Bidnotkey = T AGpatn(a),idx)]| TIAlpath(a),iaix)]| T

The following formula states that two treesployee
have identical subtrees rooted &yt but different subtrees
rooted bymanager

data N T | employee[T |dpt[ X]||manager[Y]]| T
| employee[T |dpt[ X]|manager[=Y]]| T

Fig.2. AtreewithT # S

A hedge satisfying this formula may be considered as ilivied assuming the existence
of some functional dependency stating thgbtartment has only onenanager.
Models of the formulayy,.». are the trees whose shapes are described on Figure
2.
¢b’ranch = a[X|,u§(a[X | g] V=X A A[T])]
¢s andg,qq are the only two formulas that are not guarded; howepgis equivalent
toa[T]*, which is guarded and, . to the following guarded formula



(bodd = /4§O~A[¢even(§o) \ (€0|¢even (go)*|€o)*]
(beuen(fo) = ﬂf@A[fooK@beuen(fo) \ (£o|¢even(€o)*|§o)*) V0

But the formulaug.(a[0]|£]b[0] V 0) is neither guarded nor equivalent to any guarded
formula.

Definition 2 (satisfiability). A recursion-closed TQL formula is satisfiable if there
exists a hedgé and an assignmentsuch thath € [¢],,.

TQL sentencest is easy to prove that TQL sentences can describe sets gkbeHat
are not MSO-definable; for instance, the TQL sentemt:¢a[0]|£|b[0] v 0) describes
a “flat” hedge of the form{a[0]"b[0]™) for n € N.

Theorem 1. For any set of hedges, there exists a guarded TQL sentergcsuch that
[¢] = S iff S is MSO-definable.

As a consequence of Theorem 4, satisfiability is decidablgdarded TQL sen-
tences. This restriction is crucial, since, by reductiomimmiptiness problem for the in-
tersection of two context-free grammars, one can prove that

Theorem 2. Satisfiability for TQL sentences is undecidable.

Adding quantificationAs in [7], one could also consider quantification over treB-va
ables3X andv.X with the following semantics:

BX.¢lps = Jllpix—a.s  I¥X8lps = ([0 pix—11.5

teT teT

wherep[X — ] is the assignment identical roexcept that it associateésvith X.
Hence, the satisfiability problem from Definition 2 is equéra to the one of closed
formulas of the fornd X, ... 3X, ¢ where¢ is a recursion-closed TQL formulae. the
existence of a tree satisfying this formula.
For more complicated alternation of quantifiers, one caityeadapt the proof from
[8] about the undecidability of the fragment of TQL withot#ration, recursion and
tree variable but with quantification over labels to provatth

Theorem 3. Satisfiability for recursion-closed TQL formulas with qtifioation is un-
decidable (this holds even for recursion-free formulas).

Bounded TQL formuladn bounded formulas, variables can occur in recursion only
in a restricted manner: intuitively a formula is boundedhiérte exists a bound on the
number of equality test performed to (non-determinislgalerify that a hedge is a
model of the formula. Boundedness appears naturally inaatifin problems and in
pattern languages (where variables appears a bounded nwihbmes in terms or
patterns). But defining boundedness in the presence ofgiecus a bit more technical.

In the examples we have given so far, the only formula thatoishounded is
dvranch- The following formula is also not bounded as it asks eaclrsatof the hedge
to be different fromX: —(u&. T|(X Vv A[E])|T)



We let 8 be a recursion-closed formula s.t. no recursion variableoisd twice,
and denote by the formula s.tu&.¢¢ is a subformula of3. To defineboundedness
formally, we introduce, for every subformudaof 3, thegeneralized free variablesf
¢, denoted vay(¢), as the least solution of the following (recursive) equagio

vary(0) =vary(T) =@ varg(a[¢]) = vary(—¢) = varg(u.¢) = varz(¢™) = varg(¢)
varg(§) = varg(oe) varg(X) = {X} vars(¢V ¢) = vars(¢|¢’) = vars(¢) Uvars(¢')

Note that the least solution of these equations is compeitabi operator occurs
positively (resp. negatively) in a formula if it occurs und® even (resp. odd) number
of negations.

A formula g is boundedf it satisfies the following properties:

1. for any subformula*, var5(¢) = &
2. for any subformula|¢’ where| occurs negatively, vg(s) = vary(¢') = @.
3. each formulap|¢’ where| occurs positively and each formulaVv ¢’ wherev

occurs negatively satisfy¢ € recva(e), vary(§) N vary(¢') = @, andv¢' €
recva(e’), vars(¢') Nvary(¢) = @.

As a consequence of Theorem 1, this fragment is strictly nexp@essive than
guarded TQL sentences, as it allows for tree isomorphista.t€®@mbining Theorems
6 and 5 of the next two sections proves our main result:

Theorem 4. Satisfiability is decidable for bounded guarded TQL formsula

RemarksOur logic can be seen as an extension of the (recursive)pd#teguage of

XDuce [13]. The main difference here is that we allow Booleaerators and drop the
linear condition for variables of XDuce. The pattern-matching h@dsm of CDuce

[1] extends the one from XDuce with Boolean operations andkee conditions on

variables. However, no equality tests between terms caetiermed making our logic

more powerful. Since we consider an infinite alphabet and lleeva&quality tests be-

tween trees, we can, as a side effect, simulate data valwemasn some of the exam-
ples we gave.

4 Tree Automata with Global Equalities and Disequalities

In this section, we present a new extension of hedge autdjeeltad TAGED) with the
ability to test tree equalities or disequalities globaliytbe run. We prove decidability
of emptiness for a particular class of TAGED, called boun@i®@&ED, which we use
to decide satisfiability of bounded TQL formulas.

4.1 Definitions

Definition 3 (TAGED). A tree automaton with global equalities and disequalitiB&GED)
is a 6-tupled = (A, Q, F, A,=4,#4) such that:

e (A,Q, F,A)is ahedge automaton;

e =4 is an equivalence relation on a subsetgf

e £ 4 is a non-reflexive symmetric binary relation @h



A TAGED is positiveif # 4= @, and is simply denoted b = (A, Q, F, A,=4). The
set{q | 3¢’ € Q, g =4 ¢’} is denoted by, and for all stateg € F, we denote byg|

its equivalence class. The sgt| 3¢’ € Q, g #4 ¢’} is denoted byD. The notion of
run differs from hedge automata as we add equality and didigjaonstraints.

Definition 4 (runs).LetA = (A,Q, F, A,=4,#4) be aTAGED. A run of the hedge
automaton(A, Q, F, A) on a hedge satisfies the equality constraints if the following
holds:Vi € {1,...,n}, Vu,v € nodes(h),l ab,(u) =41 ab,.(v) = hl|, = hl,.

Similarly, the runr on h satisfies the disequality constraints if the following
holds:Vi € {1,...,n}, Vu,v € nodes(h),l ab,(u) #4 | ab,(v) = hl, # hl,.

The set of accepting runs df on , denotedR%°°(h), is the set of accepting runs
r of (A, Q, F, A) which satisfy the equality and disequality constraintse Tdanguage
accepted b4, denotedL(A), is the set of hedgédssuch thatR%*(h) # @.

Remark that.(A) is not necessarily regular, as illustrated by Example 1.

Example 1.Let A be an infinite alphabet. L&} = {q, ¢x,qs}, F = {qs}, and letA be
defined as the set of following ruled{¢*) — ¢ Alg*) — qx algxgx) — qf
Let A; be the positive TAGED A, Q, F, A, {gx =a, qx}). ThenL(A,) is the set
{a(t|t) | a € A,t € T4}, which is known to be non regular [10].

Example 2.Let Q = {q,9x,q9x%.qr}, F = {qs}, and letA defined as the set of fol-
lowing rules:

Aq)—ax  AMd)—aqa  A¢") —ax  algx(ex +aqr) — a5

Let A, be the TAGED(A, Q, F, A, {gx =4, 4x},{ax #4, ¢x}). ThenL(A,) is the
set of hedges whose shapes are described on Figure 2.

RemarksExtensions of tree automata which allow for syntactic ei(pahd disequality
tests between subterms have already been defined by addistyaints to automaton
rules. E.g., adding the constrain® = 2 to a rule means that one can apply the rule at
positionr only if the subterm at positiorr.1.2 is equal to the subterm at positiar2.
Testing emptiness of the recognized language is undeeidalieneral [16] but two
classes with a decidable emptiness problem have been eisgrhaln the first class,
automata are deterministic and the number of equality &ésigy a path is bounded [11]
whereas the second restricts tests to sibling subterm3ig.latter class has recently
been extended to unranked trees [15], the former one hasédended to equality
modulo equational theories [14]. But, contrarily to TAGED,all these classes, tests
are performed locally, typically between sibling or cousubterms. Finally, automata
with local and global equality tests, using one memory, Hasen considered in [9].
Their emptiness problem is decidable, and they can simplagégive TAGEDs which
use at most one state per runs to test equalities, but notajgusitive TAGEDs.

Definition 5 (bounded TAGED).A bounded TAGED isa 7-tuplé = (A, Q, F, A, =4

,#a, k) whered’ = (A,Q,F,A,=4,#4) is a TAGED andk € N is a natural. An
accepting run- of A on a treet is an accepting run ofi’ ont¢ such that the following
istrue:|{u |1 ab,(u) €e EUD}| <k.

We say thatd and its accepting runs ark-bounded and may writed’, k) instead of
A. We say that a TAGE is equivalent to a bounded TAGEDIf L(A) = L(B).



The TAGED of Example 1 is equivalent to the 2-bounded TAGED, 2), whereas
one can prove that the one of Example 2 is not equivalent tdbaopded TAGED.

Theorem 5 (emptiness of bounded TAGED)Let A be a bounded TAGED. It is de-
cidable to know whethek(A) = & holds or not.

The rest of this subsection is dedicated to the proof of tieetem, first for positive
bounded TAGED, then for full bounded TAGED.

4.2 Configurations

We define a tool calledonfigurationsused to decide emptiness of positive bounded
TAGED. In this subsection, the 6-tuplé = (A,Q, F, A,=4,k) always denotes a
positive bounded TAGED. We suppose thatccepts trees only, i.é. C Q. It is not
difficult to adapt the decidability result to hedge acceptdforeover, we suppose that
for any runr -even non accepting- on a tree, the cardinal of the set of ntadelled

by states of E is at mogt Indeed, it is easy to transfora to ensure this property by
enriching states with a counter uptoWe show how to decompose a positive TAGED
into an equivalent and computable finite set of configurati@ince testing emptiness
of configurations is easily decidable, we get the decidabitisult for positive TAGED.
Informally, configurations are (non-regular) tree acceptehich make explicit parent
or ancestor relations between nodes for which equalitg st performed byl. These
are DAG-like structures labelled by sets of statesiofA treet is accepted by some
configurationc if the unfolding ofc can be embedded into a rurof A ont, such that
labels ofr belong to labels of. By putting suitable rules on how sets of states occur as
labels ofc, we can enforce to respect equality constraints.

Definition 6 (configurations).A configuratiorc of A is a rooted directed acyclic graph
such that:(i) every node carries a symbol fropf, (ii) outgoing edges of a node are
ordered, andiz) for every equivalence clasg of =4, there is at most one sét C Q
such thaflg] N P # @ and P is a label ofc.

Nodes ofc are denoted byodes(c). For every node

u € nodes(c), we denote by, the subgraph of induced i
by the nodes reachable fromin ¢, and byu,...,u, the 1/ 3/ 2
n successor nodes ofgiven in order. Note that it might be

the case that; = u; for somei,j € {1,...,n}. Finally, aa

we always denote blyab.(u) C @ the label of node in t:,(g

c. Fig. 3iillustrates a configuration whose nodes are labell

either by set of statefgy, ¢'}, {s}, {p} or {r}. Note that the Fig. 3.A configuration (nat-
second successor of the root is the node labgligdwhile urals represent the order on
its first and third successor is the node labefled;’}. edges)

In order to define semantics of configurations, we first intcesome useful no-
tions about contexts. Far > 0, we definen-ary contextsC's as usual, and the hole
substitution with trees, , ..., ¢, is denoted byC'[t4, ..., t,]. Note that0-ary contexts
are just trees. See [10] for a formal definition. Givestatesp,,...,p, € @ and an
n-ary contextC, we denote byC|p1,...,p,] the tree overd U @, where eactp; is



viewed as a constant symbol. We &t be the TAGED over alphabet U @ which
is just A with additional rulesy(e) — ¢, for everyq € Q. We say thaC|p, ..., pn]
evaluates te, denoted”[py, ...,p,] —4a p if thereis arun- of A* onC|py,...,px)
such that roots’) = p. For any setS C Q, we writeC[ps, ..., p,] —q\g ¢ if states
from .S does not occur im, except at the root and at the leaves labetied . . , p,,.

We now view configurations as a way to combine contexts to toeest, with addi-
tional requirements which enforce existence of airof A ont. Condition(éii) of Def-
inition 6 ensures satisfies the equality constraints. This motivates the stinszof con-
figurations. More formally, let be a configuration off. A mappingX from nodes(c)
into contexts overd is aninterpretationof c if for every nodeu € nodes(c), if u
has exactlyn successor nodes, ..., u, in ¢, then\(u) is ann-ary context. More-
over, A must satisfy the following: for every node € nodes(c) and every nodes
U, ...,u, € nodes(c), if uy,...,u, are the successor nodeswothen the following
holds (called conditioriP)):

Vpelabe(u), Ip1 €l abe(ur)...3p, €l abe(un), Au)p1,...,pn] —q\(EUD) P

As A is positive, the sefD is empty, but we keep this definition for uniformity
reasons when dealing with disequalities. Every nedenodes (c¢), together with the
mapping)\, define a tre@(u, A) overA as follows:t(u, A) = A(w)[t(u1, N), ..., t(un, V)],
wheren € N anduy,...,u, are the successor nodeswoiin c. Note that this definition
is well-founded since is a DAG. As we will see, conditioiP) ensures the existence
of arun of A ont(ug, A), whereuy is the root ofe.

Definition 7 (tree language recognized by a configuration)Let ¢ be a configuration
of A. The tree language recognized hydenotedL (A4, ¢), is defined by the set of trees
t(ug, A), whereuy is the root ofe, and\ is an interpretation of..

Trees accepted by configuration of Fig. 3 are necessarilgraf €[C"[t], ', C'[t]],
for some context§’, C’, C” and treeg, ¢'. As already said, the constraints on the con-
texts and the configuration ensure the existence of a runeotrébs ofLL( A, ¢) which
satisfies the equality constraints. In particular, we cawgthe following:

Proposition 1. Letc be a configuration ofd such thatL(A, ¢) is nonempty. Let be a
tree of L(A, ¢), andug € nodes(c) be the root ot.. For everyp € | ab.(uo), there is
arunr € R4 ,(t) which respects the equality constraints.

The converse holds too, and we can bound the size of configusat

Proposition 2. Lett € T, be a tree such thate L(A). Then there is a configuration
c of size at mosiQ|.k!?! such thatt € L(A, c).

Sketch of proofWe start from an accepting runof A ont¢ and define an equiva-
lence relation on a subsetnbdes (t). Informally, two nodes:, v are equivalent if an
equality test betweet],, andt|, is performed in-. This is the case for instance when
| ab,.(u) =4 | ab,(v). Each equivalence class will represent a node, @b enforce
equalities. O

Hence, we can finitely represent the language recognizetl dya computable set
of configurations of4, as stated below:



Corollary 1. Let A be ak-bounded positive TAGED. We [B{.A) be the set of config-
urations ofA whose sizes are bounded [i63].%!?!. The following holds:

LA) = |J LA«

ceD(A)

Moreover, we can decide emptiness of the language recatjbizany configura-
tion.

Lemma 1. Given a configuratiom, itis decidable to know whethén A, ¢) = @ holds.

Proof (Sketch)For all nodesu, uy,...,u, S.t.us,...,u, are the successors of it
suffices to test whether there is arary contextC' s.t. for all statey € | ab.(u), there
arep; € l ab.(u1),...,pn €l ab.(un) S.t.Clp1, ..., pn] —o\r p. We can represent
the set of context§” such thatC|py, ..., p,] —o\r p by a tree automatod ,,,), .
Then, it suffices to test emptiness(Qf.c p U,.,).e11.1 ab. (us) L(A(p:)..p) Which is de-
cidable, since regular languages are closed by Booleamibes.

As a corollary of Lemma 1 and Corollary 1, we get the following

Proposition 3. Emptiness of positive bounded TAGED is decidable.

4.3 Adding disequalities to positive bounded TAGED

In the previous section, we have shown that emptiness ofiposiounded TAGED
is decidable. In this section, we extend this result to folilhded TAGED.A always
denotes &-bounded TAGED. The definition of configurations4femains unchanged,
and the seD(.A) still denotes the set of configurations 4fwhose size is bounded by
|Q|.kI91. We have the following inclusion(A) C [J,cp .4 L(4, ¢), but the other one
does not hold in general, since configurations do not reqligequality constraints to
be satisfied. We show how an additional test on configuraticaitows us to decide
whetherL(A) N L(A, ¢) is empty, which will be sufficient to decide wheth&(A) is
empty. Informally, letc be a configuration andl be an interpretation af. We say thai
satisfies the disequalities off for all nodesu, v € nodes(c), ifthere arep € | ab.(u)
andq € | ab.(v) such thap #4 ¢, thent(u, X) # t(v, A).

We now relate the problem of finding such an interpretationciotext disunifica-
tion. For all nodes: € nodes(c), we let cxt.(u) be the set of contexts satisfying con-
dition (P) of the definition of interpretation. We define the notiorpaftial interpreta-
tion 8 of ¢, as a mapping fromodes (c) into contexts, such that it maps every nade
such that cxt(w) is finite into a context of cx{«), and every other nodeto a context
@, (e, ..., ) with n holes (ifv hasn successors), whef@, is a fresh symbol such that
@, ¢ A. Note that trees(u, 3) are trees over alphabgtu {Q, | v € nodes(c)}.
We can show the following, by using context disunificatioynfbols@, are viewed as
context variables):

Lemma 2. Let A be a bounded TAGED. We hatgA) # & iff there exist a configu-
ration ¢ € D(A) and a partial interpretations of ¢ such that3 satisfies the disequality
constraints ofc. Moreover, it is decidable to know whether such an integtiet 3
exists.

As a corollary, by combining Lemma 2 and Lemma 1, we get thefpzbTheorem 5.



5 From TQL to Automata

In this sectiong denotes a recursion-closed and guarded TQL formula ovenas-
ablesX;, ..., X,,. We sketch the construction of a TAGERD, such that for all hedges

h € Hy, we haveh € L(Ay) iff there exists a valuatiop : var(¢) — T, such that

h € [¢#],. Moreover, we provel, to be equivalent to a computable bounded TAGED
whenever is bounded.

In a first step, we transform into an equivalent system of fixpoint equations, and
then sketch the construction df, starting from this system. This construction extends
the construction of [4]. This extension is non-trivial, @nit manages tree variables,
which induce non-determinism in the produced tree automatoreover, even for
sentences, this construction is different, since treesratered.

System of equation$Ve define dual connectives for parallel composition and Kéee
star. We letp; | |- as a shortcut for (=1 |—¢2), ¢$ for =(—¢;)* andX for ~X AA[T].

A system of fixpoint equatiors is a sequence of equatiofs= rhsy,...,&, =rhs,
where everyhs; has one of the following form:

0 0 &ve &g alg &¢ ¢l x X ¢ ¢

The last fixpoint variables,,, is denoted by lagf’). The set of tree variables occur-
ring in X' is denoted by v4t”). Systems of equations are interpreted over the complete
lattice (24, J,N), modulo an assignmept: var(X) — T 4. We consider the follow-
ing monotonic operations ovef4, modulop: 0 is interpreted ag0™4}, 0 as{0"4}
(the overline denotes the complementin), v by U, A by N, a.] as the unary operator
which maps any set of hedgés C H, into {a[h] | a € o, h € H}, .|. as the binary
operator which maps two sets of heddésH’ into H|H' = {h|h' | h € H,h' € H'},
its dual.||. mapsH, H' into H||H' = H|H'. The Kleene star* and its dual.® are
interpreted similarly. FinallyX is interpreted by(X) and X by T4\{p(X)}.

The solution of% over (2%4, [ J,(N) modulop is a mapping from fixpoint variables
of ¥ into 2¥4, and is denoted by SglX, p). We can push down the negations to
the leaves ofp, using the dual connectives, and introduce fixpoint vaeslfor every
position ing, which allow to construct a system of equatigf)ssuch that vaiS,) =
var(¢) and the following holds:

Lemma 3. For all valuationsp : var(Sy) — T 4, we have¢],, = Solx(S,, p)(last(Sy))

E.qg., the equation system associated with the formgléa[¢] Vv (u&'.(b[E'] V X)) is
{§ =&VE& & =0 & =add; &G=X §=8&6VE}

Ideas of automaton construction for sentendaghis paragraph, we assume tiais
a sentence. Checking whether a heflgs a solution ofS,, is similar to a run of some
hedge automaton aofa Let us consider the systeth= {£ = & V &;& = alé]; & =
0}, where the last variable is. Solutions ofS are chains labelled bys. To check
whether hedge:(0) is a solution of¢, first verify thata(0) is a solution of¢; or a
solution of¢,. One can easily see tha{0) is not a solution of,. It remains to verify
whethera(0) is a solution of; = a[¢], by verifying thatO is a solution of, etc... This
can be done by an automaton with transition ralés+ qa(¢)) — qafe), Whereqqg is



a final state. We define the set of (final) statestby= F' = {q,¢}. Let us interpret
S over2?”, whereQ* is the set of words ovef). We interpretv by U, 0 by {¢}, and
al¢] by {qaj¢ }- Solutions of¢ are denoted by (&) (and similarly for other variables).
Hence we get(&2) = {€}, s(&1) = {qaig)}, ands(&) = {€, gq[e }- Which trees evaluate
to g, ? Trees of the forna(h) whereh evaluates to some word of states fre(g).
Hence, we can define transitialis(£)) — qq[e)-

Things get more complicated when adding intersection. kstance, consider the
systemS’ = {&; = a[¢]; & = a[¢']; € = 0;¢€ = & A& ). If we interpret this system as
before, with stateg,¢) andq,,), we would gets() = @. Hence, states should carry
enough information to know if the current tree is a solutiérufg], a[¢'], or both. In
the construction we provide, every state is a tuple of atohteoform «[¢], @[T], or
a[—€], for every right-hand side of the form[¢] occuring in the system. If some tree
t evaluates to a tuple which has a component equal[¢p it means that is of the
form a(h), wherea € « andh is solution of¢. If the component ig[T] or «[—¢], it
means that(h) is not a solution ofx[¢], because, in the first case ¢ «, and in the
second ong € «, buth is not a solution of. Knowing this complete information, i.e.
which right-hand sides of the form[¢] are satisfied or not by the current tree, we are
able to construct exactly one rule per state, by solving ytséesn on sets of words of
states, with suitable interpretations. As the formula iargad, solutions of the system
are regular state word languages. We then get a determihistige automaton whose
accepted trees are the solutions of the system.

Adding tree variablesWhen adding variables, we cannot keep the automaton deter-
ministic, since subtrees will be captured non-determizadly. For instance, consider
the systent = {¢" = X; ¢ = £"[¢";{x = a[¢']; & = 05§ = §7:6 = A[G]: 67 =
&1V &€ = &1 ANEx }, where the last variable & Given a valuation : var(S) — Ty,
the systemS has a unique solution, modujg which isa(p(X)|p(X)). A TAGED
accepting the solutions of is the TAGED of Example 1 of Section 4. It is non-
deterministic, since it has to choose to go in a sgatevhich will enforce the TAGED
to test whether the two sons of the root are equal.
As tree variables induce a kind of non-
determinism, we emphasize two kinds of recur- (A[&3), {al€']}, @)
sion variables: deterministic recursion variables, _ ~
for which the problem of checking whether g A[¢&3], o, {X})  (A[&], 9,{X})
given hedge is a solution does not involve tree
variables, such a&r, &1, & and&s in our exam-
ple: and non-deterministic ongt x ¢’ ande”.  Fig-4.Run of A4 ona(a(0)a(0))
States of the automaton we construct have three compofémt$irst component is
induced by deterministic recursion variables and simwdatkassical hedge automaton,
as for the case of sentences. The second component is indyasoh-deterministic
recursion variables, and collects atoms of the farjg], where¢ is non-deterministic,
for which the current tree is the solution. In other wordgjuiesses the positions in the
tree under which capture variables occur. Third componamtsets of variableX or
X, meaning that equality or disequality tests are performethe current tree.
Transition rules are obtained by suitable interpretatibthe system over words
of states. Finally, two states are equivalent for the automé their third component



shares a tree variable. Disequalities are defined similkdy instance, an accepting
run of the automaton faf, on the treei(a(0)a(0)), is represented in Fig. 4. The state
(A[&s], 9, {X}) is equivalent to itself.

Theorem 6. Let¢ be a guarded TQL formula. There is a computable TAGEDsuch
that for all hedges:, we haveh € L(A,) iff there exists a valuatiop : var(¢) — T4
such thath € [¢],.

Moreover, if¢ is bounded, the TAGEDL, is equivalent to the bounded TAGED
(Ag, B), for some computable bourdgl € N.

To compute the bound, we interpret the systerfi, on naturals, with suitable
interpretations (for instance is interpreted byi, A by +, andVv by max).

6 Extending MSO with Tree Isomorphism Tests

In this section, we propose an extension of MSO for unrankessstwith isomorphism
tests between trees.

Let ~ be a binary predicate s.t. for a structu#é associated with a hedgeand a
mappingp from {z,y} to nodes ofs, S" |=, = ~ y holds if the two subtrees rooted at
respectivelyp(x) andp(y) in h are isomorphic. We consider sentences of the form

Q171Q272 . .. Qurnt)
where@; € {3,V} andy is an MSO formula extended with atoms ~ x;
(1 <i,7 < n). We call M SO.. this logic. We will also consider the fragmehf SO=,
for which formulas satisfy1 = @2 = ... = @, = 3. Remark that) can again
contain quantifiers. Hence, since tree isomorphism carmekpressed ii/.SO [10],
MSO.. and M SO?2 are stricly more expressive thad SO. By reduction of the Post
correspondence problem, we can prove that:

Theorem 7. Satisfiability forM SO.. is undecidable.

However,M SOZ and bounded TAGED are equally expressive: for any formula
in MSOZ, one can compute a bounded TAGED, whose size is non-elergéntte
size of p, accepting the models @f. The converse holds too. As a consequence of
decidability of emptiness for bounded TAGED, we have:

Theorem 8. Satisfiability is decidable fod SO3..

7 Conclusion

In this paper, we have considered the spatial logic TQL witle tvariables. We have
proved that for the guarded fragment when variables appeabbunded way then the
satisfiability problem is decidable. To do so, we have inticetl a new class of tree
automata, called TAGED, permitting to test global equaditand disequalities on the
accepted trees. Finally, we have used TAGED to prove dettiydor an extension of
MSO with isomorphism tests interpreted over unranked trees

We speculate that the boundedness condition is not reqtorethe decidability of
emptiness of TAGED, as pumping technics dealing with caiists may be applicable.
However, it is non-trivial, since TAGED are not determirbifin general. This would
imply that the full guarded TQL with trees variables is detitt. Another extension



would be to consider hedge variables. This problem seems hob trivial as the satis-
fiability problem for such formulas could encode word equiadi

We emphasized a correspondence betweedD? and bounded TAGED. It would be
interesting to exhibit a fragment @ SO... equivalent to full TAGED.

The TQL system also includes a transformation language; imeah using TAGED
automata to type these transformations and more gendralytransducers.
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A Deciding emptiness of bounded TAGED

A.1 Positive bounded TAGED

Proof of Proposition 1 Sincet € L(A,c), there exists an interpretationof ¢ such
thatt = t(ug, \).

Let ug,u1, ..., u, a topological order of the nodes afFor anyi, lett; = t(u;, A).
We will prove that for anyi, for any statey; belonging tol ab.(u;), there is a run on
t; whose root isy;, that satisfies the strong following equality constraiifts: node is
labelled byg in E, theng belongs to one and only oh@b..(uy) and the corresponding
subterm is isomorphic to, .

This can be proven by induction. if = n, thent,, = A(u,) and the property
is directly obtained. Now let us suppose the property is tfue > p. Thent, =
Aup)(ti, , -, i, ) where thet;  satisfy the required property by induction hypothesis.
Using the conditior{ P) of interpretations of configurations, we get easily the negl
property fort,. Now, asl ab.(ug) contains a final state, we get the proposition.

Proof of Proposition 2 Sincet € L(A), there exists a successful rure R4°¢(t). We
associate tdt, ) a configuratiorr, such thatc| < |Q|.k/?l andt € L(A,c). Infor-
mally, we define an equivalence relatisron nodes ot, two nodes being equivalent if
they are labelled, im, by two states in relation by 4 (hence, the two induced subtrees
of ¢ are equal), or they can be reached by two isomorphic pathassevtespective node
starting points are equivalent. In particular, this deffimtimplies that if nodes:. and
v are equivalent, then|, = t|, holds, and, roughly speaking,, andt|, have been
tested to be equal by the automaton, or are embedded in twad #gas which have
been tested to be equal by the automaton.

Equivalence classes are intended to represent the nodbes abnfiguration. By
defining a suitable order on equivalence classes, we caredbfirconfiguration. A full
example is given at the end of the proof.

Node equivalenc&he node equivalence relation is defined on a subsedés ().
Given two nodes:, v € nodes(t), we define the relation- as the least relation satis-
fying the following:

— ug ~ ug, Whereug is the root oft;

— for all nodesu,v € nodes(¢), if | ab,.(u) =4 | ab,.(v), thenu ~ v;

— for all nodesu, v, u’,v" € nodes(t) such that,’ < u andv’ < v, if ' ~ v" and
there exists a node € nodes(t) such that: ~ w, and the downward paths from
respectivelyu’ to u andv’ to v are isomorphic, then ~ v;

— for all nodesu, v, w € nodes(t), if u ~ wandw ~ v, thenu ~ v.

We denote bynodes(t)|... the set of nodes such thabv € nodes(t), u ~ v.
We can show that- is symmetric by induction on pairs of nodes ©f(using the
lexicographic order induced b¥). It is transitive by definition, hence reflexive on
nodes(t)|~. Thus,~ is an equivalence relation arodes (t)|.

Fig. 5 illustrates this relation. It represents a trewith two isomorphic paths:
u,u’,v,v" are nodes of, while p,p’, q,¢' are states ofd, which represent the labels



Fig. 5. Node equivalence

at nodesu, u’, v, v’ respectively in a run ofi ont. Suppose that’ =4 ¢/, andp € E.
Henceu' ~ v, and, since the path fromf to  in ¢ is isomorphic to the path fron?
towv int, we getu ~ v (the labels int of the nodes on the respective paths must be the
same, by definition of path isomorphism).

Remark that the number of equivalence classes is boundedrgis < |Q|. We
denote byu the equivalence class of any nodec nodes (t)|., and byst at es(u)
the set{q € Q | Fv € @, | ab,(v) = ¢}. Remark that for every equivalence classor
all statesy € st at es(w), Ra q(t].) is non-empty.

Frontier We let <,, be the document order on nodes, i.e. the order induced by a
depth-first traversal of the tree. Given a nade nodes(t)|.., we letf ronti er (u)
be the sequence defined as the maximal subset (ordered byeotorder) ohodes (¢)|~,
let us calleduy, . .., u,), such that every,; is minimal for < and belowu. More for-
mally, (uy, ..., u,) is defined by

—forallie {1,...,n},u <uy

— foralli € {1,...,n}, forallv € nodes(t)|., if u < v < u; thenv = u; (called
property (°));

—foralli e {1,...,n — 1}, u; <go uit1, forallv € nodes ()|, if u; <dgo v’ <o

U411, thenui <.

ConfigurationWe define configuration of A by:

— nodes ofc are the equivalence classedor all u € nodes (¢)|~;

— for alluw € nodes(t)|~, | ab.(u) is defined byst at es (u);

— for all w € nodes(t)|., let us denotéronti er (u) = (uq,...,u,) the frontier
of u. Then successors (given in order) of nodén c are defined byiy, . . ., .



Remark that the definition of the successors of any nbaec are independent of
the choice of the class representatives. In other words,, €t € nodes(t) be two
nodes such that ~ v’

Let (u1,...,u,) be equal tof ronti er (u). We denote by} (resp.ub, ..., u))
the node of reachable from’ by the downward path isomorphic to the path frorto
uy (resp.ug, . .., uy,). By definition of~, we haveu; ~ u, for everyi € {1,...,n}.
Similarly, it is not difficult to prove thafu, ..., u},) is equal tof rontier (u )

Order on equivalence classés order to complete the proof of Proposition 2, we
define a strict ordex . on equivalence classes as the transitive but not reflexbseicd
of the relation(R) defined by:

u(R)viff I ew, I €v, v’ <

We can verify that.. is a strict order. We show antisymmetry. Lef € {1,...,m}.
Suppose that <. 7 andv <. u. Then there exists nodes, us € w, andvy, vy € T
such thaty; < vy andwvy < ug. By definition of~, t|,,, = t|.,, andt|,, = t|.,, so that
t|y, = t|u, aNdt|y, = t|y,. Hencev; = u; andvy = ug, andu =u; = v; = 7.

Proof of correctnes$Ve now prove the following claims, which will conclude the
proof of the whole Proposition:

Claim 1Letu,v € nodes(t)|.. If T is a successor afin ¢, thenu <. v
Claim 2c¢ is a configuration ofd.

Claim 31t holds thatt € L(A,c).

Claim 4Letu € nodes(t)|.. such that: is not the root of. Let | () be the set of
equivalence classes less than.e. | (u) = {v| 7 <. u}. The cardinality ofi, denoted
|, is bounded by:.mazrze | () [D].

Claim 5The size of: is bounded byQ|%/%!.

Proof of Claim 1Let u,v € nodes(¢)|... Suppose that is a successor af in c.
It means that there exist € w andv’ € T such that’ € fronti er (v’). Hence, by
definition of the frontiery’ < v’, and we geti <. . O

Proof of Claim 2By Claim 1, we get the proof of acyclicity @f otherwise it would
contradict the fact thak.. is an order on the nodes aflt is not difficult to see that is
uniquely rooted byi,, whereu, is the root oft, and that Conditionéi) and(i:) of the
definition of configurations are satisfied (Definition 6).

For condition(iii), suppose that there exist two different nodesdv of ¢ (i.e.u ¢ v),
and an equivalence clagg of =4 such that ab.(w)N[q] # @ andl ab.(7)N[q] # 2.
It means that there exist two nodeé’se @ andv’ € 7, and two stateg’, ¢” € [g], such
thatl ab,.(u') = ¢/, andl ab,.(v') = ¢”. Sinceq’ =4 ¢”, by definition of~, we get
u’ ~v', henceu ~ v, which is a contradiction. O



Proof of Claim 3We define a mapping from nodes of: into contexts, and prove, in
a first step, thah is an interpretation of, and in second step, that= t(\, ug), where
uy is the root oft, which will conclude the proof, by definition d(A4, ¢).

For all nodes: € nodes(t)|., we let(uy,...,u,) be equal tof ronti er (u).
The mapping\ is defined by:

A(@) = C whereC' is the context s.tt|, = C[t|u,,.--,t

un]

Since any two equivalent nodes have the same frontier, maslainorphism, this def-
inition is indepedent of the choice of the class represmetaif (uq,...,u,) (resp.
(uf,...,u,) is the frontier ofu (resp. ofu’), then for everyi € {1,...,n}, the
path fromu to u, is isomorphic to the path from’ to u.. Sincet|, = t|;,, we get
Am) = \@).

Now, letw € nodes(t)|. be a node oft, and (uy,...,u,) its frontier. Letp €

| ab.(@),i.e.p € st at es(u). We have to show that there exjste | ab.(a;),...,p, €
| ab.(w,) such thalClpy, ..., p,] —q\g p. Sincep € st at es(u), there exist a node
u’ € nodes(t) such that, ~ «’ andl ab,. (uv") = p. We let(u], ..., u,) be the frontier
of v/, and for everyi € {1,...,n}, we letp; equal tol ab, (u}). By definition of the
frontier, there is no node € nodes(¢), except possibly.’ or uf, ..., u,, which are
labelled by a state oF in the runr. Otherwise, we would have € nodes (t)|... and
u < v <uj, foreveryi € {1,...,n}. Hence, we hav€'[pi, ..., p,] —o\E P

Now, we show that for everye {1,...,n}, sinceu, € u;, itis clear thap; belongs to
st at es(w;), i.e.l ab.(w;). Therefore, we can conclude thais an interpretation of
C.

In a second step, we prove thiate L(A,c), or equivalentlyt = t(ug, A). By
induction on equivalence classes, we show that for all nadesnodes (t)|., t|, =
t(@, \).

By definition of ), it is obvious wherw is minimal for <., since the frontier of: is
empty, so thak(a) = t|,.

Suppose now thafu,, ..., u,) is the frontier ofu, wheren > 0. By induction hy-
pothesis (since for every € {1,...,n}, u <. u;), we already know that for every
i€ {l,...,n}, tly, = t(w;, ). Sincet(u,\) = X(@)[t(u1,A),...,t(Un, \)], we get
t(w, A) = A@)[t|uy, - - -, tlu, ], hence, by definition ok, we havet|, = t(a, A). O

Proof of Claim 4The proof is divided in several steps: first, we associatk axtery
nodev € @ such that ab,.(v) € E a set of nodedV/(v) C u, for which we can bound
the cardinality. Then, we prove thatconsists of the union of all sefg’(v), for every
nodev € w such that ab,.(v) € E. For this, we introduce a relation-€ u* which we
prove to be transitive. Finally, since the set of nodes @ such that ab,(v) € E is
bounded by, and we can bound every seét§v), we can bound the cardinality of

We letv € u such that ab,.(v) € E (there is at least one such nodetinby def-
inition of ~, and sinceu is not the root oft). For any node pairvy, v2), (v, v5) €
nodes(t)? such thatv; < v, andv; < v}, we denote bypat h (v1,v2) (resp.
pat h (v}, v)) the downward path fromy; to v, (resp. fromv) to v5), and write
pat h (vi,v2) = pat h (v}, v5) if the two paths are isomorphic.

We letw be the maximal element of the sgt’ | v € nodes(t)|. Av' < v}.
We define the set of nodes’(v) by v € N (v) if there existsw’ € w such that we



havepat h| (w,v) = pat h|(w’,2"). Fig. 6 illustratesV(v). Remark that we have
|NV(v)| = |w]|. This is because all subtregsg, are equal, for all nodes’ € w.

Fig. 6. The set of noded/ (v)

We now prove thatJ, <z andi ab, (v)ep N (v) = . The forth inclusion is obvious.
For the converse, we define a relatienon nodes/’, v” of w by v — v” if | ab,.(v') &
E and there exists two nodes',w” such thatw’ ~ w”, v’ < v/, w” < " and
pat h)(w',v") = pat h (w"”,v"”). We denote by—* its transitive closure. For every
nodesv’ € w, if | ab,.(v') ¢ E, thenv’ has a successor by. We also can prove that
there exists a nodé¢’ € w such that ab,.(v"”) € E andv’ —* v".

Now, we show that this relation is transitive. Letv’, v”" be nodes ofi such that
v — v andv’ — o”. It means that there exists nodesw/, w), w” such that the
following holds (illustrated by Fig. 7):

—w~ wy, wh ~w;

—w < v, w) <v,wh <V, w <
— pat h| (w,v) = pat h (w},v");

— pat h|(wy,v') = pat h(w”,v").

We have eithew] < w) or wy < wj. Suppose that| < w} (the other case
is symmetric). Hencepat h | (ws,v’) is somehow a suffix opat h (w},v’). Since
pat h| (w},v") = pat h| (w,v), there exists a node, € nodes(t) such thatuy < v
andpat h|(wg,v) = pat h|(wj,v’). As a consequence, we geat h | (w,wy) =
pat h (w},w). Hence, sincev, ~ wy, we havewy ~ wy, and by transitivity, we
getwy ~ w”. Again, sincepat h(wo,v) = pat h (w”,v"”), we can conclude that
v— .

Finally, letv” be an element ofi such that ab,.(v') ¢ E. There exists an ele-
mentv € @ such thatl ab,.(v) € F andv’ —* v. Since— is transitive, we also
havev’ — v. Hence, there existe’,w € nodes(t) such thatw’ ~ w, v’ > v/,
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Fig. 7. Transitivity of —

w > v andpat h (w',v") = path (w,v). We letw, be the greatest node (fer)
on the path fromw to v such thatwy € nodes(t)|.. We letwy its correspond-
ing node onpat h| (w’,v’). Since we havepat h (', wy) = pat h(w,w), and
wo € nodes(t)|~, we getw; ~ wy. Hence, sincgat h | (wy,v') = pat h| (wo,v),
we getv’ € N (v).

We have proven that the following holds, c; angi ab, (nes N (v) = . Since
IN(v)| = [@] < maxge ) [ul, and there are at mostnodes labelled by an element
of E, we get[u| < k.marge | [7]. O

Proof of Claim 5

By definition of~, every equivalence classes contain some noglech that ab,.(u) €
E. Moreover, any two nodes v such that ab,.(v) =4 | ab,.(u) are necessarily equiv-
alent. Hence, the number ef-equivalence classes is bounded by the numbet of
equivalence classes, which is also boundefthy

As a consequence of Clainevery~-equivalence clasghas a cardinality bounded
by k"~!, wheren is the length of the longest.-chain froma, to @, whereuy is the
root of c.

Hence, the cardinality of every-equivalence class is bounded bfe! 1.

Hence, for each node € nodes(t)|~, the frontier ofu has at most!?/—! ele-
ments, so that every node ehas arity at most!/?/—*. Hence, the size afis bounded
by |Q|.kI?I—1. O

Example We let A be a TAGED such thaf) = {q7,¢,¢, 42,4, 9y, 4:, 4.}, F =
{gs} and=4 is the reflexive, symmetric and transitive closure of theabjrrelation
{(¢2,4d), (g2, 4.), (ay, qy)}- The setS is therefore defined byq,, ¢}, g, ¢, ¢y} Fig-

ure 8 represent a trgeand a runr of A ont. Nodes are represented as naturals. For
any nodeu, we denote by its ~-equivalence classes. The following table gives all the
equivalence classes, and their associated sets of states:

classu | {3,8} {49} {6,7,11,12} {1}
states(@)|{¢. ¢t} {ay, ¢} {a-,d%a.d'} {ar}
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Fig. 8.Atreet (on the left) and a successful ruf a TAGED A ont (on the right), such thap =
{45,0:4 , qer dss @y, 4=, 4.}, F = {q;} and= 4 is the reflexive, symmetric and transitive closure
of {(¢z, %), (¢, 4%), (qy,qy)}. Naturalsl,..., 12 represent the nodes of the two structures,
while second components represent the labels (from alpHabg} for ¢, and from alphabef
forr)

For instance3 ~ 8, sincel ab,(3) =4 | ab,(8). We also haveés ~ 11, since
| ab,.(11) € S, 3 ~ 8, and the path from to 6, in ¢, is isomorphic to the path fro®
to11.

The order<_. is given by:

{1} <. {3,8} <. {4,9} <. {6,7,11,12}

We sum up the frontiers of these nodes in the following table:

nodes |1 3 8 4 9 6 7 11 12
frontier(v)[38) (47) 912) (6) 11) ) 0 O 0

For every node. € nodes(t)|.,we denote byronti er (u) the sequencgiy, . . ., uy),
wheref ronti er (u) = (uq,...,ux), we can remark that, for any nodeg:’ such that
u ~ u', we havef ronti er (u) = fronti er (v), by definition of the frontier and
~. For instance:

—frontier(l) =
—frontier(u)=

E )) {3,8},{3,8})
—frontier(u) =
(u)

(
({4,9},{6,7,11,12}) Yu € {3,8};
({6,7,11,12}) Vu € {4,9};

(

—frontier(u)={(), Vue {6,7,11,12}

Remark that for any equivalence clagsthe definition of its successors éndoes not
depend on the choice of the class representative

Finally, the configuration associated witlandr is represented on Figure 9. Natu-
rals indicates the successor order.
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Fig. 9. Configuration obtained from tree and run of Figure 8

A.2 Proof of Lemma 2

In order to prove Lemma 2, we relate the problem to solvingréquéar case of con-
text disunification, where context variables can take thalues in an infinite domain.
We first introduce context desunification and prove someulisegults. In a second
subsection, we prove Lemma 2.

Context Disunification We consider a particular case of context disunification, for
which we give sufficient and necessary conditions to enfigexistence of a solution.

We start from an unranked and countable alphabea countable set’ of ranked
context variables ranging over by, Y, ..., and an arity functiomr mapping context
variables into naturals. We suppose thatand X' are disjoint. The set of terms over
XY andX is denoted by7 (X, X). The set ofground termis given by7 (X, &) and is
simply denoted by (X). Examples of terms frori (X, X') area(X (a, b)) or X (Y, b),
wherea,b € X, and X (resp.Y’) is a context variable of arity 2 (resp. 0). We identify
terms and trees, so that the notions of nodes, labels, erder nodes, carry over to
terms. In particular, for any term € 7 (X, X), we denote bynodes(t) its set of
nodes, and for all nodes< nodes(¢), byl ab;(u) the label oft at nodeu.

A substitutions is a mapping fromX into 7 (X, X) which respects arities, i.e.
for every variableX € X, o(X) is of arity ar (X). We extends to terms naturally:
ola(ty,...,tn)) =alo(tr,...,tn)) ando (X (t1,...,tn)) = o(X)[o(t1),...,0(tn)],s
wherea € X, t1,...,t, € T(X,X) andX € X. A substitutions is groundif o(X)
is a context over”.

A disequatioris a pair of termst, s) € 7 (X, X)? and is often denoted by s. A
disunification problent is a set of disequationg; # si,...,t, # s, }. A solutionof
S is a substitutionr such that for ali € {1,...,n}, we haves(t;) # o(s;). A solution



is groundif ¢ is a ground substitution. We can constrain the range ofisoisit Let”
be a mapping fron®’ into context languages over. A I'-solution of S is a solution
o of S such thats(X) € I'(X), for every variableX € X. In particular, for every
disequatior(t # s) € S, o(t) ando(s) are ground.

We consider the following particular form of context disfization problems:

Definition 8. A disunification problent = {t; # ta,...,tan—1 # ton} is simple if
the following hold:

1. foralli € {1,3,5,...,2n — 1}, t; # tiy1;

2. for all variables X € X, all the subtrees whose root is labelléd, among the
subtrees of;’s, are equal. In other words, for all j € {1,...,2n}, and all nodes
u € nodes(t;) andv € nodes(t;), if | aby, (u) = | aby; (v) = X, thent;|, =
tjlo-

We prove the following theorem in the rest of the section:

Theorem 9. Let S be a disunification problem, antl be a mapping fronit” into con-
text languages. If5 is simple, andl"(X) is infinite, for all X € X, S admits al-
solution.

We start by defining a normal form for simple disunificatioolgems:

Definition 9. A simple disunification problen§ = {t; % s1,...,t, % s,} isin
normal form if for alli € {1,...,n}, eithert; or s; (or both) has its root labelled by
some variableX € X.

We denote byy/"_, S; thedisjunctionof n disunification problems. A substitution
o is a solution of\/?:1 S; if it is a solution of one of theS;’s.

Two disunification problems are said to bguivalentif they have the same set of
solutions. This definition carries over to disjunction obplems. We have the follow-

ing:

Lemma 4. Every simple disunification problem is equivalent to a disjion of simple
disunification problems in normal form.

Proof. Starting from a simple probler§, we construct a set of simple probleri’s
such thatS' is equivalent to\/ g, S’. It can be obtained by pushing the disequality
constraints downto a context variable, as formalized byfdhewing rewrite rules:

1. PU{S' Ufa(ts,....tn) #alth,....th)}} = PU U, . {S'U{t: %1}
2. PU{S' U{alts,... ta) #b(t),....t)}} = PU {5}
3. PU{S'U{alti,....ta) #a(t,,....t.)}} = PU {S}

wherea € X', n,m € N, n # m.
First, it is not difficult to see that these rules preservettieconditions of the def-
inition of simple problems. Let us describe the three ruRade 1 push the disequality



1.8 U{a(ts,. .. tn) ma(th,...,th)}} = S U{ti=t;|t;i#t;,1<i<n}}
2.8 U{a(tr, ..., tn) =alty,...,th)}} = L

3.8 U{a(tr, ..., tn) =b(t1,...,th)}} = L

wheren,m > 0,n # m,a,b € X.

Fig. 10.Rewrite rules to put a simple context unification problem in normal form

constraint downto the respective sons of the two terms, faml{hose which are differ-
ent. Indeed, a problem with a disequation of the farsé ¢, for some ternt, has no
solutions, so that it is not necessary to add the probl&ms{t; # ¢.} wheret; = ¢/

to the disjunction. This is correct only if the disjunctianrionempty, which is the case
sincea(ty, ..., t,) # a(ty,...,t,).

Rules2 and3 remove all the useless disequations, i.e. disequatiorgveine always
true. This is because either the root symbols are diffeantihhe number of sons are
different.

Again, it is easy to see that applying these rules extensivih starting setP =
{S} leads to a set of simple problerss, . .., S,, such that\/?"_, S; is equivalent toS
and everys; is a simple problem in normal form (otherwise one could amplg of the
three rewrite rules). O

The following lemma, combined with Lemma 4, proves Theorem 9

Lemma 5. Let S be a simple disunification problem in normal form, afide a map-
ping fromX’ into infinite context languages. It holds thgitadmits al’-solution.

To prove this lemma, we need an intermediate lemma on couatéfitation. We do
not define context unification problem formally as it is sanilo context desunification.
For instance, a substitutionis a solution of some unification problefn;, ~ s;,t; ~
so}if o(t1) = o(s1) ando(t2) = o(s2). The previously defined notions carry over to
context unifications. In particular, the definitionginpleunification problems remains
unchanged. We have:

Lemma 6. Let X be a context variable, and be a simple unification problem such
that for every equationt ~ s € S, we havet,s € 7(X,{X}). There are a finite
number of solutions fof.

Proof. Consider the rewrite rules of Fig. 10, wheredenotes a problem which has no
solutions. We first prove that every rule rewrites a simplebfgm into an equivalent
simple problem. It is clear that the resulting problem isiagample. Let us prove
equivalence: it is clear for rules 2 and 3. For rule 1, we knbat ti(¢1,...,t,) #
a(ty,...,t)) (hypothesis of the lemma). Hence, for everg {1,...,n}, if ¢; and¢;
are equal, they are useless to find solutions. In other wéwds|l contextsC, and alll
substitutionss mappingX to C, o is a solution of{a(t1,...,t,) = a(t},...,t,)}



iff o is a solution Of{a(tl, e tict, tign, e 7tn) = CL(t’l, R 7t;71,t;+17 - 7t;7,)}'
The forth direction is obvious. For the back direction, sogpthats is a solution of
{a(ty, ... tici,tivr, .- tn) = alty, ... ti_y,ti ..., t,)}. Sincet; = t;, we also
haveo (t;) = o(t;), hencer is a solution of{a(t1, ..., t,) = a(t},...,t.)}.

Consequently, applying these rewrite rules exhaustivaly dit is not difficult to
see that it terminates) leads to an equivalent simple pnotsie Moreover, the prob-
lem S’ is either L or has the following form: every equatioan~ s € S’ satisfies
t = X(t1,...,t,) Or s = X(t1,...,t,), for some naturah > 0 and some terms
t1,...,tn € T(X,{X}). The solutions ofS” are easy to find. IS’ is L, there are
no solutions. IfS” 1, then equations ob’ are all of the formX (¢y,...,t,) =
a(th,...,t0 ) € S Indeed, if X (¢1,...,t,) =~ X(t],...,t,,) is an equation of’,
for some naturals, m and termg, ..., t,,t},...,t,, then by condition 2 of Defini-
tion 8, we getn = m andt; = t., foralli € {1,...,m}. This contradicts condition 1
of Definition 8. Thus, for any equatioN (¢4, ...,t,) =~ a(t},...,t,,) € S’, there are
two cases:

— if somet] is not ground, there are no solutions$t Indeed, again by condition
2 of Definition 8, it means thaX (¢4, . ..,t,) is a subtree o&(t},...,t ), so that
this equation will never be satisfied,;

— if all ¢}’s are ground, sinc& cannot occur in any;’s (again by condition 2 of
Definition 8), there are a finite number of contextssuch thatC|¢q, ..., t,] =
a(ty,...,t,), thus a finite number of such contexts which are solutions' of

The number of contexts solutions of any equatiol’cédire finite, so that the number
of solutions ofS’ is finite. O

We can now prove Lemma 5:

Proof of Lemma Ve prove this lemma by induction on the number of variables of
S. If S has no variables, by definition of normal forms, this imptiest.S = @, so that
every substitution is a solution ¢f.

Suppose tha$ has at least one variable. We eliminate some varidbtecuring in
S by substituting it by some contex from I'(X). We letS[X «— C] be the problem
obtain after substituting’ by C. We choos& such thatS[X « (] satisfieg # s, for
all disequationgt # s) € S[X «— C]. We show that it is possible d3(X) is infinite.
It is not difficult to see thaiS[X — (] is a simple problem, so it is equivalent to a
disjunction of simple problemy¥, S;. Every S; has one variable left, so that we can
apply induction hypothesis. Hence there existd asolutions of \/, S;. We then show
thato[X « (] is a solution ofS[X < C], which will conclude the proof.

Let us now detail all the steps of this proof. We {&t # s1,...,t, # s,} be the
problemsS. We letX be a variable appearing 1

Now, we want to substitut& by some context’ such that forevery € {1,...,n},
we havet;[X — C] # s;[X « C]. For everyi € {1,...,n}, we can view the set
{t; = s;} as a simple unification problem in one variable The terms;; ands; are
viewed as terms of (X' U (X — X),{X}). By Lemma 6, there is a finite number of
solutions for this unification problem, let us denote them. . ., 0% , for some natural

rng?



n;. Taking C different fromo’(X), for everyj € {1,...,n;} ensures that;[X «

More generally, we leC' be an element of (X)\ U;_,{c%(X) [ 1 < j < n;}

(it exists sincel'(X) is infinite). Hence, for every disequatiang s € S, we have
t[X «— C] # s[X « C].

As we already said, we denote KX — C] the desunification problem obtained
by substitutingX with contextC'. From what we saw in the last paragraph, we deduce
that S[X « (] is simple. By Lemma 45[X « (] is equivalent to a disjunction
Vi~ S; of problems in normal form, for some > 0. Since everys; has one variable
left, we know by induction hypothesis that eve$y admits al-solutiono;. Leti €
{1,...,m}. Sinceo; is aI-solution ofS;, it is also aI"-solution of S[X « (], and
we obviously get that;[X — C] is aI'-solution ofS, which conclude the proof. O

Proof of Lemma 2 We only prove the back direction, since the forth direct®similar
to the proof of Proposition 2.

First remark that if there exists a partial interpretatiof ¢, itimplies thatL (A, c¢) #
@. Suppose thaf satisfies the disequality constraints. WeAébe the sef@, | u €
nodes(c)}. For all nodes: € nodes (t), we can viewt(u, 3) as a term off (A, X),
where symbol€),,'s are viewed as context variables. We define a context diésation
problemsS, g associated witle and 5 by the set of disequation$u, 5) # t(v, 3), such
thatu,v € nodes(c), and there exist statesc | ab.(u) andg € | ab.(v) such that
P F#4aq

Sinceg satisfies the disequality constraintscpfor all disequations % s € S, s,
we havet # s. Moreover, by definition of(u, 3), for all nodesu € nodes (¢), condi-
tion 2 of Definition 8 is satisfied b§. g. Hence S, s is a simple disunification problem.
We letI” be a mapping fronk’ into context languages defined by@,,) = cxt.(u), for
all nodesu € nodes(c). Hence,I'(@,) is infinite, for all context variable®,, € X.
By Theorem 9,5, s admits aI"-solutiono. We let A be the mapping from nodes of
into contexts defined bj(u) = B(u) if cxt,, is finite, and by\(u) = o(u) otherwise.
Itis clear that\ is an interpretation of which satisfies the disequality constraints:of
Hencet(ug, A) € L(A), whereuy is the root ofc.

DecidabilityBy Lemma 1, the seB(.A) is finite and computable. For every config-
urationc € D(A), there are a finite number of partial interpretationsg,cind we can
test in polynomial time whether a given partial interprigiatsatisfies the disequalities
of c.

B Proof of Theorem 6

In this sectiong is a guarded and recursion-closed TQL formula. We denoféby. ., X,
its tree variables.

B.1 Preliminaries and notations

Remind that the dual operatr||¢- stands for-(—¢1|-¢2), ¢ for —(=¢1)*, X for
-X A A[T], andO for —-0.



Given two hedge#, i/, we say that: and 2’ havethe same shapié nodes(h)
andnodes(h’) are isomorphic and their edge relations are preservedidrcéise, we
identify nodes (h) andnodes ().

The set of fixpoint variables of any fixpoint equation systEiis denoted by fpvd).

Remind that its set of tree variables is denoted byXarWe also denote byar(X) the
set{X | X € var(X)}. For the sake of uniformity, we define a notionbafundedness
of equations systems. First, we need to define the set of &néa&bles of any fixpoint
variable of the system.
Let X be a system of fixpoint equations. We first define a binary ioglat-5, on
fpvar(X) by ¢ —5 &' if there exists an equatiofi = rhs € X where¢’ occurs in
rhs, for any fixpoint variableg, ¢’ € fpvar(X'). We denote by—%; its transitive clo-
sure.

For every¢ € fpvar(Y), we define vat) as the tree variables or negated tree
variables that can be reached starting fegpamd following relation— x;. More formally,
var(¢) is a subset of vdi) U var(X) which consists of variableX (or X) such that
there existst’ € fpvar(X) and a right-hand sidehs, such thatt —3, ¢, (¢ =
rhse/) € X andX (or X) occurs inrhsg:.

We are now able to define boundedness of equation systems.

Definition 10 (boundedness of equation systemsh system of fixpoint equatioris
is bounded if, for all fixpoint variable§, &1, &> € fpvar(Y'), the following holds:

if (¢ = &|¢) € X, thenvar(&;) = var(&y) = 0;

if (€ =¢7) € X, thenvar(&;) = ;

if (€ =¢7) € X, thenvar(&,) = o;

if (€ =¢&1|&) € X, 0r (€ =& N&) € X, then, ifé; — 7 €, we havevar(&,) = 2.
Similarly, if & —1. &, we havevar(¢;) = @.

B.2 Construction of the fixpoint equation system

In this subsection, we associatavith a system of fixpoint equations;. Remark that
we do not mention if the system is a system of least fixpointatigas or greatest
fixpoint equations, since least and greastest fixpoint pslasy is guarded.

First, all subformulas of ¢ are replaced b@ v 0.

Then we push the negations down to the variables or the gurist&or instance,
—p€.@ is rewritten intouf.—¢ < £ «— =& >, wheregp < £ «— —=¢ > is the formula
¢ in which occurrences of the recursion variableave been replaced by. Usually,
negations of least fixpoints are replaced by greatest fixpdiut, since every recursion
variable is guarded, least fixpoints and greatest fixpoinitajgse. Subformulas(¢|¢’)
are replaced by:¢||~¢’, and—(¢*) by (—¢)°. Other connectives are replaced as usual.

Then, every subformulaO is replaced by, and every subformulaX is replaced
by X v (0]0). SinceX captures trees only, this rewriting is correct. Hence, ditaios
a formula¢’ equivalent top, in which no negations occur.

In order to construct systeil,, we introduce a fixpoint variable for each position
in the formula. In particular, the last fixpoint variable 8§ corresponds to the root



position ing. For instance, from the formulg.(a[ug’.(b[¢'] v €)] V X)) we construct
the following system:

§ =6 V&G =alf]

§ =& VE & =0b[¢]

=X
where the last variable &

Moreover, wlog, for technical reasons (to ensure that tloelygpced TAGED has
at least one state) we add an equatjpn= A[£y] to the system, for a fresh fixpoint
variabless.

We also require that for evey € fpvar(Sy), there exists exactly one equation in
Sy whose left-hand side &

It is not difficult to see that i is bounded, the,, is also bound, as the definition
of boundedness for equations systems mimics one for TQLUtarsn

We can prove the following lemma, which strenghten Lemma 3:

Lemma 7. We havevar(¢) = var(S,), and, for all valuationsp : var(¢) — T}, the
following holds:

[4], = Soku(Sy, p)(last(Sy))

Moreover, S, contain at most one equatiofy = A[¢y], for somegy, such that
var(&y) = ), and for every fixpoint variablé € fpvar(S,), there is exactly one equation
whose left-hand side &

If ¢ is bounded, the, is also bounded.

We can characterize boundedness$ gfn terms of the existence of a solution when
solving the system with the following interpretation @§, max, +): disjunction is in-
terpreted asnax, conjunction ast, .|. as+, || as0 (viewed as a constant function),
Kleene star.* as0, .° as0, 0 as0, 0 as0, X and X as1, anda].] as the identity
function.

Lemma 8. If ¢ is bounded, the equation systefp has a computable solution over
(N, max, +).

Proof. Suppose thafy has no finite solution ovefN, max, +). It means that there
exists¢, ¢’ e fpvar(Sy) such that —>;C¢ & —>§¢ &, and¢’ occurs in a right-hand
side interpreted by, hence of the forng’ A £” or £'||€”, where vaf¢”) # 0, which
contradicts boundedness .

As every interpretation is monotonic, we can use the clakEast fixpoint compu-
tation of Tarski.

If ¢ is bounded, we l€i(&) the solution of any fixpoint variablg € fpvar(S,) over
(N, max, +).

B.3 Automata Construction

In this section, we start frorfiy, the equation system defined in the previous subsection,
and construct a TAGED!4, which we prove in the next subsection that it satifies the
conditions of Theorem 6.



Let us introduce several notations. We denote by exBarC fpvar(Sy) the set of
fixpoint variables ofS; such that there exists an equatign= «[¢']) € Sy, for some
& anda. In this case, we denote by €} the extensiomy[¢'].

We denote by DVarsS,) (resp. NDVar$S,)) the set of fixpoint variableg <
extval(S,) such that vag) = @ (resp. vaf§) # ).

StatesFor all{ € DVarg(S,), we define formula®os (£), Neg(£) andConpl (&) by:
Pos(§) =alg]  Neg(§) =a[=¢]  Conpl (§) =alT]

wherea[¢'] = ext(¢). We letspl i t (&) = {Pos (&), Neg(&), Conpl (£)}.
The set of state§,, of A, is defined by:

Q¢ — ( H spl it (5)) > 2{ext(£) | ¢eDVars(Sg)} > 2var(S¢)Uvar(S¢)
gebvarg(Sy)

Intuitively, the first component contain full informatiom gatisfiability (or not) of
every atoms of the forna[¢] such that vaf€) = (. The second component contain
information on satisfiability of some atoms of the foaft] where vaf¢) # @, as their
satifiability depends on whether subtrees have been capturet. The last component
collects the tree variables (resp. negated tree variabeigh capture the current tree.

Letq € [Iccpvargs,) SPI i t (§). We denote by)(¢) the component of at ranks.
States are often denoted py= (qq4, gn4, V). We also denote by, (p) the projection of
p on its deterministic component, in other words, wergfp) = ¢4. Hence, we have

ma(p) € (ngDVars(S¢) split(¢)).

Transition rules Let p = (qa, gna, V) andp’ = (¢, ¢4, V') be two states frond)
such thatry(p) = mq(p'), i.€.qq = ¢;. We define amerge operatioon states, denoted

@, defined by @ p’ = (¢a, ¢na U ;,4, V U V'). We denote by, the set of words over
alphabet?)4. The operator is naturally extended to word of states, and to subsets of
@y (in this case, it is denote@). As we will see further, this operation is intended to
merge different runs afi; on the same tree, which come from different branches of an
intersection.

Interpretation ofS,; over word of statesln order to define regular languages of the
transitions, we interpref,, over (297, J, @), with the following interpretations:

— 0 (resp.0) is interpreted age} (resp.{e})%;

— disjunctionV is interpreted as) and conjunctiom as@p;

— every right-hand side of the form[¢’] is viewed as a constant, so that(ff =
af¢']) € Sy, then the interpretation ef[¢'] is:

{{(qd7Qnd7V) € Qg | alf'] € qna} if & € NDVargSy)
{(9d, @na, V) € Q¢ | qa(§) = a[¢']} if & € DVars(S,)

! ¢ denotes the empty word ové),, and the overline denotes the complement relativety o



— the binary operator|. is interpreted as the concatenation “.” of words, so that
P|P'={p.p' |p€ P,p € P}, forall P,P' C Qj;

— the binary operatof|. is interpreted a®||P' = P|P’, for any sets”, P’ C Q;

— Kleene star* and its dual® i

— X is interpreted aq(qa, gna, V) € Q4 | X € V}, and X as{(q4, qna, V) €
Q¢ | X e V}

The solution ofS,, if it exists, is a mapping from fpvés, ) into 294, and is denoted
by Soly,, (54)-

Since ¢ is guarded, and every right-hand side of the farfg] is interpreted as
constantsS, is acyclic when interpreted ové2®s, | J, @). Hence, it is not difficult to
prove the following Lemma:

Lemma 9. The systens,, has a solution ovef29:, | J, @), and, for every variable
¢ € fpvar(Sy), the languagesoly,, (S4)(€) is a regular word language over alpaphabet
Q-

Transition rule definitionWe now define the set of transition rules4§, denotedA,.

Letp = (¢a, qna, V) € Qy. For any variablg € DVars(S,), we defind ab, () as the
set of labels occurring ing(€). We associate witp the transition,(L,) — p, where
ap, andL, are defined by:

ap=[) lab,&)n () @ Ly =Lposp Lnegp Luayp
£eDVars(Sy) alf]l€qna

Lposp = Neeovarss,) {50k, (90)(€') [ Fa, qa(€) = al€']}
Lnegp = Neepvarss,) {Q5\S0ky, (55)(&) [ e, qa(§) = a[-¢']}
Lnd»P - ®a[§ "E€qna SO|Q¢ (S¢)( )

Remark that the definitions af,, and L,, do not depend o, so thato, = oy,
andL, = L,, for any statey’ = (¢4, qna, V'), for some set of variableg’. Hence,
every trees for which the rule,(L,,) applies evaluates non-deterministically to a state
(qd, qna, V"), for some set of variables’.

Acceptance ConditionThe final regular state language 4f,, denoted byF, is de-
fined by Soy, (Ss)(last(Sy)).

Equality and disequality relations Finally, we define=4, by (¢4, na, V) =4, (¢, 44, V")
fvnvnvarg) Z#oand{X | X e VX eV} ={X|X eV, XeV}=0

The relation# 4, is defined by(qa, ¢na, V') #a (¢4 @0q, V') if (qa; Gna, V) #
(45,44, V') and, there existX € V stX € V' or there exists{ € V', stX € V.



B.4 Proof of Correctness

In this section, we prove Theorem 6. We first define several-fmahded orders on
fixpoint variables and hedges, in order to proofs inducivel

Then, we prove several properties of automatgdefined in the latter subsection.
In particular, we prove that for all hedgésand for all runs ofd4 on i, runs are equal
when projected on their deterministic component. This @sogur intuition that4,
simulates an deterministic hedge automaton on its first compt.

We then prove that two runs on the same hetlg@an be combine via the oper-
ation to form another run oh. This will be usefull when dealing with intersection in
equation systems.

We show that, for all fixpoint variables any word of states which is solution &f
can be extended via and is still a solution of.

Finally, we prove the two main lemmata which prove Theorem I6dth directions.

Well-founded orders We now define a well-founded order &fy x fpvar(S,), using
the fact thaty is guarded, which will allow to do the proof inductively.

We first define a relatiofiR) on fpvar(S,): £(R)¢ if there exists arul¢é = rhs)
S, such that’ occurs inrhs, andrhs is not of the forma[¢’], for somea. We denote
by <= its transitive closure. Sincg is guarded, by construction 6fy, there does not
exist¢ e fpvar(S,) such that <= £. Hence, we can verify that = is a strict partial
and well-founded order on fpves,).

We also define a partial order @h,, denoted<y, by »’ <y h if one of the follow-
ing conditions hold:

— there existg, ho € H, such thati; # 0 or he # 0, andh = hq|h/|ho;
— there existg:y, ha € Hy, a € A, andu € nodes (h) such that:|,, = a(hy|h/|h2).

Finally, we define a strict well-founded ordesi;« = as the lexicographic order in-
duced by the well-founded orderg; and<=.

Properties of A, We prove several properties df,. We extend the mapping, natu-
rally to words of states. We often denote word of states Queby p.

For the sake of clarity we prove the following lemma at the efidhe section.
It states that being solution of a varialjeover word of states only depends on the
deterministic component.

Lemma 10. Let¢ € fpvar(Sy), and letp,p’ € Q. If ma(p) = ma(p') andvar(§) = 2,
thenp € Soly, (S,)(€) iff ' € Soky, (S4)(€).

For any word of states, we denote byp| its length. We can show the following
lemma similarly to Lemma 10.

Lemmal1l. Let{ € fpvar(S,), and letp,q € Q7 such that/p| = [g| and 7q(p) =
74(q). It p € Sol,, (S4)(€), thenp & g € Solg,, (54)(S)-

The following lemma expresses then thit is deterministic on its first component:



Lemma 12. Leth € H, be a hedge, and, 7’ € Ra,(h) two runs of4, onh, then we
have:
Yu € nodes(h), m4(l ab,.(u)) = mq(l @b, (u))

Proof. The proof goes by induction dn

— if h =0, thenr =7’ = 0;

— if h = a(0), there exists two stat@s= (qq, gna, V) andp’ = (¢}, 4,4, V') such
thatr = p(0) andr’ = p’(0). Hencep € a,Nayy, ande € L, N L, . Suppose that
g4 # ¢, then there exist§ such thaigy(¢) # ¢},(£). There are three cases (other
cases are symmetric):

- g4(§) is of the forma[¢’] andg);(§) is of the forma[T]. In this case, we get the
contradictiorn € o N @.

- q4(€) is of the forma[—¢’] andg);(€) is of the forma[T]. This case is similar to
the previous case.

- q4(€) is of the forma[¢’] andg);, (&) of the forma[—¢']. In this case, we get the
contradictione € Soly,, (54)(&") N Q3\Soly, (Ss)(§').

— if h = a(hy), then by induction hypothesis, there exists two rups on hq,
and two statep = (qa, ¢na, V) andp’ = (¢}, ¢4, V') such that- = p(r;) and
r’ = p(r}). Suppose thaj; # ¢/, There is three cases (other cases are symmetric):
- qa(&) is of the forma[¢’] andg),(§) is of the forma[T]. In this case, we get the
contradictiorn € N a.

- qq(§) is of the forma[—¢’] andg)(¢) is of the forma[T]. This case is similar to
the previous case.

- qa(§) is of the forma[¢’] and ¢;(¢) of the forma[-¢']. In this case, we have
rootgr;) € Soly, (S¢)(¢') and rootér; ) & Solg, (Sy)(¢'). Sincel” € DVarg(S),
we get a contradiction by Lemma 10.

— if h = hq|he, with hy # 0 andhs # 0, then it is obvious by induction hypothesis
onh; andhy, and by Lemma 10.

0.

Definition 11 (run constrained by a valuation).Letp : var(¢) — T, be a valuation,
andh € H, be a hedge. The set of runs 4§ on % contrained byp, denotedr’; (h),
is defined as set of runsof A4 on k such that: for all nodes: € nodes(r), for all
statep = (¢4, gnd, V) € Qg if | ab,(u) = p, then for all tree variableX < var(¢),
the following holds:

-if X € V, thenh|, = p(X);

-if X € V, thenh|, # p(X).

Remark that a constrained run necessarily respects thétgq@uml disequality con-
straints.

On merging runsAs already said, we extend thie operator on runs with the same
shape. Leth ¢ H, be a hedge, and for any two rung’ € Ra,(h) onh, r &1’

is the tree which has the same shape-andr’ and such that each of its labels is
obtained by applyings on the respective labels ofands’. More formally, for every



nodeu € nodes(r),| ab,.q, (u) is defined byt ab,.(u) &1 ab,. (u). Note thatr ¢ r’
necessarily exists, sinag,(r) = m4(r'), by Lemma 12.

The following lemma expresses that the merging of two runghvhespect the
constraints is still a run which respect the constraints.

Lemma 13. Leth € Handp : var(¢) — T,. Letr, 7’ € Rjd)(h), thenr & r’ exists
and belongs ta?,  (h).

Proof. The proof goes by induction of. Intuitively, the only things which differ be-
tweenr, ' andr ¢ r’ are the second and last components, but this does not dikturb
transitions, by definition of set of transition rules.

—ifh=0,thenr =+ =r @+ =0;

— if h = a(hy), then there exists two runs,r; € R’jl¢(h1), and two statep =
(qd, gna, V') andp’ = (¢4, ¢4, V') such that = p(r1) andr’ = p(ry). By induc-
tion hypothesisyy & 7y € Y (h1).

We now prove that € a,q, and rootér,) & rootr;) € L,q, . Itis not difficult
to see thaty,g,y = o, Ny, SO that € ap Ny

Now, remind thatL,, is of the formL,.s , N Lyeg,p N Lnap, andL,, of the form
Lpos,pMLneg,p'NLyq,p . ltremains to show that roqts, ) ®rootsr) € Lyos popN

Lneg,p@p/ n Lnd,peap’ :

First remark that the definitions @f,os p, Lneg,p, (r€SP.Lpos,pr @NALyegq pr), ONlY
depend ony,; (resp.q)). Therefore, sincgq = ¢/, we getLyosp = Lposp =

Lypos pap’» andLneg,p = Lneg,p’ = Lney,p(:Bp’-

Let¢ € DVarg(Sy) be afixpoint variable. We consider two cases, dependingen th
form of ext(£):

o ifext(¢) is of the forma[¢'], for somen and¢’, by definition ofL,,,s ,,, we have
rootyr1) € Soly,(¢'). As var¢’) = () andmy(rootyr;) = mg(rootgri) @
rootyry)), by Lemma 10, we get rodts, ) & rootgr;) € Soly, ('),

o if ext(¢) is of the forma[—¢'], for somea and¢’, by definition ofL,,.4 ,, We
have rootér) € Soly, (¢§'). Asvar(¢’) = () andr(rootgr;) = mg(rootgr;)®
rootyr7)), by Lemma 10, we get rods, ) & rootgr;) € Soly, (¢).

Hence, by definition oL,,q, , we can conclude that rodts ) &rootgr}) € Lyg,.

Now, since, root& ) € L,q, androotér;) € L,q , , We getrootsr )&rootyry) €
(Lnd,p @ Lna,p ). Hence, we have rodis, ) € rootSra) € Lyg,peyp . Dy definition

of Lnd,p@p/-
Finally, rootgr,) & rootyr}) € L,q,, so that we havép & p')(r1 & r}) €
Ry, (a(hy)).

— if h = hq|he, with hy # 0 andhs # 0, then it is obvious by induction hypothesis
onh; andhs.

0.



For any hedgé: € H, and any runr € R4, (h), we say that is closedif for all
nodesu € nodes(h), | ab,(u) is of the form(gq, @, @).
We prove at the end of the section:

Proposition 4. For all hedgesh € Hy, there exists exactly one runc R4, (h), such
thatr is closed.

Main Lemmata We are now able to prove the two main lemmata of this subsectio
We denote b)RA 7( h) the set of runs of A4 on hedge:, constrained by valuation
p such that it evaluateﬂ to the word of states.
Remind if¢ is bounded, we denote IBy¢) the solution oSy over (N, maz, +) in
variable¢.

Lemma 14. Let p : var(¢) — T, be a valuation, le¢ € fpvar(S,;) be a fixpoint
variable, andh € Sok; (S, p)(£) be a hedge.
There exist a word of statgsc Soly, (Sy)(£) and arunr € Rﬁ‘d)’ﬁ(h). Moreover,

if ¢ is bounded, then is bounded by(¢).
Proof. The proof goes by induction aih, £). At each step(h, £) decreases by =.

— if (¢ = 0), then necessarily = 0, and we get the result, sinees Soly, (S¢)(£);

—if (6 = a[¢]) € Sy, then there existé’ € H, anda € « such thath’ €
Soly (S, p)(£'). By induction hypothesis o', ¢’), there exist a word of states
P’ € Sol, (S5)(¢) and arun’ € R (h').

Moreover, if¢ is bounded, then’ is bounded by (¢').

Now, we define a stat@q, ¢na, V) € Qs.

For any variable; € DVarg(S,) and extensiomy [¢]] such that§; = a4[¢]]) €
Sy, for someg] anda;, we defines(£;1), an element o$pl i t (£1), by

{ aT] fadm

s(&1) =  ailé1] if a € arandp’ € Sol, (S5)(&1)

a1[=¢1] if a € oy andp’ ¢ Solg,, (S)(£1)

We defineg, as an element dff ¢, cpvarg(s,) SP! i t (§1) such that for all variables
&1 € DVars(Sy), qa(&1) = s(&1)-

Now, we defingy,, 4 by:

%) if £ ¢ NDVarg(Sy)
{a[¢']} if & € NDVars(Sy)

Finally, we defineV by @ and letp = (g4, gna, V). By definition of p, it is not
difficult to see that € «,, andp’ € L,, (assuming thagp @ = Q3)-
SinceV = @, we getp[r'] € R (h).

Moreover, if¢ is bounded, sinc&(¢) = b(¢'), V = &, andr’ is bounded by (¢'),
p[r’] is bounded by(¢).



—if (§ = & N &) € Sy, thenh € Soly(Sg,p)(&1) andh € Sol(Ss, p)(&2).
By induction hypothesis, there exist two words of states Solg, (S4)(£1) and
Pa € Soly, (9y)(&2), and two runsy € RY 5 (h), 2 € R} - (h). By Lemma
13,r1pre € ngmpl@m(h). It remains to show that; p, € Solg, (S4)(§), which
is obvious, since Sgl, (Sy)(&) = Soly,, (S¢) (1) @ Solg, (S4)(&2)-

Moreover, if¢ is bounded, by induction hypothesis,is bounded by(¢;) andrs
by b(¢2), so thatr; @ ro is bounded by (&1) + b(&2), i.e.b(§).

— if £ = &1][£2, then by Proposition 4, there exists a unique closed-ranRk 4, (h).
Sincer is closed, we also havec Rfjl¢ (h).
Let hq, he be two hedges such that= h;|he. We denote by, 5, the hedge over

@ defined by:
Thyhy = EB ri|ra

(m,rg)ER’A(b (h])XRZ(b (h2)

First remark that;, 5, exists, bu Lemma 13. Moreover, again by Lemma 13, we
ha.V(EThh}12 S Ri¢ (hl‘hg)
We now define a hedgeover(@ by:

r= @ mm

hilha=h

Still by Lemma 13, we have e Rg¢(h1|h2).

It remains to prove that rodts) € Soly,(S,)(§). Let py,p, € @ such that
rootyr) = p,.p,. Lethy, he € Hy, such thate = hy|he , |hi| = |p;|, and|he| =
|D»|. By definition of .||., eitherh; € Soki(S4,p)(&1) OF ha € SOk(Se, p)(&2).
Suppose thab;, € Soly(S4, p)(&1). By induction hypothesis, there exists a run
T € R’j,d)(hl) such that rootg-) € Solg, (Sg)(&1)-

Let v}, 7, be the two hedges ovép such that = r{|r} and the length of is
equal to the length of,. By definition of, there exists a hedgé’ over @ such
thatr; = ry @ r{. Since rootér;) € Soly, (S4)(£1), we also get, by Lemma 11,
we have root§) € Solg,, (S4)(&1). In other words, we havg, € Soly,, (Sg)(1).
Symmetrically, if we suppose that € Soly(Sy, p)(£2), we can prove thas, €
Solg, (S5)(€2)-

Hence, we have eithey € Solg, (S4)(£1) orp, € Solg, (S4)(&2), which suffices
to conclude.

The proof is a bit different when is bounded. I# is bounded, we have vgy) =
var(§;) = var(é,) = @, sothat, &1, & € DVarg(S,) andb(§) = 0. By Proposition
4, there exists a unique closed ruwf A, overh. This run is obviously bounded
by b(§) = 0, since it is closed. It remains to prove that rqeisc Solg, (S¢) ().
Letp,,p, € @}, such that root8') = p; .p,. Lethy, ha € Hy, such thatt = hqlho

, [h1| = |P1], and|hs| = |B,]|. By definition of.||., eitherh; € Solg(Sy, p)(&1) or
he € Solg(S4, p)(&2). Suppose that, € Soly (S, p)(&1). By induction hypoth-
esis, there exists a run € R4, (h1) such that roots) € Solg, (S4)(&1). By
Lemma 1274(rootgr1)) = m4(p; ), and by Lemma 1G5, € Solg,, (S¢)(&1)-



Similarly, whenhy € Soki(Sy, p)(£2), one can prove that, € Soly,, (S¢)(&1)-
Finally, eitherp, € Solg, (S4)(&1) orpy € Solg,, (Sy)(&2), which is sufficient to
conclude that roots) € Solg, (S¢)(§)-

—if (¢ = X) € S, then necessarilyy = p(X) andh is a tree. By Proposition
4, there exists a closed runc R4, (h), anda fortiori, we haver ¢ Rﬁ(b (h).
We let p be equal to roots), and letr’ such thatr = p(r’). The statep is of
the form (¢4, @, @) for someq,. Letp’ = (qq, 9, {X}). Since the definition of
transition rules does not depend on the third componerd, ribt difficult to see
thatp'(r’) € R (h). Moreoverp’ € Solg,, (S4)(§).

If ¢ is bounded, since’ is bounded by, r is bounded by, i.e. byb(¢);

— all other cases are either similar to the previous cases\ouws.
L.

We now prove the converse. Letc H,, and letr € R4, (h) be a run which re-
spects the equality and disequality constraintd gfWe letVal,. be the set of valuations
p : var(¢) — T4 such that for all tree variable¥ € var(¢), all nodesu € nodes(r),
and all statep € Q4 of the form(qy, gnq4, V), if | @ab,.(u) = p, then the following hold:

-if X € V, thenp(X) = hly;

-if X € V, thenp(X) # hl.

Note that we hav¥al,. = (), by definition of=4, and#4,.

Lemma 15. Leth € Hy, § € fpvar(S,), andp € Solg, (S4)(&). If there exists a run
r € Ra, p(h) which respects the equality and disequality constraintd gf then for
all valuationsp € Val,., we haveh € Soly(S, p)(&).

Proof. The proof goes by induction ofk, £).

— if (¢ =0) € Sy, then necessarilyi = e andh = 0, henceh € Soky (S, p)(§), for
any valuatiorp;

— if (¢ =0) € S4, then every hedge belongs to 865, p)(¢), for any valuatiory;

— if (£ = a[¢']) € Sy, then|p| = 1 andp is of the form(gq, gna, V') € Q4. Moreover,
h = a(h’) for someh’ € H, anda € A, and there exist a word of statgse Q7
and arun’ € Ry, (h') such that = p(r’). We show thap’ € Soly,, (S4)(¢’).
We consider two cases, depending on whegherDVarsg(S,;) or { € NDVarg(S,):

e if £ € DVars(Sy), then necessarily;s(§) = «[¢'], and by definition ofL,
sincep’ € Ly, we havep’ € Soly,, (S4)(&');
o if £ € NDVarg(S,), then necessarilyy[¢'] € ¢,.q4. Hence, there exigt,, b, €
Qj, such thap, € Soly, (S4)(¢') andp’ = p; © p,. By Lemma 11, we get
7 € Solg, (55)(¢)-
Hence, we can apply the induction hypothesigbh¢’), so that for all valuations
p' € Val,,, we haveh/ € Soly(S,,p')(¢). Moreover, sinceval, C Val,., we
also have, for all valuations € Val,., k' € Sok:(S4, p)(¢’). Hence, the following
holds:Vp € Val,, h € Soly(S4, p)(£);



—if (¢ = &||&) € Sy, then letp € Val, andhy,hy € Hy such thath =
hilhs. Letry,ro be the runs associated i, ho, i.e. such that = ri|rq, r1 €
Ra, rootsr,)(h1) @ndry € Ra, rootgry) (h1). Sincep = rootgr) € Solg, (Ss)(£),
either root$r;) € Soly,, (S4)(&1) or rootgrs) € Soly, (S¢)(£2). By induction hy-
pothesis3i € {1,2} such thatp; € Val,,, h € Sol(Sy, p;)(&). SinceVal,, C
Val,., we geth € Soly(S4, p)(&:). Henceh € Soky(Sy, p)(§).

— if (¢ = X), letp € Val,.. Necessarilyh = p(X), andh € Soki(Sy, p)(£);

— other cases are either similar or obvious.

Proof of Theorem 6 Now we can prove the main theorem of the section.

Suppose that there existse L(A4,). By Lemma 15, there exists a valuatipn:
var(¢) — T, such thath € Soks(Sy, p)(last(Sy)), and by Lemma 7h € [¢],.

Conversely, if there exists a valuatipn var(¢) — T, and a hedgé < [¢],, then
by Lemma7h € Soki(Sy, p)(last(S,)). By Lemma 14, there exisfsc Soly,, (Sy)(last(Sy))
such thaﬂ%jm(h) # 0. Sincepis afinal, i.ep € F,;, we geth € L(Ay).

Now, suppose that is bounded. We let = Soly(S4)(last(Sy). One can add tel,,
a regular control which ensures that every accepting ruheTAGED A, is bounded

by k. Let us denoted " the resulting TAGED. Henced ;" is equivalent to the bounded
TAGED (Afsk, k), which is obviously computable. O

B.5 Omitted Proofs of Section B

Proof of Lemma 10 The proof goes by induction afi At each step¢ decreases by
<=.

- (£ = a[¢']) € Sy. By definition of the interpretation af[.], if p € Soly,, (S3)(§),
thenp is of the form (¢4, gna, V) for someqq, gna, V, and gqs(§) = «f¢']. If
ma(D) = 7a(D'), thenmy(p') = qq andqqs(§) = «[¢’]. Again by definition of
the interpretation o&[.], every statéq), ¢/, ;. V') € Q4 such thay/,(§) = «[¢'] is
a solution of¢ in Q. A fortiori, p’ € Soly,, (S4)(&);

— (& = &l|&) € Sy. Suppose that € Sol,, (Sy) (). Letp,ph € Q} such that
P = D1 Dy Letpy, P, € Qj such thapp = b5y, [7:] = [Py| and[p,| = [Ph]
(p, andp, exist sincelp| = [p’|). By definition of the interpretation of|., either
Py € Solg, (Se)(&1) or py € Soly, (Sy)(&2). One apply the induction hypothesis
to getp; € Soly, (54)(&1) 0r 7y € Solg, (Sy)(&2). Hencey' € Soly, (54)(€)-

— other cases are either similar or obvious



Proof of Proposition 4 The proof goes by induction af
-if h =0, thenr =0;

- if h = hq|hs, thenr = r1|ry wherer; andr, are obained by induction hypothesis
on hy andhy respectively;

- if h = a(h’), by induction hypothesis, there exists a unique closedrfug
Ra,(W). We definegs € J]ccpvargs,) SPIi t (§) as follows: for all equationgd =
af¢’]) € S, — there exists at least one such equation by Lemma 7 — sucly that
DVarg(Sy), we defineg,(¢) as:

af¢’] if a € a and root$r’) € Solg, (Sy)(§
a[-~¢'Tif a € a and rootgr’) ¢ Solg, (S¢) (&)
a[T] fada

We letp = (g4, @, @). Itis not difficult to see that € «,, and rootér’) € L, (since
Lnd,p = Q;)

It remains to show thai[r’] is unique. Suppose that there exigts= (¢, @, &) €
Q4 such thata € ay and root$r’) € L, . Let (§ = a[¢’]) € S,. There are several
cases to consider, depending on whether « or not, and root8"’) € Soly,, (S4)(¢')
or not. In all cases, it is easy to show thats) = ¢4(¢’), which conclude the proofl.

C Extending MSO

Proof (Proof of Theorem 7\We adapt the proof of emptiness undecidability of au-
tomata with equality constraints of [16]. In this proof,stshown that one can construct
an automata with equality constraints which can recogtizesblution of an instance
of the Post Correspondence Problem (PCP).

Let X be a finite alphabet, and,, .. . , u,,, v1,. .., v, be an instance of PCR;
{1,...,m},u;,v; € X*. We denote by}’ U {f, ¢} the ranked alphabet obtained by
extendingX’ with a fresh ternary function symbgland a constarti. Symbols from»’
are viewed as unary function.

Let (u;,,vi, ), - - -, (us, ,v;, ) be asolution of PCP. This solution can be represented
as atermoveX U{f,c}, asin Figure 11. For all < j < m, the notation:;(z) stands
for the contextu; 1 (u;a(. .. u;x(x))...), whereu; 1, ..., u; are symbols front’ and

Uj = Uj1...Ujk-

Informally, we have to check with an/SO.. whether the tree has the shape of
Figure 11. This can easily be done by a sentepgg,.. Necessarily, if some tree
satisfiespsqpe, then all its leaves are labelegthe ternary nodes are labelgdand the
unary node labeled’.

Then, for each patterfi(x1, f(x2, x3,x4), z5) Occuring in the tree, we have to ver-
ify that 2 is of the formu;(z3) andzs is of the formuv;(z4) for somei. It is easy
to write an MSO formulap,gitern (21, 22, 3, T4, x5) Which checks whether the nodes
bounded tory,...,z5 form a patternf(x1, f(x2, 23, 24), x5) in the tree. For every
i € {1,...,m}, we definep,,, (z, y) as a binary formula which checks whethek y
and the sequence of labels along the path frodiown to the parent of is u,;. We
defineg,, (x, y) similarly.



Uiy, Vip,

Fig. 11.representation of a solution of PCP

Finally, let 2, denotes the root of the tree, we defing;; as the sentence which
checks whether the tree rooted at the first child:ofs isomorphic to the tree rooted at
the third child ofz,..

Now, the following sentence accepts the tree representatibthe solutions of the
PCP instance:

¢shape A ¢init A
Vl‘l e Vx53y3y/, _‘¢patte’rn(l‘17 R ,.’175) \
m
(y ~xo ANy ~ g A Vizl Du; (xlv y) A @u, (335, Z//))

Proposition 5. For any formulay in M SOZ, one can compute a bounded TAGED,
whose size is non-elementary in the sizeophccepting the models g¢f. Conversely,
for any bounded TAGED, one can compute a formujain M SO3 whose models are
the trees accepted by. The size of is doubly exponential in the size df

Proof. Forth direction

We first show that bounded TAGED are closed under unionALet (A4, Q, F, A, =4
,#a4)and A’ = (A, Q' F', A',=4/,#4+) be two TAGEG, bounded respectively by
ka andk4.. Wlog, we suppose th@ N Q' = 0. Then the TAGED which recognizes
L(A)UL(A") isdefinedbyAU A’ = (A, QUQ, FUF' S AUA =4 U=4,%#4
U #4+). Of course A U A’ is bounded bynax(k, ka/).

Let ¢ be anM SO formula. By definition of M SO3, ¢ is equivalent to a dis-
junction of formulas of the forn® = 3%, ¢¥/(Z) A ¢1.5:(T), for some tuple of variable
7. Formulay is an MSO-formula, and);.; is a conjunction of atoms; ~ z; or
—(x; ~ x;), wherez;, z; € . Since bounded TAGED are closed under disjunction, it
is sufficient to show the proposition for evepy



We let T being equal tary, ..., z,. We use the classical Thatcher and Wright's
construction to transfornp(z) into a hedge automatd = (A x {0,1}",Q, F, A),
such that the-th component of the tuple of any label corresponds toittievariable
in T, namelyz;. Then, projectingd on its first component results in a hedge automata
recognizing the models &Iz, (). It is known that several regular languages over
A x {0,1}™ are equivalent when projected on their first component. hiiqudar, we
can suppose that recognizes treess over A x {0,1}" such thatvi € {1,...,n},
there is at most one node whosth Boolean component is set to 1 [20]. Those trees
are calleduple tree

Now, instead of projecting the automata as usual, we profecBooleans from
the labels into states [21]. We denotefipj(A) = (A, Qproj(a), Fproj(a)» Aproja)) the
resulting automaton. It is defined b4y € Q@ x {0, 1}, Fyrojca) = F x {0, 1}"
and Apoj4) Is constructed as follows:

if (a,g)(L) —q € A, thena(L’) — (q,B) S Aproj(A)

where I’ is defined to be the regular language o4y such that, for any
Q- qn € Q,andby, ..., b, € {0,1}", (q1,b1)...(qn, bn) € L iff q1...qn, € L.

Let (¢,b) € Qproj(a), Whereb € {0,1}" andb contains at least one component set
to 1. Since A recognizes tuple treegq, b) occurs at most one time in each accepting
run of proj(A) (*).

Finally, we define two relation§R)r and(R)p on states oproj(A). For anyn-
ary tuple of Booleans, we denote by(i) its i-th projection. Nowy(qy, b1), (g2, b2) €
Qproj(A)r we let:

- (q1,01) (R)E (go,be) iff 3i,5 € {1,...,n} sthi(i) = 1 andby(j) = 1 and
x; ~ x; IS an atom Ofpeesy;

;(Q1,51) (R)D (QQ,EQ) iff (Q1,B1) 7é (qQ,BQ) andﬂ@j S {1,. .. ,n} Stgl(’i) =1
andby(j) = 1 and—x; ~ x; is an atom ofpcs;

We define=p i 4) by (R)%, the transitive closure dfR) g, and#prj4) bY (R)p.
Finally, the TAGED equivalent t@ is defined byproj(A) equipped with=j4) and
7éproj(A)-

It is a bit tedious, but not difficult, to prove theh € H,,t € L(A) iff ¢ = &. By
the remark (*), one can see th@iroj(A), =prj(a), #proj(4)) is bounded byz|.

ComplexityThe classical Thatcher and Wright's construction whichgfarm an
MSO-formula into an equivalent tree automata is known to d@-@lementary in time
complexity (in the size of the formula). The size of the tregomata is also non-
elementary in the size of the input formula. Since our TAGEIDstruction relies on
this construction, the output TAGED has also a non-elermgrsize in the size of the
input M SO..-formula.

Back direction Conversely, letA = (A, Q, F, A,=4,+#4, k) be a bounded TAGED.
It is already known (see [10]) that the hedge autonjdta), F, A) is equivalent to an
MSO-formula of the form:



¢ = 3X,, ...3X,, 6a(Xq,. .., X,,)

where{q,...,¢,} = Q. Setvariables(,,’s are intended to capture the set of nodes
labeled by state; in a successful run ofl. Formulaga (X, , ..., X,, ) describes the
behavior of the hedge automata, in terms of runs. We do noértmagk formula explicit
and refer the reader to [10] for more details.

Now, we could add the constraintsVy (z € X, Ay € X,,) = « ~ y butthis
would not result in am/ SO2 formula. However, there are at mdshodes for which
equality or disequality tests are performed, so that we gestentially quantified these
nodes. We partitiod) into setsS and(Q\ S, whereS = F U D.

In every successful run of, the number of nodes labeled yis bounded by, so
that a disjunction has to enumerate all the number of occessn, of states fromS,
such that¥,csng < k.

States ofS are denoted by, . . ., g5/, and other states byg|;1, ..., qo\s|-

We define a formula denotetly by:

IXg, - Xy s 02 Xars-- o Xggs) A

PRI\ S|
\/n1+~~+n‘s‘§k 31’171 . 31'1,711 e EL’L“S‘J e E|$|S\,n‘s‘
_ S
¢4 = A /\L:‘l qu‘ = {xiylv s 7$i,ni}

A /\Qi:qu /\[G{l ..... n;} /\Z/G{l,...,nj} Lig ~ Tje
A /\qﬁgm /\Ee{l,...,ni} /\e'e{l,...,nj} T T~ T

By construction, the models df4 are the trees of(A), and conversely.
While formula¢ 4 is polynomial in the size ofl, the formulag 4 is exponential in
k, hence doubly exponential is the sizeAf

D Other omitted proofs

D.1 Proof of Theorem 1

The forth direction is a consequence of the constructioargin the proof of Theorem
6. In this proof, the constructed TAGER, satisfies=4,=#4,= 9, since¢ is a
sentence. Hencd, is nothing else than a classic hedge automaton, which is krhow
be MSO-definable.

Conversely, ifS is defined by some MSO formula, it is well-known thats also
recognizable by a hedge automatdn\We can easily encode the behavior4hy a
guarded TQL sentence. We give the construction for binaey automaton, as it can be
easily lift to the unranked case.

LetA = (A,Q, F, A) be a binary tree automaton. We defihgby ¢4 = \/qu (;S{f

where, for every; € @, and every seP C @ (the environment), we defin@qp as:

&g ifge P

P PU{q
¢(f = /‘qu.(va(q17q2)—>qu a[¢qlu{q}|¢q2u{12}}
V Vo gea@[0]) otherwise



This definition is recursive but terminating since the esmiment increases a finite
number of times.
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