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#### Abstract

The augmented graph model, as introduced by Kleinberg (STOC 2000), is an appealing model for analyzing navigability in social networks. Informally, this model is defined by a pair $(H, \varphi)$, where $H$ is a graph in which inter-node distances are supposed to be easy to compute or at least easy to estimate. This graph is "augmented" by links, called long range links, which are selected according to the probability distribution $\varphi$. The augmented graph model enables the analysis of greedy routing in augmented graphs $G \in(H, \varphi)$. In greedy routing, each intermediate node handling a message for a target $t$ selects among all its neighbors in $G$ the one that is the closest to $t$ in $H$ and forwards the message to it.

This paper addresses the problem of checking whether a given graph $G$ is an augmented graph. It answers part of the questions raised by Kleinberg in his Problem 9 (Int. Congress of Math. 2006). More precisely, given $G \in(H, \varphi)$, we aim at extracting the base graph $H$ and the long range links $R$ out of $G$. We prove that if $H$ has a high clustering coefficient and bounded doubling dimension, then a simple algorithm enables to partition the edges of $G$ into two sets $H^{\prime}$ and $R^{\prime}$ such that $E(H) \subseteq H^{\prime}$ and the edges in $H^{\prime} \backslash E(H)$ are of small stretch, i.e., the map $H$ is not perturbed too greatly by undetected long range links remaining in $H^{\prime}$. The perturbation is actually so small that we can prove that the expected performances of greedy routing in $G$ using the distances in $H^{\prime}$ are close to the expected performances of greedy routing in $(H, \varphi)$. Although this latter result may appear intuitively straightforward, since $H^{\prime} \supseteq E(H)$, it is not, as we also show that routing with a map more precise than $H$ may actually damage greedy routing significantly. Finally, we show that in absence of a hypothesis regarding the high clustering coefficient, any structural attempt to extract the long range links will miss the detection of at least $\Omega\left(n^{5 \varepsilon} / \log n\right)$ long range links of stretch at least $\Omega\left(n^{1 / 5-\varepsilon}\right)$ for any $0<\varepsilon<1 / 5$, and thus the map $H$ cannot be recovered with good accuracy.

To sum up, we solve Kleinberg's Problem 9 in the sense that we show that reconstructing augmented graphs is achievable if and only if the base graph has a high clustering coefficient.


Keywords: small world, doubling dimension, bounded growth.
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## 1 Introduction

Numerous papers that appeared during the last decade tend to demonstrate that several types of interaction networks share common statistical properties, encompassed under the broad terminology of small worlds $[36,37,38]$. These networks include the Internet (at the router level as well as at the AS level) and the World Wide Web. Actually, networks defined in frameworks as various as biology (metabolic and protein networks), sociology (movies actors collaboration network), and linguistic (pairs of words in english texts that appear at most one word apart) also share these statistical properties [22]. Specifically, a network is said small world [41] if it has low density (i.e., the total number of edges is small, typically linear in the number of nodes), the average distance between nodes is small (typically polylogarithmic as a function of the number of nodes), and the so-called clustering coefficient, measuring the local edge density, is high (i.e., significantly higher than the clustering coefficient of Erdös-Rényi random graphs $\mathcal{G}_{n, p}$ ). Other properties often shared by the aforementioned networks include scale free properties [7] (i.e., fat tailed shapes in the distributions of parameters such as node degree), limited growth of the ball sizes [2, 23], or low doubling dimension [40].

Lots remain to be done to understand why the properties listed above appear so frequently, and to design and analyze models capturing these properties. Nevertheless, there is now a common agreement on their presence in interaction networks. The reason for this agreement is that, although the statistical validity of some measurements is still under discussion [5], many tools (including the controversial Internet Traceroute) have been designed to check whether a network satisfies the aforementioned properties.

This paper addresses the problem of checking an other important property shared by social networks: the navigability property.

It was indeed empirically observed that social networks not only possess small average inter-node distance, but also that short routes between any pair of nodes can be found by simple decentralized processes $[10,35]$. One of the first papers aiming at designing a model capturing this property is due to Kleinberg [25], where the notion of augmented graphs is introduced. Informally, an augmented graph is aiming at modeling two kinds of knowledge of distances available to the nodes: a global knowledge given by a base graph, and a local knowledge given by one extra random link added to each node. The idea is to mimic the available knowledge in social networks, where individuals share some global distance comparison tool (e.g. geographical of professional), but also have private connections (e.g. friendship) unknown from the other individual. We define an augmented graph model as a pair $(H, \varphi)$ where $H$ is a graph, called base graph, and $\varphi$ is a probability distribution, referred to as an augmenting distribution for $H$. This augmenting distribution is defined as a collection of probability distributions $\left\{\varphi_{u}, u \in V(H)\right\}$. Every node $u \in V(H)$ is given one extra link ${ }^{1}$, called long range link, pointing to some node, called the long range contact of $u$. The destination $v$ of such a link is chosen at random according to $\operatorname{Pr}\{u \rightarrow v\}=\varphi_{u}(v)$. (If $v=u$ or $v$ is a neighbor of $u$, then no link is added). In this paper, a graph $G \in(H, \varphi)$ will often be denoted by $H+R$ where $H$ is the base graph and $R$ is the set of long rang links resulting from the trial of $\varphi$ yielding $G$.

A important feature of this model is that it enables to define simple but efficient decentralized routing protocols modeling the search procedure applied by social entities in Milgram's [35] and Dodd's et al [10] experiments. In particular, greedy routing in $(H, \varphi)$ is the oblivious routing process in which every intermediate node along a route from a source $s \in V(H)$ to a target $t \in V(H)$ chooses among all its neighbors (including its long range contact) the one that is the closest to $t$ according to the distance measured in $H$, and forwards to it. For this process to apply, the only "knowledge" that is supposed to be available at every node is its distances to the other nodes in the base graph $H$. This assumption is motivated by the fact that, if the base graph offers some nice properties

[^1](e.g., embeddable in a low dimensional metric with small distorsion) then the distance function $\operatorname{dist}_{H}$ is expected to be easy to compute, or at least to approximate, locally.

Lots of efforts have been done to better understand the augmented graph model (see, e.g., [1, 6, $8,12,16,13,14,17,30,31,32,33]$, and the survey [27]). Most of these works tackle the following problem: given a family of graph $\mathcal{H}$, find a family of augmenting distributions $\left\{\varphi_{H}, H \in \mathcal{H}\right\}$ such that, for any $H \in \mathcal{H}$, greedy routing in $\left(H, \varphi_{H}\right)$ performs efficiently, typically in $O(\operatorname{poly} \log (n))$ expected number of steps, where $n=|V(H)|$. Kleinberg first showed that greedy routing performs in $O\left(\log ^{2} n\right)$ expected number of steps on any regular mesh augmented with an appropriate harmonic distribution [25]. Among the works that followed Kleinberg's seminal results, an informative result due to Duchon et al [11] states that any graph of bounded growth can be augmented so that greedy routing performs in $O(\operatorname{poly} \log (n))$ expected number of steps. Slivkins [40] extended this result to graphs of bounded doubling dimension, and even doubling dimension at most $O(\log \log n)$. This bound on the doubling dimension is tight since [18] proved that, for any function $d(n) \in$ $\omega(\operatorname{polylog}(n))$, there is a family of graphs of doubling dimension $d(n)$ for which any augmentation yields greedy routing performing in $\omega(\operatorname{poly} \log (n))$ expected number of steps ${ }^{2}$.

Despite these progresses in analyzing the augmented graph model for small worlds, the key question of its validity is still under discussion. In [27], Kleinberg raised the question of how to check that a given network is an augmented graph (Problem 9). This is a critical issue since, if long range links are the keystone of the small world phenomenon, they should be present in social networks, and their detection should be greatly informative. This paper answers part of this detection problem.

This paper addresses the following reconstruction problem: given an $n$-node graph $G=H+R \in$ $(H, \varphi)$, for some unknown graph $H$ and unknown distribution $\varphi$, extract a good approximation $H^{\prime}$ of $H$ such that greedy routing in $G$ using distances in $H^{\prime}$ performs approximately as well as when using the distances in the "true" base graph $H$. More precisely, the expected number of steps of greedy routing in $H^{\prime}$ has to be the one in $H$ up to a polylogarithmic factor. To measure the quality of the approximation $H^{\prime}$ of $H$, we define the stretch of a long range link between $u$ and $v$ as $\operatorname{dist}_{H}(u, v)$. Then, the extracted base graph $H^{\prime}$ is considered to be of good quality if it contains $H$ and does not contain too many long range links of large stretch. Indeed, we want to approximate $H$ by $H^{\prime}$ as close as possible not only for the purpose of efficient routing using the metric of $H^{\prime}$, but also because the augmented graph model assumes that distances in $H$ are easy to compute or approximate. Therefore, the map of distances of $H^{\prime}$ is wished to be close to the one of $H$.

In addition to its fundamental interest, the reconstruction problem may find important applications in network routing. In particular, if the base graph $H$ offers enough regularity enabling navigability using routing tables of small size, then critical issues of storage and quick access to routing information (such as the ones currently faced for Internet) can be addressed, see [28, 34].

## Our results

Motivated by the aforementioned properties of interaction networks, we focus on graphs with bounded doubling dimension, hence including the case of graphs with bounded growth. The results in $[11,25,40]$ use very close augmenting distributions where $\varphi_{u}(v)$ is inversely proportional to the size of the ball of radius $\operatorname{dist}(u, v)$ centered at $u$. We call such kind of augmenting distributions density based distributions. They are the ones enabling an efficient augmentation of graphs with bounded growth, and, up to modifying the underlying metric by weighting nodes, of graphs with bounded doubling dimension.

First, we present a simple algorithm called Extract that, given an $n$-node graph $G=H+R \in$ $(H, \varphi)$, where $H$ has high clustering coefficient, and $\varphi$ is a density-based augmenting distribution, computes a partition $\left(H^{\prime}, R^{\prime}\right)$ of $E(G)$. This partition satisfies $E(H) \subseteq H^{\prime}$ and, if $X$ is the

[^2]random variable counting the number of links in $R^{\prime} \backslash R$ of stretch at least $\log ^{\beta+1} n$, then $\operatorname{Pr}\{X>$ $\left.\log ^{2 \beta+1}(n)\right\} \leq 1 / n$, for any $\beta \geq \Omega(\log \Delta / \log \log n)$, where $\Delta$ is the maximum degree of $H$. That is, Algorithm extract is able to almost perfectly reconstruct the map $H$ of $G$, up to long range links of polylogarithmic stretch. It is worth mentioning that Algorithm extract runs in time close to linear in $|E(G)|$, and thus is applicable to large graphs with few edges, which is typically the case of small world networks.

Our main positive result (Theorem 1) is that if in addition $H$ has bounded growth, then greedy routing in $G$ using the distances in $H^{\prime}$ performs in $O(\operatorname{polylog}(n))$ expected number of steps between any pair. This result is crucial in the sense that Algorithm Extract is able to approximate the base graph $H$ and the set $R$ of long range links accurately enough so that greedy routing performs efficiently. In fact, we prove that the expected slow down of greedy routing in $G$ using the distances in $H^{\prime}$ compared to greedy routing in $(H, \varphi)$ is only $O\left(\log ^{2+\beta(4+\alpha)} n\right)$. Although this latter result may appear intuitively straightforward since $H^{\prime} \supseteq E(H)$, we prove that routing with a map more precise than $H$ may actually damage greedy routing performances significantly.

We also show how these results can be generalized to the case of graphs with bounded doubling dimension.

Our assumption regarding the clustering coefficient may seem artificial since this parameter does not show up in the analysis of greedy routing. Nevertheless, and surprisingly enough, our main negative result (Theorem 2) proves that the clustering coefficient plays a crucial role for extracting the long range links of an augmented graph. Indeed, we prove that any structural attempt to extract the long range links in some augmented graph with low clustering coefficient would fail. In fact, this is true even in the case of cycles augmented using the harmonic distribution, that is even in the case of basic graphs at the kernel of the theory of augmented graphs [25]. We prove that any (deterministic or randomized) algorithm extracting the long range links based on the structure of the harmonically augmented cycle fails to detect at least $\Omega\left(n^{5 \varepsilon} / \log n\right)$, of the long range links of length $\Omega\left(n^{1 / 5-\varepsilon}\right)$ for any $0<\varepsilon<1 / 5$. As a consequence, the stretch of the undetected long range links cannot be polylogarithmically bounded.

To sum up, we solve Kleinberg's Problem 9 in the sense that we show that reconstructing augmented graphs is achievable if and only if the base graph has a high clustering coefficient.

## Related works

Our approach is very much related to the ones in [4, 9]. In these two papers the authors introduce an hybrid model that resembles the augmented graph model, defined by a local graph $H$ and a global graph $D$, over the same set of vertices. In both papers, $D$ is a random power law graph. In [9], the local graph $H$ has a local connectivity characterized by a certain number of edge-disjoint paths of bounded length connecting the two extremities of any edge. In [4], the local connectivity is characterized by an amount of flow that can be pushed from one extremity of an edge to the other extremity, along routes of bounded length. In both cases, in addition to presenting a set of informative results about their models, the authors give an algorithm that can recover the local graph almost perfectly. As far as the recovering of the local graph is concerned, our approach goes a bit further than [4, 9] by proving that one can recover the local graph accurately enough so that the performances of greedy routing remain unchanged (up to polylogarithmic factors).

Greedy routing in scale-free graphs has been considered in the literature. In [24], the authors perform simulations on a model of power law networks to compare a random walk search strategy with a search strategy guided by high degree nodes. They observe that the latter search strategy performs better than the former. Nevertheless, the search strategy performs in a polynomial number of steps. In [3], a mere mean-field analysis, somewhat confirmed by simulations, tends to show that the expected number of steps required to find an object in a random power law network with $n$ nodes and power law exponent $\alpha$, scales sub-linearly as $n^{3(1-2 / \alpha)}$ for $2<\alpha<3$. The power of search can however be improved by publishing over many nodes. For instance, [39] proposes that every node publishes its data at every node along a random walk of length $L$. The search strategy
then proceeds along a random walk of same length, and every node traversed by the walk starts partially flooding the network (the search is sent through every edge with probability less than the percolation threshold of the network). It is then shown that this search efficiently locates the data by setting $L \sim n^{1-2 / \alpha}$ for $2<\alpha<3$. More recently, the simulations performed in [15] on real traces extracted from a P2P file-sharing system tend to show that the search strategy guided by high degree nodes would probably perform well in practice, i.e., in a logarithmic number of steps in average.

## 2 Extracting the long range links

In this section, we first focus on the task of extracting the long range links from an augmented graph $G=H+R \in(H, \varphi)$ without knowing $H$. The efficiency of our extraction algorithm in terms of greedy routing performances will be analyzed in the next section. As will be shown in Section 4, extracting the long range links from an augmented graph is difficult to achieve in absence of a priori assumptions on the base graph $H$ and on the augmenting distribution $\varphi$. Before presenting the main result of the section we thus present the assumptions made on $H$ and $\varphi$.

The clustering coefficient of a graph $H$ is aiming at measuring the probability that two distinct neighboring nodes $u, v$ of a node $w$ are neighbors. Several similar formal definitions of the clustering coefficient appear in the literature. In this paper, we use the following definition. For any node $u$ of a graph $H$, let $N_{H}(u)$ denotes the open neighborhood of $u$, i.e., the set of all neighbors of $u$ in $G$. Let $N_{H}[u]$ denote the closed neighborhood of node $u$, i.e., $N_{H}[u]=N_{H}(u) \cup\{u\}$.

Definition 1 An n-node graph $H$ has clustering $c \in[0,1]$ if and only if, for any edge $\{u, v\} \in$ $E(H)$,

$$
\frac{\left|N_{H}[u] \cap N_{H}[v]\right|}{n} \geq c .
$$

For instance, according to Definition 1, a random graph $G \in \mathcal{G}_{n, p}$ with $p \simeq \frac{\log n}{n}$ has expected clustering $1 / n^{3}$ up to polylogarithmic factors. In our results, motivated by the fact that interaction networks have a clustering coefficient much larger than uniform random graphs, we consider graphs in $(H, \varphi)$ for which the clustering coefficient of $H$ is slightly more that $1 / n$.

We also focus on a specific kind of augmenting distributions: those that are known to be efficient ways to augment graphs of bounded growth (or bounded doubling dimension) [11, 25, 40]. For any node $u$ of a graph $H$, and any $r>0$, let $B_{H}(u, r)$ denote the ball centered at $u$ of radius $r$ in $H$, i.e., $B_{H}(u, r)=\left\{v \in V(G) \mid \operatorname{dist}_{H}(u, v) \leq r\right\}$.

Definition 2 An augmenting distribution $\varphi$ of a graph $H$ is density-based if and only if $\varphi_{u}(u)=0$, and for every two distinct nodes $u$ and $v$ of $H$,

$$
\varphi_{u}(v)=\frac{1}{Z_{u}} \frac{1}{\left|B_{H}\left(u, \operatorname{dist}_{H}(u, v)\right)\right|}
$$

where $Z_{u}=\sum_{w \neq u} 1 /\left|B_{H}\left(u, \operatorname{dist}_{H}(u, w)\right)\right|$ is the normalizing coefficient.
Density-based distributions are motivated by their kernel place in the theory of augmented graphs, as well as by experimental studies in social networks. Indeed, density-based distributions applied to graphs of bounded growth roughly give a probability $1 / k$ for a node $u$ to have its long range contact at distance $k$, which distributes the long range links equivalently over all scales of distances, and thus yields efficient greedy routing. In addition, Liben-Nowell et al. [29] showed that in some social networks, two-third of the friendships are actually geographically distributed this way: the probability of befriending a particular person is inversely proportional to the number of closer people.

According to the previous discussion, the following definition specifies the family of augmented graph models that will be considered in this paper.
Definition 3 For any $n, \beta \geq 1, \mathcal{M}(n, \beta)$ is the family of n-node augmented graph models $(H, \varphi)$ such that (1) $H$ has clustering $c \geq \Omega\left(\frac{\log n}{n \log \log n}\right)$, (2) $H$ has maximum degree $\Delta \leq O\left(\log ^{\beta} n\right)$, and (3) $\varphi$ is density-based.

We describe below a simple algorithm, called Extract, that, given an $n$-node graph $G$ and a real $c \in[0,1]$, computes a partition $\left(H^{\prime}, R^{\prime}\right)$ of the edges of $G$. This simple algorithm will be proved quite efficient for reconstructing a good approximation of the base graph $H$ and a good approximation the long range links of a graph $G \in(H, \varphi)$ when $H$ has high clustering and $\varphi$ is density-based.

```
Algorithm EXTRACT:
Input: a graph \(G, c \in[0,1]\);
    \(R^{\prime} \leftarrow \emptyset ;\)
    For every \(\{u, v\} \in E(G)\) do
        If \(\left|N_{G}[u] \cap N_{G}[v]\right|<c n\) then \(R^{\prime} \leftarrow R^{\prime} \cup\{u, v\} ;\)
    \(H^{\prime} \leftarrow E(G) \backslash R^{\prime} ;\)
Output: \(\left(H^{\prime}, R^{\prime}\right)\).
```

Note that the time complexity of Algorithm extract is $O\left(\sum_{u \in V(G)}\left(\operatorname{deg}_{G}(u)\right)^{2}\right)$, i.e., close to $|E(G)|$ for graphs of constant average degree. More accurate outputs could be obtained by iterating the algorithm using the test $\left|N_{H^{\prime}}[u] \cap N_{H^{\prime}}[v]\right|<c n$ until $H^{\prime}$ stabilizes. However, this would significantly increase the time complexity of the algorithm without significantly improving the quality of the computed decomposition $\left(H^{\prime}, R^{\prime}\right)$. The main quantifiable gain of iterating Algorithm EXTRACT would only be that $H^{\prime}$ would be of clustering $c$, and would be maximal for this property. The result hereafter summarizes the main features of Algorithm EXTRACT.

Lemma 1 Let $(H, \varphi) \in \mathcal{M}(n, \beta)$ for $n, \beta \geq 1$ and $G \in(H, \varphi)$. Let $c$ be the clustering coefficient of $H$. Assume $G=H+R$. Then Algorithm Extract with input $(G, c)$ returns a partition $\left(H^{\prime}, R^{\prime}\right)$ of $E(G)$ such that $E(H) \subseteq H^{\prime}$, and:

$$
\operatorname{Pr}\left(X>\log ^{2 \beta+1} n\right) \leq \mathcal{O}\left(\frac{1}{n}\right),
$$

where $X$ is the random variable counting the number of links in $R \backslash R^{\prime}$ of stretch at least $\log ^{\beta+1} n$.
Proof. Since $H$ has clustering $c$, for any edge $\{u, v\}$ in $E(H),\left|N_{H}[u] \cup N_{H}[v]\right| \geq c n$, and therefore $\{u, v\}$ is not included in $R^{\prime}$ in Algorithm extract. Hence, $E(H) \subseteq H^{\prime}$. For the purpose of upper bounding $\operatorname{Pr}\left(X>\log ^{2 \beta+1} n\right)$, we first lower bound $Z_{u}$, for any $u \in G$. We have the following claim (the proofs of all the claims can be found in appendix).
Claim 1 For any $u \in G, Z_{u} \geq Z_{\min }={ }_{\operatorname{def}} \frac{1}{4}$, for $n$ large enough.
Let $\mathcal{S} \subseteq R$ be the set of long range links that are of stretch at least $\log ^{\beta+1} n$. We say that an edge $\{u, v\} \in R$ survives if and only if it belongs to $H^{\prime}$. For each edge $e \in \mathcal{S}$, let $X_{e}$ be the random variable equal to one if $e$ survives and 0 otherwise.

Let $e=\{u, v\} \in \mathcal{S}$. For $e$ to be surviving in $H^{\prime}$, it requires that $u$ and $v$ have at least $c \cdot n$ neighbors in common in $G$. If $w$ is a common neighbor of $u$ and $v$ in $G$, then, since dist ${ }_{H}(u, v) \geq$ $\log n>2$, at least one of the two edges $\{w, u\}$ or $\{w, v\}$ has to belong to $R$. Note that $u$ and $w$ can only have one common neighbor $w$ such that both of these edges are in $R$ because we add exactly one long range link to every node. Thus, there must be at least $c \cdot n-1$ common neighbors $w$ for which only one of the edges $\{w, u\}$ or $\{w, v\}$ is in $R$. Again, since there is only one long range link per node, there can be at most two common neighbors $w$ for which the edge $\{w, u\}$ or $\{w, v\}$ is the long range link of $u$ or $v$. Therefore, there must be at most $c \cdot n-2$ common neighbors having a long range link to $u$ or $v$. The following claim upper bound the probability of this event.

Claim $2 \operatorname{Pr}\left\{X_{e}=1\right\} \leq 1 / n$
To compute the probability that at most $\log ^{2 \beta+1} n$ edges of $\mathcal{S}$ survive in total, we use virtual random variables that dominate the variables $X_{e}, e \in R$, in order to bypass the dependencies between the $X_{e}$. Let us associate to each $e \in \mathcal{S}$ a random variable $Y_{e}$ equals to 1 with probability $1 / n$ and 0 otherwise. By definition, $Y_{e}$ dominates $X_{e}$ for each $e \in \mathcal{S}$ and the $Y_{e}$ are independently and identically distributed. Note that, the fact that some long range link $e$ survives affects the survival at most $\Delta^{2}$ other long range links of $R$, namely, all the potential long range links between $N_{H}(u)$ and $N_{H}(v)$. Therefore the probability that $k$ links of $\mathcal{S}$ survive is at most the probability that $k / \Delta^{2}$ of the variables $Y_{e}$ are equal to one. In particular we have: $\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} X_{e}>\log ^{2 \beta+1} n\right\} \leq$ $\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>\log ^{2 \beta+1} n / \Delta^{2}\right\}$. Using Chernoff' inequality, we have the following claim.
Claim $3 \operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>\log ^{2 \beta+1} n / \Delta^{2}\right\} \leq 1 / n$.
We conclude that $\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} X_{e}>\log ^{2 \beta+1} n\right\} \leq \frac{1}{n}$.

## 3 Navigability

In the previous section, we have shown that we can almost recover the base graph $H$ of an augmented graph $G \in(H, \varphi)$ : very few long range links of large stretch remain undetected with high probability. In this section, we prove that our approximation $H^{\prime}$ of $H$ is good enough to preserve the efficiency of greedy routing. Indeed, although it may appear counterintuitive, being aware of more links does not necessarily speed up greedy routing. In other words, using a map $H^{\prime} \supseteq H$ may not yield better performances than using the map $H$, and actually it may even significantly damage the performances. This phenomenon occurs because the augmenting distribution $\varphi$ is generally chosen to fit well with $H$, and this fit can be destroyed by the presence of a few more links in the map. This is illustrated by the following property (its proof can be found in the appendix).

Property 1 There exists an n-node augmented graph model $(H, \varphi)$ and a long range link e such that, for $\Omega(n)$ source-destination pairs, the expected number of steps of greedy routing in $(H, \varphi)$ is $O\left(\log ^{2} n\right)$, while greedy routing using distances in $H \cup\{e\}$ takes $\omega(\operatorname{poly} \log (n))$ expected number of steps.

Property 1 illustrates that being aware of some of the long range links may slow down greedy routing dramatically, at least for some source-destination pairs. Nevertheless, we show that algorithm EXTRACT is accurate enough for the undetected long range links not to cause too much damage. Precisely, we show that for bounded growth graphs as well as for graphs of bounded doubling dimension, greedy routing using distances in $H^{\prime}$ can slow down greedy routing in $(H, \varphi)$ only by a polylogarithmic factor.

Definition 4 A graph $G$ has $\left(q_{0}, \alpha\right)$-expansion if and only if, for any node $u \in V(G)$, and for any $r>0$, we have: $\left|B_{G}(u, r)\right| \geq q_{0} \Rightarrow\left|B_{G}(u, 2 r)\right| \leq 2^{\alpha}\left|B_{G}(u, r)\right|$. In the bulk of this paper, we will set $q_{0}=O(1)$, and refer to $\alpha$ as the expanding dimension of $G$, and to $2^{\alpha}$ as the growth rate of $G$.

Definition 4 is inspired from Karger and Ruhl [23]. The only difference with Definition 1 in [23] is that we exponentiate the growth rate. Note that, according to Definition 4, a graph has bounded growth if and only if its expanding dimension is $O(1)$.
Theorem 1 Let $(H, \varphi) \in \mathcal{M}(n, \beta)$ for $n, \beta \geq 1$ be such that $H$ has $\left(q_{0}, \alpha\right)$-expansion, with $2<$ $q_{0}=O(1)$ and $\alpha=O(1)$. Let $G \in(H, \varphi)$. Algorithm EXTRACT outputs $\left(H^{\prime}, R^{\prime}\right)$ such that (a) $E(H) \subseteq H^{\prime}$, (b) with high probability $H^{\prime}$ contains at most $\log ^{2 \beta+1} n$ links of stretch more than $\log ^{\beta+1} n$, and (c) for any source $s$ and target $t$, the expected number of steps of greedy routing in $G$ using the metric of $H^{\prime}$ is at most $O\left(\log ^{4+4 \beta+(\beta+1) \alpha} n\right)$.

Proof. The fact that $E(H) \subseteq H^{\prime}$ and that with high probability $H^{\prime}$ contains at most $\log ^{2 \beta+1} n$ links of stretch more than $\log ^{\beta+1} n$ is a direct consequence of Lemma 1. Let $H^{\prime \prime}=H^{\prime} \backslash \mathcal{S}$. Note that the maximum stretch in $H^{\prime \prime}$ is $\log ^{\beta+1} n$. For any $x \in V(H)$, let $L(x)$ denote the long range contact of $x$. Let $Z_{u}$ be the normalizing constant of the augmenting distribution at node $u$. We have the following claim (the proofs of all claims can be found in appendix).
Claim 4 For any $u \in V(G), Z_{u} \leq 2^{\alpha} \log n==_{\text {def }} Z_{\text {max }}$.
Let us analyze greedy routing in $G$ from $s \in V(G)$ to $t \in V(G)$ using the distances in $H^{\prime}$. Let $\mathcal{S}=\left\{\left\{u_{1}, v_{1}\right\}, \ldots,\left\{u_{k}, v_{k}\right\}\right\}$ be the set of the surviving long range links (i.e. in $R \cap H^{\prime}$ ) that have stretch more than $\log ^{\beta+1} n, v_{i}$ being the long range contact of $u_{i}$ for all $1 \leq i \leq k$. For the homogeneity of the notations, let $u_{0}=v_{0}=t$.

Let $\tau$ be the current step of greedy routing from $s$ to $t$, and $x$ the current node. We define the concerned index at step $\tau$ as the unique index $j$ defined by:

$$
j=\min _{i \in\{1, \ldots, k\}}\left\{i \mid \operatorname{dist}_{H^{\prime}}(x, t)=\operatorname{dist}_{H^{\prime \prime}}\left(x, u_{i}\right)+1+\operatorname{dist}_{H^{\prime}}\left(v_{i}, t\right)\right\} .
$$

In other words, $\left\{u_{j}, v_{j}\right\}$ is the first surviving long range link encountered along the shortest path from $x$ to $t$ in $H^{\prime}$. If there is no such index, set $j=0$.
Claim 5 Let $x$ be the current node of greedy routing, and $j$ be the concerned index at the current step. If $x \in B_{H^{\prime \prime}}\left(u_{j}, r\right)$, but $\operatorname{dist}_{H^{\prime \prime}}\left(x, u_{j}\right)>r / 2$, and for some $r>0$, then:

$$
\operatorname{Pr}\left\{L(x) \in B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)\right\} \geq \frac{1}{2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n}
$$

and if $L(x) \in B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$ then greedy routing routes inside $B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$ at the next step.
Claim 6 Let $x$ and $x^{\prime}$ be two nodes on the greedy route reached at respective steps $\tau$ and $\tau^{\prime}, \tau<\tau^{\prime}$. Assume that the concerned index at steps $\tau$ and $\tau^{\prime}$ is the same, denoted by $j, j \leq k=|\mathcal{S}|$. If $x \in B_{H^{\prime \prime}}\left(u_{j}, r\right)$ for some $r>0$, then $x^{\prime} \in B_{H^{\prime \prime}}\left(u_{j}, r\right)$.

For any $0 \leq i \leq \log n, 0 \leq j \leq k$, and $\tau>0$, let $\mathcal{E}_{j}^{i}(\tau)$ be the event: "greedy routing from $s$ to $t$ already entered $B_{H^{\prime \prime}}\left(u_{j}, 2^{i}\right)$ during the first $\tau$ steps". Note that, for any $0 \leq j \leq k$ and any $\tau>0$, $\mathcal{E}_{j}^{0}(\tau) \subseteq \ldots \subseteq \mathcal{E}_{j}^{\log n}(\tau)$. We describe the current state of greedy routing at step $\tau$ by the event $\mathcal{E}_{0}^{i_{0}}(\tau) \cap \ldots \cap \mathcal{E}_{k}^{i_{k}}(\tau)$ where for every $0 \leq j \leq k, i_{j}=\min \left\{i \mid \mathcal{E}_{j}^{i}(\tau)\right.$ occurs $\}$.

Note that greedy routing has reached $t$ at step $\tau$ if and only if $\mathcal{E}_{0}^{0}(\tau)$ has occured. Clearly, at step 0 (in $s$ ), the event $\mathcal{E}_{0}^{\log n}(0) \cap \mathcal{E}_{2}^{\log n}(0) \ldots \cap \mathcal{E}_{k}^{\log n}(0)$ occurs.
Claim 7 Assume that the state of greedy routing at step $\tau$ is $\mathcal{E}_{0}^{i_{0}}(\tau) \cap \ldots \cap \mathcal{E}_{k}^{i_{k}}(\tau)$, for some $i_{0}, \ldots i_{k} \in$ $\{0, \ldots, \log n\}$. Then, after at most $(k+1) \cdot 2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n$ steps on expectation, there exists an index $0 \leq \ell \leq k$ such that the state of greedy routing is $\mathcal{E}_{0}^{j_{0}}\left(\tau^{\prime}\right) \cap \ldots \cap \mathcal{E}_{\ell}^{j_{\ell}}\left(\tau^{\prime}\right) \ldots \cap \mathcal{E}_{k}^{j_{k}}\left(\tau^{\prime}\right)$, with $j_{\ell}<i_{\ell}, \tau^{\prime}>\tau$.
Let $X$ be the random variable counting the number of steps of greedy routing from $s$ to $t$. As noticed before, $\mathbb{E}(X)$ is at most the expected number of steps $\tau$ to go from state $\mathcal{E}_{0}^{\log n}(0) \cap \mathcal{E}_{1}^{\log n}(0) \ldots \cap$ $\mathcal{E}_{k}^{\log n}(0)$ to state $\mathcal{E}_{0}^{0}(\tau) \cap \mathcal{E}_{1}^{i_{1}}(\tau) \ldots \cap \mathcal{E}_{k}^{i_{k}}(\tau)$, for some $i_{1}, \ldots i_{k} \in\{0, \ldots, \log n\}$. From Claim 7 , we get: $\mathbb{E}(X) \leq(k+1) \log n \times\left((k+1) \cdot 2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n\right)$. And, from Lemma $1, \operatorname{Pr}\left\{k>\log ^{2 \beta+1} n\right\} \leq 1 / n$. Therefore, we have:

$$
\begin{aligned}
\mathbb{E}(X) & =\mathbb{E}\left(X \mid k \leq \log ^{2 \beta+1} n\right) \cdot \operatorname{Pr}\left\{k \leq \log ^{2 \beta+1} n\right\}+\mathbb{E}\left(X \mid k>\log ^{2 \beta+1} n\right) \cdot \operatorname{Pr}\left\{k>\log ^{2 \beta+1} n\right\} \\
& \leq 2^{4 \alpha} \log ^{2+\alpha(\beta+1) \alpha+2(2 \beta+1)} n+n \cdot(1 / n)=O\left(\log ^{4+4 \beta+(\beta+1) \alpha} n\right) .
\end{aligned}
$$

Remark. Graphs of bounded expanding dimension and graphs of bounded doubling dimension are very closely related. Indeed, it can be shown that, assigning a specific weight function to a graph of bounded doubling dimension (the doubling measure of its metric), it can be made bounded growth by considering the ball sizes with nodes multiplicity corresponding to their weight [20]. Moreover, this weight function can be computed in polynomial time [21]. This allows us to extend Theorem 1 to graphs of bounded doubling dimension, up to a constant factor change in the exponent of greedy routing performances ${ }^{3}$.

## 4 Impossibility results

In this section, we show that the high clustering coefficient hypothesis used in all our previous results is crucial. We prove that, without this hypothesis, any "structural algorithm" aiming at detecting the long range links of a graph in $(H, \varphi)$, where $H$ is of bounded growth and $\varphi$ is density-based, fails to detect a polynomial number of long range links with polynomial stretch. By "structural algorithm", we mean any algorithm à la EXTRACT, i.e., that considers only the statistical structure of the input graph $G$. More precisely an algorithm $\mathcal{A}$ for recovering the base graph $H$ from $G \in(H, \varphi)$ is structural if $\mathcal{A}$ decides whether or not an edge $e \in E(G)$ is a long range link according to the value of $\operatorname{Pr}(G \mid e \in E(H))$. Algorithm extract is an extreme case in this class of algorithms applied to graphs with high clustering coefficient. Indeed, if $e=\{u, v\} \in E(H)$, one must have $\frac{1}{n}\left|N_{G}(u) \cap N_{G}(v)\right| \geq c$. Hence, if $\frac{1}{n}\left|N_{G}(u) \cap N_{G}(v)\right|<c$, then $\operatorname{Pr}(G \mid e \in E(H))=0$, and therefore it would identify $e$ as a long range link. Algorithm extract is only failing in the detection of few long range links with large stretch (Lemma 1) because, for a link $e=\{u, v\}$ with large stretch, $\operatorname{Pr}\left(\frac{1}{n} \cdot\left|N_{G}(u) \cap N_{G}(v)\right| \geq c\right)$ is small. We show that in absence of the high clustering coefficient, the number of long range links with large stretch that are not detected can be much higher, for any structural algorithm.

This impossibility result even holds in the case of a $(2 n+1)$-node cycle $C_{2 n+1}$ augmented using the harmonic distribution $h_{u}^{(n)}(v)=1 /\left(2 H_{n} \cdot \operatorname{dist}(u, v)\right)$, where $H_{n}=\sum_{i=1}^{n} \frac{1}{i}$ is the $n$th harmonic number. Note that $h^{(n)}$ is density-based, but $C_{2 n+1}$ has a clustering coefficient equal to zero. It was proved in [25] that greedy routing in $\left(C_{2 n+1}, h^{(n)}\right)$ performs in $O\left(\log ^{2} n\right)$ expected number of steps between any pair.

Theorem 2 For any $0<\varepsilon<1 / 5$, any structural algorithm for recovering the base graph $C_{2 n+1}$ in $G \in\left(C_{2 n+1}, h^{(n)}\right)$ fails in the detection of an expected number $\Omega\left(n^{5 \varepsilon} / \log n\right)$ of long range links of stretch $\Omega\left(n^{1 / 5-\varepsilon}\right)$.
Proof. Let $C_{2 n+1}=\left\{x_{1}, \ldots, x_{2 n+1}\right\}$ with nodes numbered clockwise. We divide $C_{2 n+1}$ into intervals of length $L$ and we consider a specific configuration of long range links on each of these intervals. More precisely, let $I=\left\{x_{1}, \ldots, x_{L}\right\}$ be an interval of length $L$ in $G \in\left(C_{2 n+1}, h^{(n)}\right)$, and let $\mathcal{E}_{I}$ be the event $=" G$ contains the six long range links $\left(x_{1}, x_{4}\right),\left(x_{4}, x_{1}\right),\left(x_{2}, x_{L-1}\right),\left(x_{L-1}, x_{2}\right)$, $\left(x_{3}, x_{L}\right),\left(x_{L}, x_{3}\right)$ " (see Figure 1 page 14). Let us write $e_{1}={ }_{\text {def }}\left\{x_{1}, x_{4}\right\}, e_{2}=\operatorname{def} \quad\left\{x_{2}, x_{L-1}\right\}$ and $e_{3}=\operatorname{def}\left\{x_{3}, x_{L}\right\}$. Let $\mathcal{A}$ be some structural algorithm for detecting the long range links. Note that conditionally to $\mathcal{E}_{I}, \mathcal{A}$ can make a specific mistake, called swap mistake, by returning the six long range links as local edges of $C_{2 n+1}$, and returning the local $C_{2 n+1}$ edges $\left\{x_{1}, x_{2}\right\},\left\{x_{3}, x_{4}\right\}$, and $\left\{x_{L-1}, x_{L}\right\}$ as six long range links created by $h^{(n)}$. Conditionally to $\mathcal{E}_{I}$, counting the number of times $\mathcal{A}$ does the swap mistake on $I$ is a lower bound on the number of possible mistakes it does on $I$. Note that the swap mistake induces a modification of the distances perceived in $C_{2 n+1}$ of at most 2. For instance, the distance in $C_{2 n+1}$ from $y$ to $z$ in Figure 1 is $k$, but it would appear as

[^3]being $k+2$ if $\mathcal{A}$ does the swap mistake because the local edge $\left\{x_{L-1} x_{L}\right\}$ in the ring is replaced by the path ( $e_{2},\left\{x_{2}, x_{3}\right\}, e_{3}$ ) of length 3 . The key of the proof is to show that, when $L$ is large, this modification is too tiny to be detectable on expectation by any structural algorithm. We have the following claim (the proofs of all the claims can be found in the Appendix)
Claim 8 Let e be a link in $G \in\left(C_{2 n+1}, h^{(n)}\right)$, and let $\mathcal{B}$ be a structural algorithm which systematically decides that
\[

$$
\begin{array}{lll}
e \in E\left(C_{2 n+1}\right) & \text { if } & \operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}>\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}, \\
e \notin E\left(C_{2 n+1}\right) & \text { if } & \operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}<\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\},
\end{array}
$$
\]

uniform random choice otherwise.
Then, the expected number of mistakes of $\mathcal{B}$ on $e$ is at most the expected number of mistakes of any structural algorithm on e.

From Claim 8, since we compute a lower bound on the expected number of mistakes of $\mathcal{A}$, we can assume that $\mathcal{A}$ always decides $e \in E\left(C_{2 n+1}\right)$ if $\operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}>\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}$ and $e \in E\left(C_{2 n+1}\right)$ otherwise. In case of equality, $\mathcal{A}$ choses uniformly at random between the two possibilities.

Again in the sake of computing a lower bound on the number of mistakes, we can also assume that $\mathcal{A}$ has extra information on $H$ and knows that $H=C_{2 n+1}$ (in particular, it knows that the degree in $H$ is 2), that $h^{(n)}$ is the harmonic distribution, and also knows all local links in $I$ except $\left\{x_{1}, x_{2}\right\},\left\{x_{3}, x_{4}\right\},\left\{x_{L-1}, x_{L}\right\}$. Hence, if $\mathcal{A}$ decides $e_{1} \notin H$, then $\left\{e_{2}, e_{3}\right\} \notin H$ from degree considerations (indeed, there is exactly one outgoing long range link at each node). Therefore

$$
\operatorname{Pr}\left\{G \mid e_{1} \notin C_{2 n+1}\right\}=\operatorname{Pr}\left\{G \mid\left\{e_{1}, e_{2}, e_{3}\right\} \cap E\left(C_{2 n+1}\right)=\emptyset\right\} .
$$

Let $\Omega_{I}$ be the probability space describing the set of the $L-3$ other long range links outgoing from I. A configuration $C \in \Omega_{I}$ can be written as $C=\left\{\left\{\left(\ell_{5}^{o}, \sigma_{5}^{o}\right), \mathcal{L}_{5}\right\}, \ldots,\left\{\left(\ell_{L-2}^{o}, \sigma_{L-2}^{o}\right), \mathcal{L}_{L-2}\right\}\right\}$ where for each $5 \leq i \leq L-2$ :

- $\ell_{i}^{o} \in\{0, \ldots n\}$ is the length of the long range link of $x_{i}$,
- $\sigma_{i}^{o} \in\{-1,+1\}$ is the direction of the long range link: it is equal to +1 if the link goes clockwise, and -1 otherwise,
- and $\mathcal{L}_{i}=\left\{\left(\ell_{i}^{1}, \sigma_{i}^{1}\right), \ldots,\left(\ell_{i}^{p_{i}}, \sigma_{i}^{p_{i}}\right)\right\}$ is the list of the lengths and directions of the $p_{i} \geq 0$ incoming long range links arriving at $x_{i}$.

Note that, for any long range link with its both extremities between $x_{5}$ and $x_{L-2}$, its probability of existence is unchanged whether the edges $e_{1}, e_{2}, e_{3}$ belong to $C_{2 n+1}$ or not. On the contrary, any long range link of a node $x_{i}$, for $5 \leq i \leq L-2$, that has length $\ell_{i}^{o}>L-i$ and direction $\sigma_{i}^{o}=+1$ has probability $1 /\left(2 H_{n}\left(\ell_{i}^{o}+2\right)\right)$ to exist if $e_{1}, e_{2}$ and $e_{3}$ are in $C_{2 n+1}$, and probability $1 /\left(2 H_{n} \ell_{i}^{o}\right)$ if $e_{1}, e_{2}$ and $e_{3}$ are not in $C_{2 n+1}$. Therefore, the probability of existence of the long range link of $x_{i}$ is greater when $e_{1}, e_{2}$ and $e_{3}$ are not in $C_{2 n+1}$, which is the event $\mathcal{E}_{I}$. Symmetrically, if the direction is $\sigma_{i}^{o}=-1$, and $\ell_{i}^{o}>i$, the probability of existence of $x_{i}$ 's long range link is $1 /\left(2 H_{n} \ell_{i}\right)$ if $e_{1}, e_{2}$ and $e_{3}$ are in $C_{2 n+1}$, and $1 /\left(2 H_{n}\left(\ell_{i}^{o}+2\right)\right)$ otherwise : the probability of existence is lower conditionally to $\mathcal{E}_{I}$ than to $\neg \mathcal{E}_{I}$. Informally, we deduce from these observations that, for any two configurations $C, \tilde{C} \in \Omega_{I}$ that are "symmetric" with respect to the middle of $\left\{x_{5}, \ldots, x_{L-2}\right\}, \mathcal{A}$ has to make a swap mistake on one of them. The idea of the proof is therefore to group such "symmetric" configurations in pairs in order to lower bound the expected number of swap mistakes by $1 / 2$ on each pair.

More formally, we say that two configurations $C=\left\{\left\{\left(\ell_{i}^{o}, \sigma_{i}^{o}\right), \mathcal{L}_{i}\right\}, 5 \leq i \leq L-2\right\}$ and $\tilde{C}=$ $\left\{\left\{\left(\tilde{\ell}_{i}^{o}, \tilde{\sigma}_{i}^{o}\right), \mathcal{L}_{i}^{\prime}\right\}, 5 \leq i \leq L-2\right\}$ are symmetric if and only if :

1. the long range contacts of outgoing long range links outgoing from $C$ or $\tilde{C}$ are not in $\left\{x_{2}, x_{3}, x_{L}, x_{L+1}\right\}$,
2. none of the origins of the long range contacts ingoing in $C$ or $\tilde{C}$ is $x_{L+1}$,
3. for all $0 \leq j \leq L-7,\left(\ell_{5+j}^{o}, \sigma_{5+j}^{o}\right)=\left(\tilde{\ell}_{L-2-j}^{o},-\tilde{\sigma}_{L-2+j}^{o}\right)$, and $\left(\ell_{5+j}^{m}, \sigma_{5+j}^{m}\right)=\left(\tilde{\ell}_{L-2-j}^{m},-\tilde{\sigma}_{L-2+j}^{m}\right)$ for any $\left(\ell_{5+j}^{m}, \sigma_{5+j}^{m}\right) \in \mathcal{L}_{5+j}$.

Note that, because of conditions 1 and 2, not all the configurations in $\Omega_{I}$ can be symmetrized. Let $\Omega_{I}^{s}$ be the set of configuration of $\Omega_{I}$ that can be symmetrized. Let $X_{I}$ be the random variable counting the number of swap mistakes done by $\mathcal{A}$ on $I$. We have:

$$
\mathbb{E}\left(X_{I} \mid \mathcal{E}_{I}\right)=\sum_{C \in \Omega_{I}} \mathbb{E}\left(X_{I} \mid \mathcal{E}_{I} \text { and } C\right) \cdot \operatorname{Pr}\{C\} \geq \sum_{C \in \Omega_{I}^{s}} \frac{1}{2} \cdot \operatorname{Pr}\{C\}
$$

since $\mathcal{A}$ makes at least one swap mistake for two symmetric configurations $C$ and $\tilde{C}$ in $\Omega_{I}^{s}$ on expectation. It remains to evaluate $\sum_{C \in \Omega_{I}^{s}} \operatorname{Pr}\{C\}$. A configuration $C=\left\{\left\{\left(\ell_{i}^{o}, \sigma_{i}^{o}\right), \mathcal{L}_{i}\right\}, 5 \leq i \leq\right.$ $L-2\}$ can be symmetrized if and only if: 1) for all $5 \leq i \leq L-2, \ell_{i}^{o} \notin\{i-2, i-3, L-i, L-i+1\}$, and 2) the long range contact of $x_{L+1}$ is not in $\left\{x_{5}, \ldots, x_{L-2}\right\}$. We get the following claim.
Claim $9 \sum_{C \in \Omega_{I}^{s}} \operatorname{Pr}\{C\} \geq e^{-(2 \log L) / H_{n}}$.
Thus, $\mathbb{E}\left(X_{I} \mid \mathcal{E}_{I}\right) \geq \frac{1}{2} e^{-2(\log L) / H_{n}} \geq \frac{1}{2 e}$, since $L \leq n$.
Let $X$ be the random variable counting the total number of swap mistakes of $\mathcal{A}$ on $G$. Let $I_{1}, I_{2}, \ldots, I_{\lfloor(2 n+1) / L\rfloor}$ be the largest set of adjacent and disjoint intervals of length $L$ on $C_{2 n+1}$. We have:

$$
\mathbb{E}(X) \geq \sum_{i=1}^{\lfloor(2 n+1) / L\rfloor} \mathbb{E}\left(X_{I_{i}}\right) \geq \sum_{i=1}^{\lfloor(2 n+1) / L\rfloor} \mathbb{E}\left(X_{I_{i}} \mid \mathcal{E}_{I_{i}}\right) \cdot \operatorname{Pr} \mathcal{E}_{I_{i}} \geq \sum_{i=1}^{\lfloor(2 n+1) / L\rfloor} \frac{1}{2 e} \cdot \frac{1}{\left(2 H_{n}\right)^{6} \cdot 3^{2} \cdot(L-2)^{4}}
$$

because $1 /\left(\left(2 H_{n}\right)^{6} \cdot 3^{2} \cdot(L-2)^{4}\right)$ is the probability of existence of the six long range links described in $\mathcal{E}_{I_{i}}$. Finally:

$$
\mathbb{E}(X) \geq \Omega\left(\frac{n}{L^{5} \log ^{6} n}\right)
$$

Specifically, taking $L=n^{\frac{1}{5}-\varepsilon}$ for some $0<\varepsilon<1 / 5$, we get $\mathbb{E}(X) \geq \Omega\left(n^{5 \varepsilon} / \log n\right)$, which means that $\mathcal{A}$ fails in detecting at least $\Omega\left(n^{5 \varepsilon} / \log n\right)$ links of length $\Theta\left(n^{\frac{1}{5}-\varepsilon}\right)$ on expectation, since one swap mistake of $\mathcal{A}$ on some interval means that the long range edges $e_{2}$ and $e_{3}$ of this interval have not been detected as long range links.
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## - Figure -



Figure 1: Configuration of the links $e_{1}, e_{2}$ and $e_{3}$ of $\mathcal{E}_{I}$ in the proof of Theorem 2.

## - Appendix -

## A Proof of Property 1

Let $H$ be the $2 n$-node graph consisting in a path $P$ of $n$ nodes $u_{1}, \ldots, u_{n}$ connected to a $d$ dimensional $\ell_{\infty}$-mesh $M$ of $n$ nodes. Precisely, $M$ is the $n$-node graph consisting of $k^{d}$ nodes labeled $\left(x_{1}, \ldots, x_{d}\right), x_{i} \in \mathbf{Z}_{k}$ for $1 \leq i \leq d$, where $k=n^{1 / d}$. Node $\left(x_{1}, \ldots, x_{d}\right)$ of $M$ is connected to all nodes $\left(x_{1}+a_{1}, \ldots, x_{d}+a_{d}\right)$ where $a_{i} \in\{-1,0,1\}$ for $1 \leq i \leq d$, and all operations are taken modulo $k$. Note that, by construction of $M$, the distance between any two nodes $x=\left(x_{1}, \ldots, x_{d}\right)$ and $y=\left(y_{1}, \ldots, y_{d}\right)$ is $\max _{1 \leq i \leq d} \min \left\{\left|y_{i}-x_{i}\right|, k-\left|y_{i}-x_{i}\right|\right\}$. Hence, the diameter of $M$ is $\left\lfloor n^{1 / d} / 2\right\rfloor$. Assume that $P$ is augmented using the harmonic augmenting distribution $h$, and $M$ is augmented using some augmenting distribution $\psi$. It is proved in [18] that, for any augmenting distribution $\psi$ for $M$, there is a pair $s_{0}, t_{0} \in V(M)$, with $2^{d-1}-1 \leq \operatorname{dist}\left(s_{0}, t_{0}\right) \leq 2^{d}$ such that the expected number of steps of greedy routing from $s_{0}$ to $t_{0}$ is at least $\Omega\left(2^{d}\right)$ whenever $d<\sqrt{\log n}$. Let $d=\sqrt{\log n} / 2$. To construct $H$, we connect the extremity $u_{n}$ of $P$ to the node $t_{0}$ of $M$ (see Figure 2). In $P$, we use a slight modification $\hbar$ of the harmonic distribution $h$ : $\hbar$ is exactly $h$ except at node $u_{1}$ where $\hbar_{u_{1}}\left(s_{0}\right)=1$ (i.e. for any trial of $\hbar$, the long range contact of $u_{1}$ is $s_{0}$ ). Consider the augmented graph model $(H, \hbar \cup \psi)$, and set $e=\left\{u_{1}, s_{0}\right\}$. In $(H, \hbar \cup \psi)$, greedy routing within $P$ takes $O\left(\log ^{2} n\right)$


Figure 2: Graph $H$ in the proof of Property 1.
expected number of steps [25]. Let $H^{\prime}=H \cup\{e\}$. We consider greedy routing using distances in $H^{\prime}$ between the two following sets:

$$
S=\left\{u_{2}, \ldots, u_{\sqrt{n}}\right\} \text { and } T=\left\{u_{n-\sqrt{n}}, \ldots, u_{n}\right\} .
$$

Hence, for any $s \in S$ and $t \in T$, the shortest path from $s$ to $t$ in $H^{\prime}$ goes through $e$. Indeed, their shortest path in $H$ is of length at least $n-2 \sqrt{n}$, while in $H^{\prime}$ it is of length at most $2 \sqrt{n}+$ $\operatorname{dist}\left(s_{0}, t_{0}\right)+2 \leq 2 \sqrt{n}+2^{\sqrt{\log n} / 2}+2$ using $e$, which is less than $n-2 \sqrt{n}$.

Let $\mathcal{B}=B_{H}\left(u_{n-\sqrt{n}}, 2 \sqrt{n}+n^{1 / d}\right)$. For any node $x \in S$, the probability that the long range contact of $x$ is in $\mathcal{B}$ is at most $O\left(\frac{1}{\sqrt{n} \cdot \log n}\right)$. Therefore, the expected number of steps required to find such a link in $S$ is at least $\Omega(\sqrt{n} \cdot \log n)$ which is larger than $|S|$. As a consequence, with constant probability, greedy routing from a node $s \in S$ to a node $t \in T$, using the distances in $H^{\prime}$, routes to $u_{1}$ and, from there to $s_{0}$. This implies that greedy routing from $s$ to $t$ will take at least as many steps as greedy routing from $s_{0}$ to $t_{0}$ within $(M, \psi)$, that is $\Omega\left(2^{\sqrt{\log n}}\right)$ expected number of steps, which is $\omega(\operatorname{polylog}(n))$.

## B Proofs of the claims

Proof of Claim 1. Let $D$ be the diameter of $H$ and $\Delta$ be the maximum degree of $H$.

$$
\begin{aligned}
Z_{u} & =\sum_{v \neq u} \frac{1}{\left|B_{H}(u, \operatorname{dist}(u, v))\right|}=\sum_{r=1}^{D} \frac{\left|B_{H}(u, r)\right|-\left|B_{H}(u, r-1)\right|}{\left|B_{H}(u, r)\right|}=\sum_{r=1}^{D}\left(1-\frac{\left|B_{H}(u, r-1)\right|}{\left|B_{H}(u, r)\right|}\right) \\
& \geq \sum_{r=1}^{D}\left(1-\frac{\left|B_{H}(u, r-1)\right|}{\left|B_{H}(u, r-1)\right|+1}\right)=\sum_{r=1}^{D} \frac{1}{\left|B_{H}(u, r-1)\right|+1},
\end{aligned}
$$

since $\left|B_{H}(u, r-1)\right| \leq\left|B_{H}(u, r)\right|-1$ for any $1 \leq r \leq D$. Moreover, since $H$ has maximum degree $\Delta,\left|B_{H}(u, r)\right| \leq \Delta^{r}$ for any $1 \leq r \leq D$. Therefore:

$$
Z_{u} \geq \sum_{r=1}^{D} \frac{1}{\Delta^{r-1}+1} \geq \frac{1}{2} \cdot \frac{1-(1 / \Delta)^{D}}{1-(1 / \Delta)}
$$

Since $2 \leq \Delta \leq n$, there exists $n_{0} \geq 1$ such that for any $n \geq n_{0}, \frac{1-(1 / \Delta)^{D}}{1-(1 / \Delta)} \geq \frac{1}{2}\left(1+\frac{1}{\Delta}\right) \geq \frac{1}{2}$. Finally, for any $n \geq n_{0}$ and for all $u \in G$

$$
Z_{u} \geq \frac{1}{4}
$$

Proof of Claim 2. Let $w \in V(H)$ and assume that $\{w, v\} \in H$. Since $\operatorname{dist}_{H}(u, w) \geq \operatorname{dist}_{H}(u, v)-$ $1 \geq \log ^{\beta+1} n-1$, and $d(v, w)=1$, we get that $B_{H}(w, \operatorname{dist}(w, u))$ contains at least $\left|N_{H}(v)\right|+$ $\log ^{\beta+1} n-2$ nodes. Therefore, the probability that $u$ is the long range contact of $w$ is at most:

$$
\frac{1}{Z_{\min }} \cdot \frac{1}{\left|N_{H}(v)\right|+\operatorname{dist}_{H}(u, w)-2} \leq \frac{4}{\left|N_{H}(v)\right|+\log ^{\beta+1} n-2}
$$

The probability that $u$ and $v$ have at least $c \cdot n$ neighbors in common in $G$ is at most the probability that there are $k_{1}$ of the nodes $w \in N_{H}(v)$ such that the long range contact of $w$ is $u$ and $k_{2}$ nodes $w \in N_{H}(u)$ such that the long range contact $w$ is $v$, with $k_{1}+k_{2} \geq c \cdot n-2$. Using the previous upper bound on the probability of each of these events, we get that $\operatorname{Pr}\left\{X_{e}=1\right\}$, i.e. the probability for $e$ to survive, is at most:

$$
\begin{aligned}
& \sum_{k_{1}, k_{2} \geq 0, k_{1}+k_{2} \geq c \cdot n-2}\binom{\left|N_{H}(v)\right|}{k_{1}}\binom{\left|N_{H}(u)\right|}{k_{2}} \prod_{j=1}^{k_{1}} \frac{4}{\left|N_{H}(v)\right|+\log ^{\beta+1} n-2} \prod_{i=1}^{k_{2}} \frac{4}{\left|N_{H}(u)\right|+\log ^{\beta+1} n-2} \\
& \leq \frac{1}{\left[\left(\log ^{\beta+1} n-2\right) /(4 N)\right]^{c \cdot n-2}} \sum_{k_{1}, k_{2} \geq 0, k_{1}+k_{2} \geq c \cdot n-2}\binom{\left|N_{H}(v)\right|}{k_{1}}\binom{\left|N_{H}(u)\right|}{k_{2}} \frac{1}{\left|N_{H}(v)\right|^{k_{1}}} \frac{1}{\left|N_{H}(u)\right|^{k_{2}}}
\end{aligned}
$$

where $N=\max \left\{\left|N_{H}(u)\right|,\left|N_{H}(v)\right|\right\}$. Since the maximum degree is $\Delta=O\left(\log ^{\beta} n\right)$ and $N \leq \Delta$, we have $\left(\left(\log n^{\beta+1}-2\right) /(4 N)\right)^{-1} \leq 8 / \log n$. Moreover, for any $a \geq \in \mathbb{N}$, since $a!/(a-b)!\leq a^{b}$, we have $\binom{a}{b} \frac{1}{a^{b}} \leq \frac{1}{b!}$. Finally, we get that $\operatorname{Pr}\left\{X_{e}=1\right\}$ is at most:

$$
\frac{1}{(\log n / 8)^{c \cdot n-2}} \sum_{k_{1}, k_{2} \geq 0, k_{1}+k_{2} \geq c \cdot n-2} \frac{1}{k_{1}!k_{2}!} \leq \frac{1}{(\log n / 8)^{c \cdot n-2}} \sum_{i \geq c \cdot n-2} \frac{2^{i}}{i!} \leq \frac{\mathcal{O}(1)}{(\log n / 8)^{c \cdot n-2}} \leq \frac{1}{n}
$$

for $n$ large enough, since $c>\Omega\left(\frac{\log n}{n \log \log n}\right)$.

Proof of Claim 3. The variables $Y_{e}, e \in \mathcal{S}$, are i.i.d., and $\mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}=|\mathcal{S}| / n \leq 1$. From Chernoff's inequality, we get, for any $\delta>0$ :

$$
\begin{aligned}
\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>(1+\delta) \cdot \mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}\right\} & <\left(\frac{e^{\delta}}{(1+\delta)^{(1+\delta)}}\right)^{\mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}} \\
& =n^{-((1+\delta) \log (1+\delta)-\delta \log e)) \frac{\mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}}{\log n}}
\end{aligned}
$$

Let $(1+\delta)=\frac{\log ^{2 \beta+1} n}{\Delta^{2}} \cdot \frac{1}{\mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}}$. Note that $(1+\delta) \geq \log n / \mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\} \geq \log n$, then $\delta \log e \leq$ $(\delta+1) \log (\delta+1) / 2$ for $n \geq n_{1}$ for some $n_{1}>0$. Therefore:

$$
\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>(1+\delta) \cdot \mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}\right\}<n^{-\frac{1}{2} \log (1+\delta)} \leq n^{-\frac{1}{2} \log \log n} \leq \frac{1}{n}
$$

Finally:

$$
\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>\log ^{2 \beta+1} n / \Delta^{2}\right\}=\operatorname{Pr}\left\{\sum_{e \in \mathcal{S}} Y_{e}>(1+\delta) \cdot \mathbb{E}\left\{\sum_{e \in \mathcal{S}} Y_{e}\right\}\right\} \leq \frac{1}{n} .
$$

## Proof of Claim 4.

$$
\begin{aligned}
Z_{u} & =\sum_{v \neq u} \frac{1}{\left|B_{H}\left(u, \operatorname{dist}_{H}(u, v)\right)\right|}=\sum_{r=1}^{D} \frac{\left|B_{H}(u, r)\right|-\left|B_{H}(u, r-1)\right|}{\left|B_{H}(u, r)\right|} \\
& =\sum_{i=1}^{\log (D+1)} \sum_{k=2^{i-1}}^{2^{i}-1} \frac{\left|B_{H}(u, k)\right|-\left|B_{H}(u, k-1)\right|}{\left|B_{H}(u, k)\right|} \\
& \leq \sum_{i=1}^{\log (D+1)} \frac{1}{\left|B_{H}\left(u, 2^{i-1}\right)\right|} \sum_{k=2^{i-1}}^{2^{i}-1}\left(\left|B_{H}(u, k)\right|-\left|B_{H}(u, k-1)\right|\right) \\
& \leq \sum_{i=1}^{\log (D+1)} \frac{\left|B_{H}\left(u, 2^{i}-1\right)\right|}{\left|B_{H}\left(u, 2^{i-1}\right)\right|}-1 \leq \sum_{i=1}^{\log (D+1)}\left(2^{\alpha}-1\right) \leq 2^{\alpha} \log n .
\end{aligned}
$$

Proof of Claim 5. We have $B_{H}\left(u_{j}, r / 2\right) \subseteq B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$. Therefore, the probability for $L(x)$ to lie in $B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$ is at least the probability to lie in $B_{H}\left(u_{j}, r / 2\right)$. Moreover, the largest distance in $H$ from $x$ to a node in $B_{H}\left(u_{j}, r / 2\right)$ is at most $\log ^{\beta+1} n \cdot(3 r / 2)$, because the stretch is at most $\log ^{\beta+1} n$ in $H^{\prime \prime}$. It follows:

$$
\operatorname{Pr}\left\{L(x) \in B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)\right\} \geq \frac{1}{Z_{\max }} \cdot \frac{\left|B_{H}\left(u_{j}, r / 2\right)\right|}{\left|B_{H}\left(x, \log ^{\beta+1} n \cdot(3 r / 2)\right)\right|}
$$

On the other hand $B_{H}\left(x, \log ^{\beta+1} n \cdot(3 r / 2)\right) \subseteq B_{H}\left(u_{j}, \log ^{\beta+1} n \cdot(5 r / 2)\right)$. And from the expanding dimension $\alpha$ of $H$ we get:

$$
\left|B_{H}\left(u_{j}, \log ^{\beta+1} n \cdot(5 r / 2)\right)\right| \leq 2^{\alpha(\log 5+(\beta+1) \log \log n)}\left|B_{H}\left(u_{j}, r / 2\right)\right| .
$$

Finally:

$$
\operatorname{Pr}\left\{L(x) \in B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)\right\} \geq \frac{1}{Z_{\max }} \cdot \frac{1}{2^{3 \alpha} \log ^{\alpha(\beta+1)} n}=\frac{1}{2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n} .
$$

Assume that the event " $L(x) \in B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$ " occurs. Suppose for the purpose of contradiction that the next step of greedy routing is the node $y$ with $y \notin B_{H^{\prime \prime}}\left(u_{j}, r / 2\right)$. From greedy routing strategy, it must be that $\operatorname{dist}_{H^{\prime}}(y, t) \leq \operatorname{dist}_{H^{\prime}}(L(x), t)$. Since $x$ has only one long range link, $y$ has to be a neighbor of $x$ in $H$. Therefore, $\operatorname{dist}_{H}(x, y)=1=\operatorname{dist}_{H^{\prime \prime}}(x, y)$. Moreover, since $j$ is the concerned index for $x, y$ has to be on the shortest path in $H^{\prime \prime}$ from $x$ to $u_{j}$ (otherwise $y$ would be further from $t$ than $x$ in $H^{\prime}$ ). We have:

$$
\begin{aligned}
\operatorname{dist}_{H^{\prime}}(y, t) \geq \operatorname{dist}_{H^{\prime}}(x, t)-1 & =\operatorname{dist}_{H^{\prime \prime}}(x, y)+\operatorname{dist}_{H^{\prime \prime}}\left(y, u_{j}\right)+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right) \\
& >r / 2+1+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right) .
\end{aligned}
$$

On the other hand, we have $\operatorname{dist}_{H^{\prime}}(L(x), t) \leq r / 2+1+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right)$, and therefore we obtain that $\operatorname{dist}_{H^{\prime}}(L(x), t)<\operatorname{dist}_{H^{\prime}}(y, t)$. This is in contradiction with greedy routing strategy and concludes the proof of the claim.

Proof of Claim 6. Since $\tau^{\prime}>\tau$, greedy routing strategy enforces that $\operatorname{dist}_{H^{\prime}}\left(x^{\prime}, t\right)<\operatorname{dist}_{H^{\prime}}(x, t)$. On the other hand, by definition of the concerned index we have:

$$
\begin{aligned}
& \quad \operatorname{dist}_{H^{\prime}}(x, t)=\operatorname{dist}_{H^{\prime \prime}}\left(x, u_{j}\right)+1+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right) \leq r+1+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right) \\
& \text { and } \operatorname{dist}_{H^{\prime}}\left(x^{\prime}, t\right)=\operatorname{dist}_{H^{\prime \prime}}\left(x^{\prime}, u_{j}\right)+1+\operatorname{dist}_{H^{\prime}}\left(v_{j}, t\right),
\end{aligned}
$$

therefore $\operatorname{dist}_{H^{\prime \prime}}\left(x^{\prime}, u_{j}\right) \leq r$ and thus $x^{\prime} \in B_{H^{\prime \prime}}\left(u_{j}, R\right)$.
Proof of Claim 7. At any step $\tau$, we have for any $0 \leq j \leq k$ :

$$
\begin{equation*}
\operatorname{Pr}\left\{\mathcal{E}_{j}^{i-1}(\tau+1) \mid \mathcal{E}_{j}^{i}(\tau) \text { and } j \text { is the concerned index at step } \tau\right\} \geq 1 /\left(2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n\right) . \tag{1}
\end{equation*}
$$

Indeed, from Claim 6, if $\mathcal{E}_{j}^{i}(\tau)$ and if $j$ is the concerned index at the current step, then the current node $x$ satisfies $\operatorname{dist}_{H^{\prime \prime}}\left(x, u_{j}\right) \leq 2^{i}$ and we can apply Claim 5 which provides the above inequality.

For any fixed $j$, from Equation 1, if there exist $i>0$ and $\tau>0$ such that $\mathcal{E}_{j}^{i}(\tau)$ occurs, then greedy routing does not perform more than $2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n$ steps on expectation before $\mathcal{E}_{j}^{i-1}\left(\tau^{\prime}\right)$ occurs for some $\tau^{\prime}>\tau$. Besides, since every step $\tau>0$ has a concerned index, after at most $(k+1) \cdot 2^{4 \alpha} \log ^{1+\alpha(\beta+1)} n$ steps on expectation, there must exist one index $j$ for which $\mathcal{E}_{j}^{i-1}\left(\tau^{\prime}\right)$ occurs for some $\tau^{\prime}>0$. This conclude the proof of the claim.

Proof of Claim 8. Let $\mathcal{B}^{\prime}$ be some structural algorithm, and let $\alpha \in[0,1]$ such that $\mathcal{B}^{\prime}$ decides $e \in E\left(C_{2 n+1}\right)$ with probability $\alpha$ and $e \notin E\left(C_{2 n+1}\right)$ with probability $1-\alpha . \mathcal{B}^{\prime}$ makes a mistake on $e$ if $e \in E\left(C_{2 n+1}\right)$ while it decides $e \notin E\left(C_{2 n+1}\right)$ or vice versa. On expectation, such a mistake occurs

$$
\alpha \cdot \operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}+(1-\alpha) \cdot \operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\} \text { times. }
$$

If $\operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}>\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}$, this number is strictly greater than $\operatorname{Pr}\{G \mid e \notin$ $\left.E\left(C_{2 n+1}\right)\right\}$. But in this case, $\mathcal{B}$ makes $\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}$ mistakes on $e$ on expectation. Similarly, if $\operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}<\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}, \mathcal{B}$ makes strictly less mistakes on expectation. Finally, if $\operatorname{Pr}\left\{G \mid e \in E\left(C_{2 n+1}\right)\right\}=\operatorname{Pr}\left\{G \mid e \notin E\left(C_{2 n+1}\right)\right\}$, the expected number of mistakes of $\mathcal{B}^{\prime}$ is one while the one of $\mathcal{B}$ is $1 / 2$. We conclude that the expected number of mistakes of $\mathcal{B}^{\prime}$ is larger than the one of $\mathcal{B}$ on $e$.

## Proof of Claim 9.

$$
\begin{aligned}
\sum_{C \in \Omega_{I}^{s}} \operatorname{Pr}\{C\} & \geq\left(1-\frac{H_{L-3}}{2 H_{n}}\right) \prod_{5 \leq i \leq L-2}\left(1-\frac{1}{2 H_{n}}\left(\frac{1}{i-2}+\frac{1}{i-3}+\frac{1}{L-i}+\frac{1}{L-i+1}\right)\right) \\
& \geq\left(1-\frac{\log (L-3)}{\log n}\right) \prod_{5 \leq i \leq L-2}\left(1-\frac{1}{H_{n}}\left(\frac{1}{i-2}+\frac{1}{L-i}\right)\right)
\end{aligned}
$$

Then, for $n$ large enough,

$$
\begin{aligned}
\ln \left(\sum_{C \in \Omega_{I}^{s}} \operatorname{Pr}\{C\}\right) & \geq-\frac{1}{2} \frac{\log (L-3)}{\log n}-\frac{1}{2} \frac{1}{H_{n}} \sum_{5 \leq i \leq L-2}\left(\frac{1}{i-2}+\frac{1}{L-i}\right) \\
& \geq-\frac{2 \log L}{H_{n}} .
\end{aligned}
$$

## C Graphs of bounded doubling dimension

In this section, we briefly sketch how the results for graphs of bounded expanding dimension given in Theorem 1 can be extended to graphs of bounded doubling dimension.

Definition 5 A graph $G$ is $\left(q_{0}, \alpha\right)$-doubling if and only if, for any node $u \in V(G)$, and for any $r>0$, we have: $\left|B_{G}(u, r)\right| \geq q_{0} \Rightarrow \exists W \subseteq V(G),|W| \leq 2^{\alpha}, B_{G}(u, 2 r) \subseteq \bigcup_{w \in W} B_{G}(w, r)$. In the bulk of this paper, we will set $q_{0}=O(1)$, and refer to $\alpha$ as the doubling dimension of $G$.

It is easy to check that if $G$ has $\left(q_{0}, \alpha\right)$-expansion then $G$ is $\left(q_{0}, 4 \alpha\right)$-doubling (see e.g. [19]). The reverse is not true in general, except by providing to the nodes appropriate positive weights. More precisely, let us define the expansion of a node-weighted graph as in Definition 4 where the cardinality of a ball is replaced by the sum of the weights of its nodes. The following lemma is folklore (see e.g., [20, 21]).
Lemma 2 If $G$ has $\left(q_{0}, \alpha\right)$-expansion then $G$ is $\left(q_{0}, 4 \alpha\right)$-doubling. If $G$ is $\left(q_{0}, \alpha^{\prime}\right)$-doubling, then there exists a function $\mu: V(G) \rightarrow \mathbf{R}^{+}$such that the node-weighted graph $(G, \mu)$ has $\left(q_{0}, 13 \alpha^{\prime}\right)$ expansion. Moreover, the weights $\{\mu(u), u \in V(G)\}$ can be computed in polynomial time. We say that $\mu$ is a doubling measure for $G$.

Using the weights introduced in Lemma 2, one can extend Definition 2: an augmenting distribution $\varphi$ of a node-weighted graph $\langle H, \mathbf{w}\rangle$ is $\mathbf{w}$-density-based if and only if $\varphi_{u}(u)=0$, and for every two distinct nodes $u$ and $v$ of $H$,

$$
\varphi_{u}(v)=\frac{1}{W_{u}} \frac{1}{\sum_{x \in B_{H}\left(u, \operatorname{dist}_{H}(u, v)\right)} \mathbf{w}(x)}
$$

where $W_{u}=\sum_{w \neq u}\left(1 / \sum_{x \in B_{H}\left(u, \operatorname{dist}_{H}(u, w)\right)} \mathbf{w}(x)\right)$ is the normalizing coefficient. Using these concepts, Theorem 1 can easily be extended to the following.

Theorem 3 Let $G=(H, \varphi)$ be such that (a) H has clustering $c \geq \Omega\left(\frac{\log n}{n \log \log n}\right)$, (b) $H$ is $\left(q_{0}, \alpha\right)$ doubling $2<q_{0} \leq O(1)$, (c) h has maximum degree $\Delta=O\left(\log ^{\beta} n\right)$ for some $\beta \geq 1$, and (d) $\varphi$ is $\mathbf{w}$-density based, where $\mathbf{w}$ is a doubling measure for $H$. Algorithm EXTRACT outputs a partition $\left(H^{\prime}, R^{\prime}\right)$ of $E(G)$ such that $E(H) \subseteq H^{\prime}$ and for any source-target pair $(s, t) \in V(G) \times V(G)$, the expected number of steps of greedy routing in $G$ using the distance metric of $H^{\prime}$ is at most $O\left(\log ^{4+4 \beta+13 \alpha(\beta+1)} n\right)$.


[^0]:    *This work was partially done while the third author was visiting University Paris 7 at LIAFA. Additional support by University Paris 7 .

[^1]:    ${ }^{1}$ By adding $k_{u} \geq 1$ long range links to node $u$, for every $u \in V(H)$, instead of just one, with $\operatorname{Pr}\left(k_{u}=k\right) \sim 1 / k^{\alpha}$ for some $\alpha>1$, the model can also capture the scale-free property. For the sake of simplicity however, we will just assume $k_{u}=1$ for every $u \in V(H)$.

[^2]:    ${ }^{2}$ The notation $d(n) \in \omega(f(n))$ for some functions $f$ and $d$ means that $d(n) / f(n)$ tends to infinity when $n$ goes to the infinity.

[^3]:    ${ }^{3}$ The interested reader can find the details in Section C of the Appendix.

