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Abstract: The security of lattice-based cryptosystems such as NTREH @nd Ajtai-Dwork essen-
tially relies upon the intractability of computing a shatt@on-zero lattice vector and a closest lattice
vector to a given target vector in high dimensions. The bigstrighms for these tasks are due to Kan-
nan, and, though remarkably simple, their complexity estén have not been improved since more
than twenty years. Kannan’s algorithm for solving the sksirtzector problem is in particular crucial
in Schnorr’s celebrated block reduction algorithm, on \latace based the best known attacks against
the lattice-based encryption schemes mentioned aboveerskadding precisely Kannan’s algorithm
is of prime importance for providing meaningful key-sizesthis paper we improve the complexity
analyses of Kannan’s algorithms and discuss the posgibilimproving the underlying enumeration
strategy.
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Amélioration de I'analyse de I'algorithme de Kannan pour leprobléme
du vecteur le plus court

Résumé : La sécurité des cryptosystémes basés sur les réseaux,Tield, N GGH, ou encore Ajtai-
Dwork, repose essentiellement sur la difficulté a calcutevecteur non nul le plus court, ou le plus
proche d'un vecteur cible donné, en grande dimension. Lédtenms algorithmes pour accomplir ces
taches sont dus a Kannan, et, en dépit de leur grande sitéplianalyse de leur complexité n’a pas été
améliorée depuis plus de 20 ans. L'algorithme de Kannanmgsaudre le probleme du vecteur le plus
court est particulierement critique dans le célébre algare de Schnorr pour la réduction par blocs,
sur lequel sont basées les meilleures attaques contrenémsas de chiffrement utilisant les réseaux
mentionnées précédemment. Comprendre précisément ldedr@dple I'algorithme de Kannan est
donc crucial pour déterminer des tailles de clé pertineriiems ce travail, nous améliorons les
analyses de complexité des algorithmes de Kannan, et discla possibilité d’améliorer la stratégie
d’énumération sous-jacente.

Mots-clés : Réduction des réseaux, analyse de complexité, cryptosgstbasés sur les réseaux
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1 Introduction

A lattice L is a discrete subgroup of soni'. Such an object can always be represented as the set
of integer linear combinations of no more thanvectorsby, ..., b,. If these vectors are linearly
independent, we say that they are a basis of the laflicEhe most famous algorithmic problem
associated with lattices is the so-called Shortest VeatoblPm (SVP). Its computational variant is

to find a non-zero lattice vector of smallest Euclidean lergt this length being the minimum(L)

of the lattice — given a basis of the lattice. Its decisionatiant is known to be NP-hard under
randomised reductionf][2], even if one only asks for a vestaorse length is no more thaosd)'

times the length of a shortest vectpr][12] (for any 0).

SVP is of prime importance in cryptography since a now quitge family of public-key cryp-
tosystems rely more or less on it. The Ajtai-Dwork cryptaeys [4] relies oni¢-SVP for some: > 0,
where f(d)-SVP is the problem of finding the shortest non-zero vectathe lattice L, knowing
that it is unique in the sense that any vector that is of lemegh thanf(d) - \(L) is parallel to it.
The GGH cryptosysteni [11] relies on special instances o€llesest Vector Problem (CVP), a non-
homogeneous version of SVP. Finally, one strongly susphetsin NTRU [I}] — the only realistic
lattice-based cryptosystem nowadays, the private key eareédd on the coordinates of a shortest
vector of the Coppersmith-Shamir lattidd [8]. The best knayeneric attacks on these encryption
schemes are based on solving SVP. It is therefore highly itapbto know precisely what complex-
ity is achievable, both in theory and practice, in partictideselect meaningful key-sizes.

In practice, when one wants to obtain good approximationtheflattice minimum, one uses
Schnorr’s block-based algorithn{s [p3,24]. These algorithuse internally either Kannan’s algorithm,
or the lattice point enumeration procedure on which it eelihis is by far the most time-consuming
part of these algorithms. In fact, the corresponding reutim Shoup’s NTL [[25] relies on a much
slower algorithm described ifi [p429(*) instead ofd®(4). The problem is that the enumeration is
performed on a basis which is not sufficiently pre-procegsedly LLL-reduced). It works well in
low dimension, but it can be checked that it is sub-optimanein moderate dimensions (say 40):
the efficiency gap between enumerating from an LLL-reduaisband from an HKZ-reduced basis
shows that there is much room for improving the strategy 4f [ pre-processing the basis before
starting the enumeration.

Two main algorithms are known for solving SVP. The first onbich is deterministic, is based on
the exhaustive enumeration of lattice points within a sroatfivex set. It is known as Fincke-Pohst’s
enumeration algorithn]9] in the algorithmic number thecoynmunity. In the cryptography commu-
nity, it is known as Kannan’s algorithn [16], which is quitenflar to the one of Fincke and Pohst.
There are two main differences between both: firstly, in Karmalgorithm, a long pre-computation
on the basis is performed before starting the enumeratimeps; secondly, Kannan enumerates points
in a hyper-parallelepiped whereas Fincke and Pohst do it imyper-ellipsoid contained in Kannan'’s
hyper-parallelepiped — though it may be that Kannan chosdayiper-parallelepiped in order to sim-
plify the complexity analysis. Kannan obtainedi& °(¢) complexity bound (in all the complexity
bounds mentioned in the introduction, there is an implididtiplicative factor that is polynomial in
the bit-size of the input). In 1985, Helfrich [1L3] refined Kem'’s analysis, and obtainedi# 2+(¢)
complexity bound. On the other hand, Ajtai, Kumar and Sivaau [$] described a probabilistic al-
gorithm of complexity2©(4). The best exponent constant is likely to be small. Nevesd®lunless a
breakthrough madification is introduced, this algorithrbasind to remain impractical even in moder-
ate dimension since it also requires an exponential spatea&i2? in dimensiond). On the contrary,
the deterministic algorithm of Kannan requires a polyndrsjece.
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4 Guillaume Hanrot, Damien Stehlé

Our main result is to lower Helfrich’s complexity bound onnen’s algorithm, fromis+o(d)
A0 to dze+od  g0-184d+o(d) This may explain why Kannan’'s algorithm is tractable even i
moderate dimensions (higher th&®). Our analysis can also be adapted to Kannan'’s algorithin tha
solves the Closest Vector Problem: it decreases Helfrigisplexity bound fromto(4) tg ¢4/2+o(d),
The complexity improvement on Kannan's SVP algorithm digeprovides better worst-case effi-
ciency/quality trade-offs in Schnorr’s block-based aitjons [23[24,10].

It must be noted that if one follows our analysis step by stee,derivedo(d) may be large
when evaluated for some practicalthe constants hidden in the(d)” are improvable (for some of
them it may be easy, for others it is probably much harder) effiart was made to improve them,
and we believe that it would have complicated the proof witblévant details. In fact, most of our
analysis consists of estimating the number of lattice goiithin convex bodies, and showing that the
approximation by the volume is valid. By replacing this diization by heuristic volume estimates,
one obtains very small heuristic hidden constants.

Our complexity improvement is based on a fairly simple ideis.equivalent to generate all lattice
points within a ball and to generate all integer points witdun ellipsoid (consider the ellipsoid defined
by the quadratic form naturally associated with the givéticka basis). Fincke and Pohst noticed that
it was more efficient to work with the ellipsoid than to coreic parallelepiped containing it: indeed,
when the dimension increases, the ratio of the two volumeslkshto0 very quickly. Amazingly, in his
analysis, instead of considering the ellipsoid, Kannambisuthe volume of the parallelepiped. Using
rather involved technicalities, we bound the volume of thipsoid (in fact, the number of integer
points within it). Some parts of our proof could be of indeglent interest. For example, we show that
for any Hermite-Korkine-Zolotarev-reduced (HKZ-reduded short) lattice basi$by, ..., by), and
any subsef of {1,...,d}, we have:

1Bl gin (s )
[Lie 151

where (b} )< is the Gram-Schmidt orthogonalisation of the bdsis . . ., by). This inequality gen-
eralises the results df 23] on the quality of HKZ-reduceddsa

ROAD-MAP OF THE PAPER. In Section[ R, we recall some basic definitions and propedielattice
reduction. Sectiofl 3 is devoted to the description of Katsnalgorithm and Sectiofj 4 to its complex-
ity analysis. In Sectiof] 5, we give without much detail olnlisig result on CVP, as well as very direct
consequences of our result for Schnorr’s block-based ithgas.

NOTATION. All logarithms are natural logarithms, i.éog(e) = 1. Let|| - || and(-, -) be the Euclidean
norm and inner product dR™. Bold variables are vectors. We use the bit complexity modlbe
notationP(n1,...,n;) means(n; - ... - n;)¢ for some constant > 0. If x is real, we denote by |

a closest integer to it (with any convention for making itqureé) and we define the centred fractional
part{z} asz — |x|. We use the notation fréc) to denote the classical fractional part«gfi.e., the
quantityz — |z |. Finally, for any integers andb, we defin€]a, b] as|a, b] N Z.

2 Background on Lattice Reduction

We assume the reader is familiar with the geometry of numédneddts algorithmic aspects. Complete
introductions to Euclidean lattices algorithmic problecas be found in[[30] and T22].

Gram-Schmidt orthogonalisation. Let bq,...,by; be linearly independent vectors. Th&iram-
Schmidt orthogonalisatiogGSO)b7, . . ., b} is the orthogonal family defined recursively as follows:

INRIA



Improved Analysis of Kannan’s Shortest Lattice Vector Algm 5

the vectorb; is the component of the vectd; which is orthogonal to the linear span of the vec-

b;,b .
torsby,...,b;—1. We haveb; = b; — ZJ 1,u”bj wherep; ; = <||b*||32>. Fori < dwe letyu;; = 1.
Notice that the GSO family depends on the order of the vedlfjlhe]bi’s are integer vectors, thg’s
and they; ;'s are rational.

Lattice volume. The volume of a latticd. is defined aslet(L) = Hle ||br ||, where theb;’s are any
basis ofL. It does not depend on the choice of the basi& aihd can be interpreted as the geometric
volume of the parallelepiped naturally spanned by the hasitors.

Minimum and SVP. Another important lattice invariant is the minimum. ThenimumA\(L) is the
radius of the smallest closed ball centred at the originaiaimtg at least one non-zero lattice vec-
tor. The most famous lattice problem is thleortest vector problem\e give here its computational
variant: given a basis of a lattide, find a lattice vector whose norm is exacNyL).

CVP. We give here the computational variant of tiesest vector problengiven a basis of a latticé
and a target vector in the real spanioffind a closest vector af to the target vector.

The volume and the minimum of a lattice cannot behave indigetly. Hermite [[14] was the

first to bound the ratlowt(% as a function of the dimension only, but his bound was later on

greatly improved by Minkowski in hiSeometrie der Zahlefd]. Hermite’s constanty, is defined

as the supremum ovedrdimensional latticed, of the ratio%. In particular, we have,; < %
(see [1B]), which we will refer to ablinkowski’s theoremUnfortunately, the proof of Minkowski’s

theorem is not constructive. In practice, one often staits alattice basis, and tries to improve its
quality. This process is called lattice reduction. The musstal ones are probably the LLL and HKZ

reductions. Before defining them, we need the concept ofrsidection.

Size-reduction. A basis (b1, ..., by) is size-reducedf its GSO family satisfiegy; ;| < 1/2 for
all <j<i<d.

HKZ-reduction. A basis(by,...,by) is said to beHermite-Korkine-Zolotarev-reduceiflit is size-
reduced, the vectds;, reaches the first lattice minimum, and the projections of(th&>2's orthog-
onally to the vectob; are an HKZ-reduced basis. The following immediately fokofrom this def-
inition and Minkowski’'s theorem. It is the sole property ofiKEreduced bases that we will use:

Lemma 1. If (by,...,b,) is HKZ-reduced, then for any< d, we have:

_1
d—it+1

o7 < /<2 T e

j>i

HKZ-reduction is very strong, but very expensive to comp@e the contrary, LLL-reduction is
fairly cheap, but an LLL-reduced basis is of much lower dyali

LLL-reduction [{7]. A basis(by,...,by) is LLL-reducedf it is size-reduced and if its GSO satisfies
the (d — 1) Lovasz conditions? - [|b7_, [|* < [|b% + sxe—1b7:_,||*. The LLL-reduction implies that
the norms||b7 |, ..., ||b}| of the GSO vectors never drop too fast: intuitively, the vestare not far
from being orthogonal. Such bases have useful properiesptoviding exponential approximations
to SVP and CVP. In particular, their first vector is relativshort. More precisely:

RR n° 0123456789



6 Guillaume Hanrot, Damien Stehlé

Theorem 1 ([1T]).Let (by,...,by) be an LLL-reduced basis of a lattide. Then we havélb, || <

295 . (det L)'/¢. Moreover, there exists an algorithm that takes as input setyof integer vectors
and outputs in deterministic polynomial time an LLL-rediibasis of the lattice they span.

In the following, we will also need the fact that if the set @fctors given as input to the LLL
algorithm starts with a shortest non-zero lattice vecteentthis vector is not changed during the
execution of the algorithm: the output basis starts withsidame vector.

3 Kannan’s SVP Algorithm

Kannan's SVP algorithn{ [16] relies on multiple calls to tleecalled short lattice points enumeration
procedure. The latter aims at computing all vectors of argiattice that are in the hyper-sphere
centred ind and some prescribed radius. Variants of the enumeratiaeguwe are described ifj [1].

3.1 Short Lattice Points Enumeration

Let (by,...,b,) be a basis of a latticd, C Z™ and letA € Z. Our goal is to find all lattice
vectors "% | z;b; of squared Euclidean normi A. The enumeration works as follows. Suppose
that ||, 2;bi]|* < A for some integerse;’s. Then, by considering the components of the vec-
tor ). x;b; on each of thé}’s, we obtain:

(xa)” - |||

(Za—1 + pad_124)” - b1

A,
A~ (zq)” - 107,

VANVAN

2

d
zit Y pyary | 057 <
Jj=i+1 Jj=i+1

d
A=>"1,
j=2

A
S
|
M=~

2

d
w4 Y ey |- llo
=2

IN

wherel; = (z; +>_,-; zipiq)? - ||bf|?. The algorithm of Figur§]1 mimics the equations above. It
is easy to see that the bit-cost of this algorithm is boundetheé number of loop iterations times a
polynomial in the bit-size of the input. We will prove thattfife input basigb;, . .., b,) is sufficiently

reduced and ifd = ||b||?, then the number of loop iterationsds: (@)

3.2 Solving SVP

To solve SVP, Kannan provides an algorithm that computes +tficed bases, see Figlife 2. The
cost of the enumeration procedure dominates the overalbomsmostly depends on the quality (i.e.,
the slow decrease of thg;||’s) of the input basis. The main idea of Kannan’s algorithnthiss to
spend a lot of time pre-computing a basis of excellent quaktfore calling the enumeration proce-
dure. More precisely, it pre-computes a basis which sagisffie following definition:

Definition 1 (Quasi-HKZ-Reduction). A basis(by, ..., by) is quasi-HKZ-reduced if it is size-red-
uced, if||b5]| > ||b3||/2 and if once projected orthogonally ta, the otherb;’s are HKZ-reduced.

INRIA
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Input: An integral lattice basi¢b, ..., bs), a boundA € Z.
Output: All vectors inL(bq, ..., bg) that are of squared norrd A.
1. Compute the rational; ;'s and||b} ||*’s.

2.2:=0,1:=0, S:=0.

3.7:=1. While: < d, do

4. li=(z+ 30, w0712

5. Ifi=1andy{_,l; < A, thenS:=S U {x}, z1:=z1 + 1.

6. Ifizland} ;. ;l; <A, then
7

8

9.

.y [A-Y 0.ty
=i — 1, z;:= [f > isi(@imgi) — W—‘ .

If iji l; > A, theni:=i + 1, z;:=x; + 1.
ReturnsS.

Fig. 1. The Enumeration Algorithm.

Input: An integer lattice basiéb1, ..., bq).

Output: An HKZ-reduced basis of the same lattice.

1. LLL-reduce the basiébs, ..., bq).

2. Do

3. Compute the projection(®;);>» of theb;'s orthogonally tob; .
4. HKZ-reduce théd — 1)-dimensional basigbs, . . ., b}).

5. Extend the obtaine(b;);>2’s into vectors ofL by adding to them rationa|
multiples ofbs, in such a way that we havg; 1| < 1/2 for anys > 1.

6. While (b, ..., bq) is not quasi-HKZ-reduced.

7. Call the enumeration procedure to find all lattice vectasigngth < ||b+||.
Let by be a shortest non-zero vector among them.

8. (bl, ey bd):LLL (bo7 ey bd)

9. Compute the projectior(®;);>2's of theb;’s orthogonally to the vectadb; .
10. HKZ-reduce théd — 1)-dimensional basiébs, . .. , b);).

11. Extend the obtaine®;);>2s into vectors ofL by adding to them rational
multiples ofb1, in such a way that we hayg; 1| < 1/2 for anyi > 1.

RR n° 0123456789
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8 Guillaume Hanrot, Damien Stehlé

Several comments need to be made on the algorithm of F[juBeeps 4 and 10 are recursive
calls. Nevertheless, one should be careful becauds thare rational vectors, whereas the input of the
algorithm must be integral. One must therefore scale theox®by a common factor. Steps 5 and 11
can be performed for example by expressing the reduced \Edisrs as integer linear combinations
of the initial ones, using these coefficients to recoveidatvectors and subtracting a correct multiple
of the vectorb,. In Step 7, it is alway possible to choose such a vebgorsince this enumeration
always provides non-zero solutions (the vedtpis a one of them).

3.3 Cost of Kannan's SVP Solver

We recall briefly Helfrich’s complexity analysi$ [13] of Kaan's algorithm and explain our com-
plexity improvement. LeC'(d, n, B) be the worst-case complexity of the algorithm of Figdre 2 mhe
given as input al-dimensional basis which is embeddedZf and whose coefficients are smaller
than B in absolute value. Kannap ]16] and Helfridh][13] show thédfming properties:

— It computes an HKZ-reduced basis of the lattice spannedéinthut vectors.

— All arithmetic operations performed during the executioa @ costP(d, n,log B). This implies
that the costC(d, n, B) can be bounded by (d) - P(log B, n) for some functiorC'(d).

— The number of iterations of the loop of Steps 2—6 is bounde@ iy + log d.

— The cost of the call to the enumeration procedure at Step duisded byP (log B, n) - d%/?+°(d),

From these properties and those of the LLL algorithm as ket the previous section, it is easy
to obtain the following equation:

C(d) < (0(1) +logd)(C(d — 1) + P(d)) + P(d) + gi+old)

One can then derive the boutitid, B, n) < P(log B,n) - d2+°(@),

The main result of this paper is to improve this complexitpeipbound t&P (log B, n) - d3e (.
In fact, we show the following:

Theorem 2. Given as inputs a quasi-HKZ-reduced badis, . . . , by) and A = ||b;]|?, the number of
loop iterations during the execution of the enumeratiorogthm as described in Figurg 1 is bounded
by P(log B) - 204 . dic, where B = max; lb;||. As a consequence, givendadimensional basis
of n-dimensional vectors whose entries are integers with atsalalues< B, one can compute an
HKZ-reduced basis of the lattice they span in determintitie P(log B, n) - dz +o(@).

4 Complexity of the Enumeration Procedure

This section is devoted to proving Theorgm 2.

4.1 From the Enumeration Procedure to Integer Points in Hype-ellipsoids

In this subsection, we do not assume anything on the inpus i§&s, . ..,b;) and on the input
bound A. Up to some polynomial irl andlog B, the complexity of the enumeration procedure of
Figure[] is the number of loop iterations. This number ofitiens is itself bounded by:

d
ST (@i yza) € 2L S a2 < A
i=1 j=i

INRIA



Improved Analysis of Kannan’s Shortest Lattice Vector Algm 9

Whereby) = b; — >, 1v;kbj is the vectorb; once projected orthogonally to the linear span of
the vectorshy, ..., b;_;. Indeed, the truncated coordinate;, ..., z,) is either a valid one, i.e., we
have| Z;l:l. ijg.Z)H? < A, or(z; —1,...,14)is avalid one, ofz;. 1, ..., z4) is a valid one. In fact,

if (z;,...,24)Iis avalid truncated coordinate, only two non-valid oneatesl to that one can possibly
be considered during the execution of the algoritiimy: + 1,...,z4) and (z;—1,; ..., z4) for at
most one integer;_1.

Consider the quantit#{(xi, oo, mg) € Z4THL| Z?:i mjbg.i) I? < AH By applying the change

of variablez; « z; — LZ’DJ uk,jka , We obtain:

S @i oswa) € 27 S 26|12 < AY|

i<d j>i
<3 (@i, wa) € 27NN (g + 3 gan)? - [I632 < A
i<d >i k>j
<Y @iy ma) € Z7HNY (g + D gk 1) D317 < A}
id j>i k>j

If = is an integer and € [—1/2,1/2], then we have the relatiofw + ¢)? > 22/4. If z = 0,
this is obvious, and otherwise we use the inequalty< 1/2 < |z|/2. As a consequence, up to a
polynomial factor, the complexity of the enumeration is hded by:

SIS @ise o ymg) € ZTHLY Tad - b7 < 44
i<d §>i
For anyi < d, we define the ellipsoid; = {(yi, coya) € R ST iy  Ib3))? < 4A}, as

well as the quantityV; = |&; N Z3~**1|. We want to bound the sum of th§;’s. We now fix some
indexi. The following sequence of relations is inspired frdm [18mma 1].

%>
Ni = Z 15i(xia--~7$d)§exp dl1- 3 v
(miy---vl"d)GZd—i‘H ]>Z
dfjb;|* d|b|?
<ot T e (29I ) - dH( |
j>ix€Z i

where©(t) = 3° ., exp(—tz?) is defined fort > 0. Notice thato(t) = 1+ 23" - exp(—tz?) <

142 [° exp(—ta?)dz = 1+ /F. HenceO(t) < % fort <landO(t) <1+ /mfort > 1.
As a consequence, we have:

VA )
N; < (4e(1 4 /7))4 ma @
j[[z < V|| |
One thus concludes that the cost of the enumeration proeésibounded by:

1]
P(n,log A,log B) - 29D . max A '
IC[1,d] (\/E)\f\ Hie[ ||b;k||

RR n° 0123456789



10 Guillaume Hanrot, Damien Stehlé

4.2 The Case of Quasi-HKZ-Reduced Bases

We know suppose that = ||b;||?> and that the input basi®, . .., by) is quasi-HKZ-reduced. Our
first step is to strengthen the quasi-HKZ-reducedness hggi to an HKZ-reducedness hypothesis.
Let] C [1,d]. If 1 ¢ I, then, because of the quasi-HKZ-reducedness assumption:

Y R [ (L
(VO ey 1071~ (VU e, 1]

Otherwise ifl € I, then we have, by removinghi || from the producl [,.;_y (|6 |:

R 1 L
(V) [Ticr 1671 (V)= Hie[—{l} 167l

As a consequence, in order to obtain Theofpm 2, it sufficesoteeythe following:

Theorem 3. Letby, ..., by be an HKZ-reduced basis. LétC [1,d]. Then,

l_[‘|b1‘||||;|*‘| < (\/E)m(l—i—log%) < (\/g)ngm
i€l 119

4.3 A Property on the Geometry of HKZ-Reduced Bases

In this section, we prove Theorefh 3, which is the last misgiag to obtain the announced result.
Some parts of the proof are fairly technical and have beetppoed to the appendix (this is the
case for the proofs of Lemmafh[?2-5). As a guide, the readerdloonsider the typical case where
(bi)1<i<q is an HKZ-reduced basis for whigfid?||); is a non-increasing sequence. In that case, the
shape of the interval that is provided by Equatiofj(1) is much simpler: it is an & i, d] starting

at some index. Lemmatg}4 anf] 2 (which should thus be considered as the tdre proof) and the
fact thatzlogz > —1/e for x € [0, 1] are sufficient to deal with such simple intervals, and thus to
provide the result.

The difficulties arise when the shape of the Benhder study becomes more complicated. Though
the proof is technically quite involved, the strategy itsedn be summed up in a few words. We
split our HKZ-reduced basis intelocks(defined by the expression éfas a union of intervals), i.e.,
groups of consecutive vectobg b;y1,...,b;_; suchthat,... .k —1¢ Iandk,...,j —1¢€ I.The
former vectors will be the “large ones”, and the latter thmé&# ones”. Over each block, Lemnjl 4
relates the average size of the small vectors to the aveiag®fsthe whole block. We consider the
blocks by decreasing indices (in Lemfija 6), and use an aredrdisalysis to combine finely the local
behaviours on blocks to obtain a global bound. This recoathin is extremely tight, and in order to
get the desired bound we use “parts of vectors” (non-intggmarers of them). This is why we need to
introduce ther (in Definition[3). A final convexity argument provided by Leraff gives the resuilt.

In the sequel(b;),<;<q is an HKZ-reduced basis of a lattideof dimensiond > 2.

1

Definition 2. For any I C [1,d], we definer; = ([, I|bf||) 7. Moreover, ifk € [1,d — 1], we
1
definel’y(k) = H(ij:_c%fk Vit

For technical purposes in the proof of Lemfha 6, we also neeébtlowing definition.

INRIA
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Definition 3. If 1 < a < b < d, whereq is real andb is an integer, we define:

1
b btl—a
. e ileatla i} (b+1-[a])(1—at|a)) (b-la])(a~|a))
Ty = | 100 17 T 1] = (maje) 0 (Tagere) P
i=la)+1

Note that Definitior{[3 naturally extends Definitifn 2, sifigg,; = 7, ;) Whena is an integer.
We need estimates on the order of magnitudé'ofnd a technical lemma allowing us to recom-
bine such estimates. Basically, the following lemma is @igeeversion of the identity:

log?(d) — log?(d — k) <logdlog d_
4 ~2 d—k

d g
log I'y(k) ~ / B logxda ~
r=d—k

_d_
Lemma 2. Forall 1 < k < d, we havel;(k) < NZar=3
The following lemma derives from the convexity of the fuoctic — x log x.

Lemma 3. Let A > 1, and defineFa(k,d) = A~k1o5 5 \We have, for all integet, for all inte-
gersky,...,k;anddy,...,d; suchthatl < k; < d; forall i <t,

HFA(kiadi) < Fap Zkiazdi

i<t i<t i<t

We now give an “averaged” version df J23, Lemma 4]. For corgiess, we give its proof in
appendix. This provides the result claimed in Theofem 3rgriatervall = [, 5], for anyi < j < d.

Lemma 4. For all £ € [0,d — 1], we have

_ log 4=k
ey < (La(E)Y* - gy and mpgra > (Fa(k) ™' - (det L)Y > Vd™ 7 (det L)'/,

The following lemma extends Lemnfia 4 to the case witdgenot necessarily an integer. Its proof
is conceptually simple, but involves rather heavy elenrgntalculus. It would be simpler to obtain
it with a relaxation factor. The result is nevertheless Wwahte effort since the shape of the bound is
extremely tractable in the sequel.

d—xzo

Lemmab5. If 1 <z, < x5 < darereal and in[1,d), thens,, 4 > NZaer= Flos,d)-

We prove Theorerf] 3 by induction on the number of intervalsuoong in the expression of the
set] as a union of intervals. The following lemma is the inductibep. This is a recombination step,
where we join one block (between the indideandv, the “small vectors” being those betweenr- 1
andv) to one or more already considered blocks on its right. Andrtgnt point is to ensure that the
densitiesy; defined below actually decrease.

Lemma6. Let(by,...,b,) be an HKZ-reduced basis. Lete [2,d], I C [v + 1,d] andu € [1,v].

Assume that:
_ ;| log &;
ﬂ'I[I‘ > | | (ﬂ.uz‘ i \/E‘ |log >7

o +1,0541]
i<t
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12 Guillaume Hanrot, Damien Stehlé

wherel; = I N oy + 1, 41] , 6 = +|f7| is the density of in [[ozl + 1, a;41], and the integers
and ¢;'s, and the densities; satisfyt > 1, v = a1 < as < ... < oy < dandl > é6; > ... >
i1 > 0.

Then, we have

A > /gl ees;
H ( [[a +1 a1+1]] ’

i<t
wherel’ = [u+1,0] UL I =I'N o} + 1,04,4] , 6] = % and the integers’ and«’s, and
the densitieg) satisfyt’ > 1,0 =a) <o) < ... < a}, <dandl >} > ... >4, | >0.

Proof. Assume first that=" > 4;, Then, thanks to Lemn{a 4,

v—u

'l _  _v—u 1] v—u (v=—u) %5
T = Tt T2 TV

il
I >

we are done with' =t + 1, o) = 1, o), = ag_1, 6] = =4, 6}, = dp—1.

Otherwise, we led; > 0 be such that'=*- = §; = %ﬂ?‘ where the first equality defineg
and the second one follows. Note that this implies:
~v—u |Il| _ ~v—u+t|]
Tanw] " Totl,00] = Mare0]
Then, we have, by using Lemrfla 5,
' v— 1]
T = Wf[)u—:fl,v]] Ty
. (v—u)log = | I |T;|log 6;
< Dot \/_ 1> ' H <7T[[ozi+1,ozi+1]] ' \/& >
i<t
t—1
e 11| (v—u) log =% +|I1|-log 81 1] [1i] log 6;
= (WE}M?U} "Mo+1,02] Vd " . <7T[[ai+17a¢+1]] Vd )
=2
t—1
_v—ut|n| | So—ut ) log el 14| 1] 1og 6;
2 < [>\1,0¢2] ’ \/E o < [[ai+1,ai+1]] ' \/& ) ’
=2
If ”*Qﬁj‘h' > ayf‘w, we conclude as in the first step, puttitig= ¢, o} = 1, o) = oy, for k > 2,

0= s \I1|)/aa, 0), = & for k > 2. If this is not the case, we let be such that:

v—u+ || v—u+|INJar+1, ag]]|
— P 5, =
— X9 az — Ao
Notice that since); = Lﬂh' > Jo, We havel, < \q. A similar sequence of inequalities, using

a2 —

Lemma[b to relatér|y, ., t0 [y, o,). leads to the following lower bound oﬁ{ .

-1

t
1] |1;| log &;
' H <7T[[ai+1,ai+1ﬂ Vd )

v—u+[IN[a;+1,a3]| )
=3

~v—u+|INa1+1,a3]| \/’(U*UHIO[[QIJFLQSHDI% a3—Ap
T rg,03] -vd

We can proceed in the same way, constructing- A3 > .... Suppose first that the construction
stops at some point. We have:
Eal NPy |

t—1
|| |I'N[1,0011]] I'N[Lak 1] log =4 7+ il Zi| log &
Ly s \/& + . Il [[a1+1a1+1]]\/g .

1

[1,c41]
i—k+1

INRIA
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We can then conclude, by puttitg = ¢t —k + 1, o} = 1,0} = ajpqforj > 1,40 = [I'nN

[1, cia] |/ k1, 0% = 0jq—1 forj > 1.
Otherwise, we end up with:

\1 1,06 1]

| ~|I'] ['[log
Ty 2> 7T[>\t p1] Vd N2
| 1 \I/|log‘ ﬁ[[al oe1]| . o
to which we can apply Lemnja 5 to obtazrrﬁ 2 M1 1] Vd +=1 which is again in
the desired form, with’ =2, o} =1, o, = ay_1, ] = FAfLaea]l ]

ar—1
Theoren{B now follows from successive applications of Lerfgyes follows:

Proof of Theorem @.Lemmaﬂs gives us, by induction on the size of the considertd, ¢kat for all
I C [1,d], we have:

I I; |I;]1log d;
7T|I | > H (77‘ | Vd > ,

[oi+1,0i41]
i<t

wherel;, = I N oy +1,;41], and the integers and o;’s, and the densities; aﬂ ~; sat-
isfyt >1,0=a; <ay < ...<a; <dandl > 4§ > ... > §_1 > 0. Byusmg Lemma[|3
with A:=/d, k;:= |I;| andd;:=a;, 1 — o, we immediately obtain:

1]
1] [1llog o =67\ L]
2 Vi TMlas41,00i1] | -
i<t

For convenience, we defide = 0. Because of the definition of the'’s, we have:

il H Qi1 -0 % H H Qig1—a 05—b54+1
[[a1+1 o] T [[aﬂrl ait1] - 7T[[ai+17a¢+ﬂ]

i<t i<t i<t i<j<t
0 =0j+1
— al+l %) _ Q41 6j_6j+1
o H [[a,—f—l ai+1] o H (W[La]#l}]) ’
j<t \i<j j<t

By usingt — 1 times Minkowski’s theorem, we obtain that:
og 111
w2 VA (b VA )
oe 11
> \/Eml g 7 (Hb H/\/_) <t (oj41—aj)d;
> ﬂ‘”(log?* ) NN

The final inequality of the theorem is just the fact that> xlog(d/x) is maximal forz = d/e.
O

Note that ifmax I < d, we can apply the result to the HKZ-reduced basis. . . , byax 7). In the
case wherd = {i}, we recover the result of [p3] that

1071 > (V)15 . )

Still, our result is significantly better to what would havexsin obtained by combining several relations
of the type of Equation[]2), whelii| grows large. For instance, for a worst case of our analyses@ih
is roughly the intervald(1 — 1/¢), d], this strategy would yield a lower bound of the fotjty ||4/¢ -

\/E(d/e) logd, which is worse than Helfrich’s analysis.
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14 Guillaume Hanrot, Damien Stehlé

5 CVP and Other Related Problems

In this section, we describe what can be obtained by adaptingechnique to the Closest Vector
Problem and other problems related to strong lattice rémuctVe only describe the proofs at a high
level, since they are relatively straightforward.

In CVP, we are given a basf#, . . ., by) and a target vectdr, and we look for a lattice vector that
is closest tat. The first step of Kannan’s CVP algorithm is to HKZ-reduce die. Then one adapts
the enumeration algorithm of Figufe 1 for CVP. For the sakeimplicity, we assume thdb? || is the
largest of the|b?||'s (we refer to Kannan’s proof [16] for the general case). Bing Babai's nearest
hyperplane algorithm[]6], we see that there is a lattice orebtat distance less that(d - ||b;|| of
the target vectot. As a consequence, if we takk= d - ||by|| in the adaptation of the enumeration

procedure, we are sure to find a solution. The analysis thaurces (at the level of Equatiofi (1)) to

d
bound the ratiq%, which can be done with Minkowski’s theorem.

Theorem 4. Given a basigb,...,b;) and a target vectott, all of them inR™ and with integer
coordinates whose absolute values are smaller than sBmene can find all vectors in the lattice
spanned by thé,’s that are closest ta in deterministic timeP(log B, n) - d%/?+o(d),

The best deterministic complexity bound previously knownthis problem wasP(log B, n) -
ditold) (see [ZH,J7]). Our result can also be adapted to enumeratingctors of a lattice that are of
length below a prescribed bound, which is in particular uisefthe context of computing lattice theta
series.

Another important consequence of our analysis is a signifis@rst-case bound improvement of
Schnorr’s block-based stratedy][23] to compute relatigblgrt vectors. More precisely, if we take the
bounds given in[[10] for the quality of Schnorr’s sefti+eduction and for the transference reduction,

we obtain the table of Figuf¢ 3. Each entry of the table gikesipper bound of the quanti@%

which is reachable for a computational effort23f for ¢+ growing to infinity. To sum up, the mul-

tiplicative exponent constant is divided by~ 2.7. The table upper bounds can be adapted to the

quantity% by squaring them.

Semi2k reduction Transference reduction

1 dlog? t dlog2 t dlog2 t dlog? t

Using Helfrich’s complexity bound| < 2°%= “5F— & 2034759 | < o S o 90250 49—

log 2 dlog? t dl dlog2 t dlog? t

Using the improved complexity bouhdt 2°3 5 ay 20-128C94— | < gde T » 90-0025%—

Fig. 3. Worst-case bounds for block-based reduction algorithms.

Let us finish by mentioning that work under progress seembdw,sby using a technique due to
Ajtai [f], that our analyses are sharp, in the sense thatlifar:a 0, we can build HKZ-reduced bases

for which the number of steps of Kannan’s algorithm would bthe order ofd®(z: ).
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Proof of Lemma|2

We prove the result by induction dnFor &k = 1, the bound easily follows from,; < (d + 4)/4.
Suppose now that the result holds for soine [1,d — 2], and that we want to show that it holds

1

for k+ 1. Notice that we can suppose thiat 3. DefineG,(k) = 5 log dlog ﬁ. Then for any\ > 0,

)

d—k—X_ 1\logd
> -

1
Gd(k+)\)—Gd(k):—§logdlog T 234 %

Taking A = 1, we see thaGy(k + 1) — Ga(k) > 32082,

From the upper boungl; < (d + 4)/4, we obtain:

log(d —k+4)/4

_1logyg—r _ 1
2 d—k-1

T 2d—k—1

log I'y(k + 1) — log I'y(k) <
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Now, since the sequen é%) is increasing, we have:
n>2

(4= B)log((d—k+4)/4) _d- ; log((d + 3)/4)

d—Fk—1 d
“logd+ (d—1)log((d+3)/4) — (d —2)logd
d—2
< logd,
since the last term is a decreasing functior pivhich is negative forl = 3. O

Proof of Lemma[3

ki
We have—log ][, 5T = (log 8) - > i<t kilog ’5— Now, note that the functiom — x log x is
convex on[0, +oc0). This means that for any> 1, for anyay,...,a; > 0, and for any\y, ..., \; €

[0,1] such thab ;. A; = 1, we have:

Z)‘iai loga; > Z)‘iai log Z)‘ia’i

i<t i<t i<t
In particular, for)\i::z ‘ii T andai::%, we get (after multiplication by ., d;):
i<t % 1 =
—k L ; k'
—log H g kilor > (logd) - Z ki | log i<t b ,
i<t i<t 2icedi

Yi<t kg
(S s Bt -

which is exactly— log ¢

Proof of Lemmaf4.

Proof. We start with the first identity. We prove it by induction énFor k£ = 1, this is Minkowski’'s
bound. Assume it to be true for a givén< d — 2. We are to prove that it holds fdr + 1 instead
of k. By applying Minkowski’s bound to théd — k)-dimensional HKZ-reduced badg  ,, ..., b},
we have: i
1Bk1ll < VAYa—kTFT - Tri2,a)- (3)
We can rewrite our induction hypothesis as

d—k—1

Tieraa  10k+1]

k+1

% _1
77[[1]fk+1}] NopallTF < (La(k))

e

_1
’d—k

or, again, as
d—k—1

W[[kd;;,d}] : HbZJrl H

k+1

[[1 k+1] = < (La(k))
This gives, by using Equatiofj (3):

e

_da
k(d—F)

k1 d __d__ kHl d k+1)/k
Ty < La(k)F - AameMr=0 oty g = (Ta(k +1))* - [([kj:?,)éﬂ '
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By raising this last identity to the pOW%I%, we get

L
k+

k1] < (La(k + 1)) 51 - 70 g

which, by induction, yields the first inequality.

The second inequality follows easily from the first one. kedleit suffices to raise the first one

to the powerk/d, multiply both sides b)(w[[kﬂ,dﬂ)(d*k)/d, and use the identityet L = (wﬂl,kﬂ)k
d—Fk
(7T[[k+1,d]])

Proof of Lemma[j.
First notice that, as a consequence of Lenjjna 4, we havé, fantegers,1 < k <1 < d,

Tpird = Lokl — k)7 Tpegra)- (4)
Recall that:

)

- A1 1—-X\1 ~ A2 1—X2
Tard) = (Tar)a))” * (F[l2a)+1,a]) and 7z, g = (T[lza),a)) ™~ (T[lea)+1,d])

with \; = Lmj;l)(l vitl2i]) for § € {1,2}. Notice that since:; < s, either|z1| +1 < |a2], or

x;+1

|z1] = |z2]. In the last case, since the function— (v — z)/(v — ) is decreasing when < v and
for x < u, we must have\, < ;.
We split the proof in several cases, depending on the ragpeetiues of\; and ..

First case: A\; < \,. Inthat case, we havier; | + 1 < |z2|. We define

G = Ly oy (l22] = [ea )™ Ty oy ([22] = [21] = 12270 Ty (L] — o)),

By using three times Equatiofy (4), we get:

1—X
toatd)””  (Tllaa)ra)

= (m
(Taaa) ™+ (Ppa)a) ™
G (mpan )™ - (Wi s

ZEQ,
1-X2

v

" (T +1,01)
)1—)\1

Y

Now, Lemmg} gives that

log G d—|z1|+1 d— |z d—|z1]
<Mlog—————+ (N2 — A1) log—————+ (1 — A9)lo ,
logvd %A= (2] + 1 (A2 = M)log 5 "o + (1= Ag)log o s
which, by concavity of the functiom — log z, is at most the logarithm of
d— |_le +1 d— {wlj d— {le
E =A————F A= A)————+ (1 =X
(1, 22) = MG Amg T Qe = M) gy H (L= Ae) g
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To complete the proof of this first case, it suffices to prova #i(z1,x2) < fracd — x1d — z2. We
have

)\1 d— L$1J
E =
(561,562) d—LI2J—|—1+d—$2—|—1
- d— 11 A1 1-— frac(:::l) To — I

-2 d— [+l d—matl ([d—m)d—mat1)
cdzom 1 <>\1—(1—frac(x1))—x2—x1>

d— x9 d—1xz9+1 d— x9
_d—m N 1 (1 —frac(zy))frac(z1)  z2 — 21
_d—IQ d—1xz9+1 d—x1+1 d— x9

< d— 11 n 1 1—frac(m1) _1‘2—.%'1
—d—x9 d—x9+1 d— x9 d— x9 ’

from which the result follows at once, sin¢e; | < |z2| implies thatzy — 1 = |z2] — |21 +
frac(zq) — frac(z1) > 1 — frac(zy).

Second caseA; > \q. Similarly, defining

H= Fd—LmJ-H(Lx?J - Lle)M 'Fd—LmJ-i—l(Lx?J — @] + 1))\1_>\2 'Fd—LmJ(Lx?J - Lle)l_)\la

we obtain

wad)) (Mg aray)

A A
w>)d]) " (T[a)1,d])

L
L 2 (Mg rra)

1-X\1

Taad) = (7]
m

= (
> H™ (pigen)ap)™ (Tl jo1a)

Lemma[} gives us that:

IOgH d— {wlj—i—l d— |_.%'1J+1 d— |_.%'1J
< Xlog—F———+ (A1 — X)log——————+ (1 — A1) lo .
tog v = 21 A g w1 T T ARs T (A s
By concavity of the function: — log z, the right hand side is at most the logarithm of
d—L:Clj—{—l d—LIlJ—Fl d—LIlJ
do—————— + (A —XNg)—————— + (1 -
P T e Py R Y oy
A1 — A2
= FE(x1,22) + .
) )@= ) + 1
Hence, we just need to prove that:
E'(z1,22) := E(1,72) + (M = As) < d-n

(d—[z2))(d = [22] +1) ~ d—x2

Some elementary calculus provides the equalities:

/ d—x1 A 1-— frac(mQ) 1-— frac(xl) To — I
E'(x1,22) = + - - -
d— x9 d—L.%'QJ (d—{l‘gj)(d—.%’g—i—l) d—x9+1 (d—l‘g)(d—%’g—i—l)
d—x1 A B 1-— frac(xl) 1-— frac(xg) To — {wlj -1

_d—$2+d—|_.%'2J d— x9 (d—l_.%'gJ)(d—l‘g-l—l) (d—l‘g)(d—%’g—i—l)
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Second case, first sub-casey; > Ay, |x1]| < |[22]. In that case,

/ d—x1 A — (1 — frac(ml)) 1— frac(xg) 1
E(xth)_d—wQS d— x9 _(d—l_.%'QJ)(d—I'Q—I-l)_(d—.%'g)(d—.%'g—i-l)
1 —frac(xy) B 1
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Second case, second sub-case: > Ay, |1 ] = |z2]. In that case, after some rewriting which can
be checked with one’s favourite computer algebra systemfiods that:
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