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Batch Processor-Sharing (BPS) is the possibility of its application to size-based scheduling,
which is used in differentiation between short and long flows in the Internet. In the case
of hyper-exponential service time distribution we find an analytical expression for the ex-
pected conditional response time for the BPS queue. We show that the expected conditional
response time is a concave function of the service time. We apply the obtained results to
the Two Level Processor-Sharing (TLPS) model with the hyper-exponential service time
distribution and find an expression of the expected response time for the TLPS model. The
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La File d’Attente Avec Service & Temps Partagé Avec
Arrivées en Rafale

Résumé : Nous étudions la file d’attente avec service & temps partagé avec arrivées en
rafale, BPS (“Batch Processor Sharing”), lorsque les temps de service ont une distribution
hyper-exponentielle et que le processus d’arrivée des rafales est Poisson. Une des motivations
de cette étude est que la file BPS apparait naturellement lorsque 1’on étudie les procédures
d’ordonnancement favorisant les connexions courtes sur un réseau internet. Dans le cas
d’une distribution hyper-exponentielle des temps de service nous trouvons une expression
analytique pour le temps de réponse moyen conditionné sur le temps de service pour une
file d’attente BPS. Nous montrons que ce temps de réponse moyen conditionné est une
fonction concave du temps de service. Nous appliquons les résultats obtenus a la file
d’attente munie d’une politique & Temps Partagées avec Deux-Niveaux “Two Level Processor
Sharing” (TLPS) avec distribution hyper-exponentielle des temps de service. Nous trouvons
I’expression du temps de réponse moyen pour la file TLPS. La discipline de service TLPS
peut étre utilisée pour ordonner ’accés aux ressources en fonction de la taille dans un réseau
TCP/IP ou sur un serveur Web.

Mots-clés : La file d’attente avec service & temps partagé avec arrivées en rafale, la file
d’attente munie d’une politique & Temps Partagées avec Deux-Niveaux, réseau TCP/IP,
distribution hyper-exponentielle, Laplace transforment, Matrices de Cauchy.
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1 Introduction

The Processor-Sharing (PS) queueing systems are now often used to model communication
and computer systems. The PS systems were first introduced by Kleinrock (see [6] and
references therein). Under the PS policy each job receives an equal share of the processor.

PS with batch arrivals (BPS) is not yet characterized fully. Kleinrock et al. [B] first studied
BPS. They found that the derivative of the expected response time satisfies the integral
equation and found the analytical solution in the case when the job size (service time) dis-
tribution function has the form F(z) =1 — p(z)e™** where p(x) is a polynomial.

Bansal [M], using Kleinrock’s integral equation, obtained the solution for the Laplace trans-
form of the expected conditional service time as a solution of the system of linear equations,
when the job size distribution is a hyper-exponential distribution. Also he considers distri-
butions with a rational Laplace transform. Rege and Sengupta [T2] obtained the expression
for the response time in condition upon the number of customers in the system. Feng and
Mishra [8] provided bounds for the expected conditional response time, the bounds depend
on the second moment of the service time distribution. Avrachenkov et al. [2] proved ex-
istence and uniqueness of the solution of the Kleinrock’s integral equation and provided
asymptotic analysis and bounds on the expected conditional response time.

We study the BPS model with the hyper-exponential service time distribution. For this
distribution we provide the solution of the Kleinrock’s integral equation according to the
derivative of the expected conditional response time. We prove the concavity of the expected
conditional sojourn time function for the BPS model with the hyper-exponential job size
distribution function. We note that the concavity of the expected conditional sojourn time
for the BPS with the hyper-exponential job size distribution was proven by another method
in [T0).

One of the main goals to study BPS is the possibility of its application to age-based schedul-
ing and the possibility to take into account the burstiness of the arrival process. Bursty
arrivals often occur in such modern systems as web server. Age-based scheduling is used
in differentiation of short and long flows in the Internet. A quite general set of age-based
scheduling mechanisms was introduced by Kleinrock and termed as Multy-Level PS (MLPS).

In MLPS jobs are classified into different classes depending on their attained amount of
service. Jobs within the same class are served according to FCFS (First Come First Serve),
PS (Processor Sharing) or FB (Foreground Background) policy. The classes themselves are
served according to the FB policy, so that the priority is given to the jobs with small sizes.

We study the particular case of MLPS, Two-Level PS (TLPS) scheduling mechanism. It
is based on the differentiation of jobs according to some threshold and gives priority to jobs
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4 N. Osipova

with small sizes. The TLPS scheduling mechanism could be used to model such applications
as size based differentiation in TCP /TP networks and Web server request differentiation.

It was shown in [I] that when a job size distribution has a decreasing hazard rate, then
with the selection of the threshold the expected sojourn time of the TLPS system could be
reduced in comparison to standard PS system.

The distribution of file sizes in the Internet has a decreasing hazard rate and often modelled
with heavy-tailed distributions. In [9] it is shown that heavy-tailed distributions such as
Pareto distribution could be approximated with the hyper-exponential distributions with a
significant number of phases.

Therefore, we study the TLPS model with the hyper-exponential service time distribution.
We apply the results of the BPS queueing model to the TLPS model and find an expression
of expected conditional sojourn time for the TLPS model.

The paper is organized as follows. In Section Bl the BPS scheduling mechanism is considered
in the case when the job service time distribution is the hyper-exponential distribution. For
this case we provide the solution of the Kleinrock’s integral equation. In Section Blthe results
obtained for the BPS model are applied to the TLPS model, where the job size distribution
is also hyper-exponential. An analytical expression of the expected sojourn time is found.
We put some technical proofs in the Appendix.

INRIA



Batch Processor Sharing with Hyper-Exponential Service Time 5

2 The Analysis of the Batch Arrival Processor Sharing
Queue

2.1 Main definitions

Let us consider an M/G/1 system with batch arrivals and Processor-Sharing (PS) queueing
discipline. The batches arrive according to a Poisson process with arrival rate A\. Let n > 0
be the average size of a batch. Let b > 0 be the average number of jobs that arrive with
(and in addition to) the tagged job.

Let B(z) be the required job size (service time) distribution and B(z) = 1 — B(x) be
its complementary distribution function.

The load is given by p = Anm, with m = fooo xdB(z). We consider that the system is
stable, p < 1.

Let a(z) be the expected conditional response time for a job with service time x and o/ (x)
be its derivative. Kleinrock showed in [6] that o/ (z) satisfies the following integro-differential
equation

(@) = [ o)+ g)dy + X [ oo - gy + B + 1 (1)
0 0
We are interested in the case when the job size distribution is a hyper-exponential function

N
Blx)=1-=Y pie ™" > pi=1,p;>0,p >0, i=1,..,N, 1<N<o0(2)
=1 i

3

N N
By 3", and [[, we mean )., and [[,_;. By Zi# or Hi# we mean »_,_; N, iz; and

Without loss of generality, we can assume that

0 <N < pn—1 < ... < pig < 1 < 00. (3)

2.2 The expected conditional sojourn time for the BPS model

Let us first prove additional Lemma.

Lemma 1. The zeros b; of the rational function

o) —def | 7 pi_ Ili(s+b)
W(s) 1—X om T TG (4)

RR n° 6180



6 N. Osipova

are oll real, distinct, positive and satisfy the following inequalities:
0<by < pn, Mit1 <b; <p;, =1, ,N—1. (5)
Proof. Let us study the following equation
U(s) = 0.

Following the approach of [] we get that it has Ny roots —b;, i =1, ..., Ny, where Nj is the
number of distinct elements within p;. As p;, ¢ =1,..., N are all different, u; # p;, @ # j,
then N; = N and there are N different roots —b;. All —b; are real, distinct, negative, satisfy
the following inequalities: 0 > —by > —pun, —pit1 > —b; > —py, i=1,.., N —1. With
this we prove the statement of Lemma [ll So, then it is possible to present ¥(s) in the
following form:
_ b;
we) - LL+8).
[T:(s + i)
and from here we have (). O

Before presenting our main result let us prove an auxiliary Lemma.

Lemma 2. The solution of the following system of linear equations:

Ly
—— =1 =1,...,.N
; ‘ug — b? ’ q PR ) (6)
is given by
|| )
oy = Tl . k=1,..,N (7)
[T ;-0
q#k
Proof. The proof is given in the appendix. O

Corollary 3. The solution of equation {@) is positive. Namely, x; >0 for k=1,...,N.
Proof. As (@) and (), then the statement of the Corollary holds. O

Now we can prove our main result.

Theorem 4. The expected conditional response time for BPS queue with hyper-exponential
job size distribution function as in [@) is given by:

c c
a(r) = coz — Z Femtir L N R
W bk

by’ a(O) =0, (8)
k

INRIA



Batch Processor Sharing with Hyper-Exponential Service Time 7

where

H( 27172)

~om b H _ b2 ’
q#k

and where by, are the solutions of the following equation:

1—)\nzs+m _

and are all positive, distinct, real, satisfy the following inequalities
O<bN<MNa i+ <bi<,ui, i=1,...,.N—1.

Proof. We can rewrite integral equation () in the following way:

o (x) = A / o (y) Y pie " T dy + am / o/ (y)B(x —y)dy +bB(x) + 1
0 0

%

"(z) = )\ﬁZpief‘“I/ o (y)e M¥dy + /\ﬁ/ o (y)B(x —y)dy +bB(x) + 1.
p 0 0

We note that in the latter equation fooo o (y)e #¥dy, i=1,..,N are the Laplace trans-
forms of o/(y) evaluated at p;, ¢ =1,..., N. Denote

L; :/ o (y)e M¥dy, i=1,...,N.
0

Then, we have

o (x) = )\ﬁZpiLie_’””” + )\ﬁ/ o (y)B(z — y)dy +bB(z) + 1
0

i

Now taking the Laplace transform of the above equation and using the convolution property,
we get the following equation. Here we denote L,/ (s) the Laplace transform of o’ ().

— piLa’(5> Di 1
>‘n25+u /\n; S+ 1 +b - s—l—,uiJr;’

i L i 1
- 1—)\n§ —amy Py o
s+u p S+ p S+ S

RR n° 6180



8 N. Osipova

Let us note that Lo/ (u;) = L;, i=1,...,N. According to Lemma [l and @), the following
equation holds:

; b; i L i 1
La/(S)M:Aﬁ p—+b p—+_7 (9)

[T:(s + i) ~ 5+ [ — S+ ;S

Hk;&z s+ ,Uk H;ng S+ Mk) 1 H(S + ,ui)
= =X i 17 +b — = (10
an J(s+b;) Z [L(s+b) +5Hi(s+bi)( )
From here we see that there exist such ¢; that:
Co Ck

Lo(s) =2 . 11
() =—+ Xk: oy (11)

Then, taking the inversion of the Laplace transform, we have the expression for o/ (x):
x) =co+ chefb”.
k
and as a(0) = 0, then for a(z) we have
_ c_k —brx C_k _
a(zx) 7c0xf;bke k Jr;bk, a(0) = 0.

Now let us find ¢. To find ¢y let us multiply both parts of the equation ([l by s and find
the value at the point s = 0. Then, we have that

o = Lar (5)5lomo = %—’Z (12)
From (@) we have the following;:
H—z :\y(s)|s_o=1—mzi:% —1—Xam=1-p.
So, then
1
co = s

c
L*/ - d
R
Co ¢ o .
= La/ = — = — L ’ .
(s) s+;s+bi er ar(5)

INRIA
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According to the system (@), ([0) we have the following:

L :ZC— j=1,..,N,
2

115 + bi
[LGs+bi) <~ pil] pi
= L, L =\ —+b ,
@ O = A e
[Li(s +bi) _~— pily
= L) (s gy = AT (54 fig)|s=—py +
( H1(5+,UZ)( ‘Z| I S+Nz( q)| H

%

P
+bzs+ﬂi(s+MQ)|sz—uqa g=1,..

b Iq) _
== = Mnp,L: +bp,, q=1,...,N,
Zb - H#q(uz 1iq) e
i(bi — 1g) — J
== = \np +bpy, q=1,..,N.
Zb - z;ﬁq(:ul I1q) q;bj‘f'ﬂq !

Let us notice that from @) we have the following:

[Li(b = pg) _ ILi(s+0bi) s = U(s)(s —
[lisy (i — 1g) Hi(s—i—ui)( + g)ls=—pg = U(8)(5 + pg)ls=—p,

<1Aﬁzsi

Z’u> (S+Uq)|s:7uq :7>\ﬁpqv q:17"'7N7

then

Cj _ _ Ci
= D) = AR Y b a = L,
J J
Cj Cj b
= - = — =1,..,N
Z,U *b ; j )\ﬁ’ q PREXS) B

b
- = —— =1,...,N.
Z'uq_bg 2)\ﬁ7 q ) )

So, c; are solutions of the following linear system:

Cjbj b
= = qil,,N
;,ug —b;  2M\m

If we denote

RR n° 6180
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10 N. Osipova

the system ([3) will take the form (@) and by Lemma [ for ¢; the final result is as follows:

IT (2 =)

L (%) _b e
qFk

N.

This completes the proof of Theorem Hl O

Corollary 5. The expected conditional sojourn time function in the BPS system with hyper-
exponential job size distribution as in (@) is a strictly concave function with respect to job
sizes.

Proof. The function

alx) = cox — Z z—]]:e_b’“”” + Z g—z, a(0)=0
k k

is a strictly concave function if o’ (z) < 0.

o’ (x) = — chbkefbkx <0
k

ascp >0,b, >0, k=1,...,N, which follows from b > 0,7 > 0, Corollary Bl and Lemma [
O

Corollary 6. The expected sojourn time in the BPS system with hyper-exponential job size
distribution as in (@) is given by
BPS m DpiCj

T =—+ ) 14
1*p i ,Uz+b] ( )

. . =BPS ., .
Proof. As the expected sojourn time T is given by
—=BPS
FBPS _

| ¢ @B

then using (@) we receive the statement of the Corollary. O

INRIA



Batch Processor Sharing with Hyper-Exponential Service Time 11

3 The Analysis of the Two Level Processor Sharing Model

3.1 Main definitions

We study the Two Level Processor Sharing (TLPS) scheduling discipline with the hyper-
exponential job size distribution. The model description is as follows.

Jobs arrive to the system according to a Poisson process with rate A\. Let 6 be a given
threshold. The jobs in the system that attained a service less than 6 are assigned to the
high priority queue. If in addition there are jobs with attained service greater than 6, such
a job is separated into two parts. The first part of size 6 is assigned to the high priority
queue and the second part of size x — 6 waits in the lower priority queue. The low priority
queue is served when the high priority queue is empty. Both queues are served according to
the Processor Sharing (PS) discipline.

Let us denote the job size distribution by F(x). By F(z) =1 — F(z) we denote the com-

plementary distribution function. We consider the case, when F(z) is a hyper-exponential
distribution function, namely

N
Flz)=1-=Y pe ™" > pi=1,p>0, p;>0, i=1,..,N, 1<N<oo. (1)
=1 7

The mean job size is given by m = fooo xdF(z) and the system load is p = Am. We assume
that the system is stable (p < 1) and is in steady state.

3.2 The expected conditional sojourn time for the TLPS model

Let us denote by TTLT(x) the expected conditional sojourn time in the TLPS system for
a job of size x and by T'(0) the expected sojourn time of the system.

According to [6] the expected conditional sojourn time of the system is given by:

X

1 _ )
T @ = W@ +0+al—0)

L —pe

z € 10,0,

, x € (6,00),

where py is the utilization factor for the truncated distribution py = /\X_el, the n-th moment
of the distribution truncated at 6 is

0
Xe?:/ ny" ' F(y)dy,
0

RR n° 6180



12 N. Osipova

(W(0) +0)/(1 — pg) expresses the time needed to reach the low priority queue. This time

consists of the time /(1 — pg) spent in the high priority queue, where the flow is served up

to the threshold ¢, plus the time W (6)/(1 — pg) which is spent waiting for the high priority
AXZ

queue to empty. Here W () = F(i=syy- Lhe remaining term oz — 6)/(1 — pp) is the time

spent in the low priority queue.

To find a(x) we use the interpretation of the lower priority queue as a PS system with
batch arrivals.

Let us denote o
Fi=pe ™’ i=1,..N,

and prove the following Theorem:

Theorem 7. In TLPS priority queue with the hyper-exponential job size distribution as in

(Z3):

cL(60) _ - c (0
a(x)zco(G)x—zk:%e b (6) +zk:b:E9;, a(0) =0,
where

1 —pe
co(0) = =,

, H (2 — b7(6))
() = —— | =Ll . k=1,..,N,
=5 | o) [T 220 @)

and b;(0) are roots of

and satisfy the following inequalities:

Proof. As was shown in [6], o/ (z) = da/dx is the solution of the integral equation we looked
at in Section [

o (z) = /OOO o (y)B(x +y)dy + M\ /095 o (y)B(z —y)dy + bB(x) + 1.

INRIA



Batch Processor Sharing with Hyper-Exponential Service Time 13

Here the average batch size is given by i = =)

s and the average number of jobs that arrive

to the low priority queue in addition to the tagged job is given by b = 22 A= FE)(W(©)+6)

(1—p0) ’
The complementary truncated distribution is B(x) = %z(z)@)’ then:
— F(z+0) 1 ~ prehi? .y
B(z) = —= == e Hi(@td) — e = e i
S (TR TP 2 Fw
pi==pie "0 = =—F;, i=1,..,N
£(0) £(0)

We apply the results of Theorem H for the TLPS model. To calculate ¢o we use () and
@) and get the following

1 L b0 i A Fy Mm—=X}) _ 1-p
= 8 =U(s)[so=1—- Y = =1-— il R - = .
co(@)  ILm ()]0 ;Mi 1—/)92;% 1 — pg 1 — pg

So, then

%

1—
00(9) = ?ppe

For ¢ (6), b (0) we use the results of Theorem Bl and get the statement of Theorem[@d O
Corollary 8. The coefficients c,(0) >0, k=1,..,N if 0 > 0.

Proof. As(@),0 < bn(0) < pun, pir1 < bi(0) <y, i=1,...,N—1landb > 0,7 > 0when
0 > 0, then the statement of Corollary holds. O

Corollary 9. For the TLPS queue with hyper-exponential job size distribution as in (I3)
the function a(zx) is a strictly concave function with respect to job sizes with positive values

of 6.

Proof. The function

a(z) = co(0)z — zk: Z:Ezse—bkw)m + zkj g’;% a(0) = 0

is a strictly concave function if o’ (z) < 0.

o'(@) == cr(0)br(0)e " <0
k

as ¢x(0) > 0,b,(0) >0, k=1,...,N,if § > 0 as it follows from Corollary B and Theorem [1
O

RR n° 6180



14 N. Osipova

Corollary 10. The expected conditional sojourn time for the TLPS queue with hyper-

exponential job size distribution as in [{IA) is not a concave function with respect to job
sizes.

. =TLPS, . . .
Proof. The function T' (x) is a concave function, when

FTLPS, (@)oo > FILPS,

1 o(zx—0
> 220
— Po

1 —po
1> a'(0+).

($)|z:9+0

|z:0+0

As shown in [2],

T

I—p

) > —— > 1

o \r um— .
>

az) >

)

Then, it follows that TTLPS(:E) is not a concave function. O

3.3 The expected sojourn time for the TLPS model

Theorem 11. The expected sojourn time in the TLPS system with hyper-exponential dis-
tribution function ([IA) is given by the following equation:

I s —v36)

— o XpAWOF®) (m-X}) (W) +6) F a
() = 1= o t o, i, zj: b;(0) (i +b;(0)) T (v2(0) — v2(9))
q#]

where b;(0) are defined as in Theorem [

Proof. According to [6] and Theorem [ we have the following;:

_ XL+ W(O)F(0 1 —
_ Xt ()()+ TBPS

) = - (6).
1—pg 1— pg
TBPS(Q) = /9 a(z — 0)dF (z) = /o o (x)F(z + 0)dx,
(Theorem®) — T°7(9) = co0)m ~ XJ) + 3 40

INRIA



Batch Processor Sharing with Hyper-Exponential Service Time 15

then
XI+WOFO) (m-XI) (W(0)+0) 7 1] =00
Ty _ 0 m—Ag ] q
M= "=, i 2 b (0)(pi +0;(0) T 2(0) — b2(9))

RR n° 6180



16 N. Osipova

4 Conclusion

We study the BPS queueing model, when the job size distribution is hyper-exponential,
and we find an analytical expression of the expected conditional response time and for the
expected sojourn time. We show that the function of the expected conditional sojourn time
in the BPS system with hyper-exponential job size distribution is a concave function with
respect to job sizes. We apply the results obtained for the BPS model to the TLPS scheduling
mechanism with the hyper-exponential job size distribution and we find the expressions of
the expected conditional response time and expected response time for the TLPS model.
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5 Appendix
Lemma [l The solution of the following system of linear equations
Ly
> =1, ¢g=1,..,N
— 12 ) yereydVy 16
. ug b3 (16)
is given by:
T (u2—23)
q=1,..., N
T = (17)
[T ®; -0
q#k
Proof. Let
1':[5017502, a:EN]Tv
l: [1517' 71] |1><N
be two vectors of size N,
1 1 1
#?Ib? #?Ibg #?Ib?\r
D= | #-bT w3-b3 T p3-by
e ) X
p=bi o R =b T uR =W/ axw
be the matrix of size N x N. Then equation ([IH) could be rewritten as
Dz =1.
Applying the Cramer formulas [T1] we obtain:
det Dy, det [D[l]’---D[kil],l,D[kJrl],...D[N]]
k= qet D det D ’ T (18)
Dy, = [Dpy, ---Dige—1y, 1, Digege1y, -- Dy
Since D is a Cauchy matrix, its determinant is known [TT]:
I & -ud@i -
det D = =IF=EN — (19)
H (Mj - bk)
jk=1,...,N

RR n° 6180
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As

0<by <pny < .. < pjp1 <b; < p; <...<by <pp, then det D >0 and we can use

Cramer formulas to calculate xy. Let us find det Dy, = det [Dyy), ... Djp—1], 1, Dggap, - Dy -

1 1 1 1
pi—b3 N‘f_bi—l /‘f—bi+1 ni—b%
1 1 1 1 1
Dy = | ¥ H—bi_y 13 —=bj 1y —by
1 1 1 1 1
pa—bi ny—bi_y N‘?\I_bi+1 n3—b% NxN
1 1 1
u%Ib? Hi=bi #?*fiﬂ ufzb?v
det Dy, = | #3-bi HE=by_y HE=b3 4 Hz—by
1 1 1 1 1
g —b3 Hk—bi_y #?\r*bi+1 13 —b% NxN
1 1 1 1 1
Mf;bf H?_fi—l “f_fi+1 ”?Ib?\r
1
— (_1)1671 ps—b3 n3—bj_, “%_bi+1 n3—b%
1 1 1 1 1
p—bi nx=bi_, u?\,—bi+1 nik—b% NxN

To simplify the following computations let us introduce the following notations:

By =—b2 ,, i=2, ..,k
Bi=—b, i=k+1,..,N.
Then, we have
1 1 1 1
H?-{'ﬁz Mf-{ﬁk N§+{3k+l Mf'iiﬁzv
det Dy, = (—1)*1 13 +B2 p3+Be  p3+Brta 1Z+8N
1 % 2 L 2 L 2 1
ni+063 pa+Br nA+Bria NN I Nx N
1 1 1 1
n3+pB2 13 +Be n2+BN
0 nl—ps pi—ps ni—ps
det Dy = (_1)k—1 (u5+B2) (13 +062) (13+8k) (13 +B8r) (13+8N) (1T +8N)
0 1 —p3 B —p% B —pi
(W2, +B2) (3 +B2) (W2 +Be) (13 +B) (W% +BN) (13 +B8N) | NN
1 1 1 1
(pyer (= )(f — i) Hat WEABK 1B WEHAN
= (-1 == .
(M%"‘ﬁQ)“-(M%"'ﬁN) 1 1 1 1
w3 +62 BA+Br  pA+Brt1 w3 +08N (N—1)x(N—1)
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So, as the above matrix under the sign of determinant is a Cauchy matrix of size N — 1, the
following equation holds:

| | BRGNS
(42 = 13). 8 = ) ozicas

o _ (_1yk—1
B -y B (- 7 R ¥ RSy

Let us recall that 8; = —b? | i=2k, (;=-b? i=k+1,..,N, then

I wi-ud I 0 —udB—5)

det Dy = (—1)b-12ol 2<j<q<N
k I G+ I +60)
¢=2,....N Fa=2y N
I w-u II -8

1 1<j<q<N 2<j<q<N

H (H? + Bq)

j=1,...,N,q=2,...,N

I w-w II @-0)

k—11<j<q<N 1<j<q<N, j,q#k

I w-

J,q=1,...,N,q#k

= (1

- 1)

6w -5)

1<j<¢<N Jj=1,...N

I -0

Jq=1,....,N q=1,...,N, g#k

Then, from ([[¥) and ([@), we have the following expressions for x:

|| )

q=1,...,.N

T @ -

q=1,...,N, q#k

what proves Lemma Pl O
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