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Equations de Vlasov-Maxwell avec champ magnétique
initial fort. Partie I : approximation de centre-guide

Résumé : Dans cet article nous étudions le comportement asymptotique des équations de
Vlasov-Maxwell avec champ magnétique fort. Plus précisément nous analysons les problémes
de Cauchy lorsque le champ magnétique initial tend vers 'infini. On justifie la convergence
vers I’approximation "centre-guide" quand I’échelle d’observation en temps est petite devant
la fréquence des oscillations du plasma. Les preuves reposent sur la méthode de 1’énergie
modulée.

Mots-clés : Equations de Vlasov-Maxwell, Approximation centre-guide, Energie modulée
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1 Introduction

The main motivations and applications in plasma physics concern the energy production
through the thermonuclear fusion process. Two ways are currently explored for this: the
inertial confinement fusion (ICF) and the magnetic confinement fusion (MCF). The magnetic
confinement is performed in large toroidal devices, called tokamaks, by using strong magnetic
fields. Besides studying these phenomena by direct observation and measurements, the
numerical simulation of them is of crucial importance.

The dynamics of charged particles is described in terms of a number density by the
Vlasov equation, coupled to the Maxwell equations for the electro-magnetic field. Generally
the numerical resolution of this model requires important computational efforts, since we
are working in a phase space with three spatial dimensions and three momentum dimen-
sions. Moreover new difficulties appear when studying strong magnetic field regimes: large
magnetic fields introduce a new time scale, related to the period of rotation of the particles
around the magnetic field lines. Since the cyclotron period is proportional to the inverse
of the magnitude of the magnetic field, the above time scale is very restrictive from the
numerical point of view. Hence it is worth looking for simpler approximate models, like the
gyro-kinetic model or the guiding center model [15], [19]. The limits of the Vlasov or Vlasov-
Poisson equations with strong external magnetic fields have been investigated recently [7],
[11], [8], [3]. For related works we refer to [16], [17].

For understanding the effects of strong magnetic fields let us start by analyzing the
motion of individual charged particles under the action of constant electro-magnetic field
(E, B). The motion equations of a particle of mass m and charge ¢ are given by

X

dVv q
ds V(s),

o= E(E+V(S) A B),

where (X (s), V(s)) represent the position and velocity at time s. Projecting on the direction

of B it is easily seen that
d B qg F-B
vy =) =L =22
7 (VO @) = E

saying that the particle is advected with the acceleration -~ % in the direction of B. Note

that this acceleration do not depend on the magnitude of B. For analyzing the motion in
the plane orthogonal to B it is convenient to represent the velocity as V(s) = ]l“JBA‘JZB +U(s)

where U satisfies
au q

L1 ((E-B)Bip—i—U(s)/\B).

We denote by U, the projection of U on the plane orthogonal to B

0205 = (i A UE) A g
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4 M. Bostan

A straightforward computation shows that U, verifies

ﬁU¢+_|B|U 1(s)=0,

implying that

UL(s) = R(~wes)UL(0) = R(—wes) (VL(O) _EA B) |

|BJ>

where w, = L?L—‘|B | is the cyclotron frequency and for any # € R we denote by R(6) the
rotation of angle € in the plane orthogonal to B, oriented by ¢B. We deduce that

E/\B

|B|2 + lR( wet + )UJ_()

Xi() = X00) - R () U.(0) +
We 2
The particles move on a helix with axis parallel to B and radius (called the Larmor radius)
proportional to w— |q” B Therefore, when the magnetic field is large, the Larmor radius
goes to zero and the particle motion can be approximated by the motion of the axis, whose
velocity in the plane orthogonal to B, given by %Ll]f, is called the drift velocity. Notice that
the drift velocity associated to strong magnetic fields B = O(1/¢) is small ?B/\llf = O(e).
Hence the motion of the axis becomes significant only for large observation time O(1/¢).
We consider a population of relativistic electrons whose density in the phase space is
denoted by f. We neglect the collisions between particles assuming that they interact only
by electro-magnetic fields created collectively. The particle density depends on time t € R,
position 2 € R, momentum p € R® and satisfies the Vlasov equation

Ohf +0(p) - Vaf — e(E(t,2) +0(p) A B(t,2)) - V,f =0, 1)

where —e < 0 is the electron charge, v(p) is the relativistic velocity associated to the

momentum P
| |2 _%
p p
—_ 1 + ,
U(p) me < m%%)

me is the electron mass and ¢y is the vacuum light speed. The electro-magnetic field is
defined in a self-consistent way by the Maxwell equations

o - GeulB == [ up)ftop) dp 2)
€0 JRrs

0B + curl, E = 0, (3)

dlvwE—€—<n—/fta:p)dp), div,B =0, (4)

INRIA
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where g¢ is the vacuum permittivity and n is the concentration of a background ion distribu-
tion (i.e., the number of ions per volume unit). Let us write the equations in dimensionless
form. We define the thermal potential by Uy, = % where K p is the Boltzmann constant
and Tiy, is the temperature. The thermal momentum pyy, is given by

2 3
mecg (1 + méhQ) —1) = KgT,
o

1
pon = ((KpTiw)?/c§ + 2K gTinm,) ?

We introduce a length unit L and a time unit 7. As momentum unit we set P = py,. We
define dimensionless variables and unknowns by the relations

which leads to

t= Ttlv T = LZ/, p= pthp/>

1 me t x

EeT (T Z)’

f(tx,p) = 1o Ly Bty =L

, T x
T T T T ) B tax
D (T L’ pn L T L) (t,2) =

1/
where T}, = (’:;Tf") is the inverse of the plasma frequency, n. is the average of the electron

concentration and € > 0 is a small parameter. We assume that the plasma is globally neutral
and therefore we have n, = n. We set

1

2 -3

I Pin / pth /12

vp)=—""—p |1+ ) .
() meK 5T ( mecg| P

As a matter of fact note that v(p) = KIF;*T“‘ v (

p/ptn). We also introduce the Debye length
1
Ay — (EOKBTth> 2
D= 2
e2n

Notice that we have KgTin/m. = (Ap/T,)?. Then the equations become having dropped
the primes

KBTth T KBTth T ( Lme B(t,(l?))
-Vaof — — | E(t,x) + v(p) A -V,f =0,
Pth L v(p) of pon L (t,2) Tpptn ) € 2

T myc2 *KpTa, T
8E—* €0 ( ) ( > - t,Jf,
T KT PR RACE)
T
T

o(2)+ (L) curl, B =0,

O f + ——

RR n° 6158



6 M. Bostan

I\2
divy F = <—> (1=p(t,z)), div,B =0,
AD

where p(t, ) = [os f(t,2,p) dp, j(t, ) = [psv(p)f(t, 2, p) dp. We take as length unit L = Ap

and as time unit 7" = % Observe that

1
KpTin 1, _ ADpMe _ (KBTth +2) 2

= .
pth Ap  Tppn mecd
Finally we obtain the equations
a « B(t,x
s + 2o) Vaf = 2 (B.) +a ) 4 240 ) 9,7 0, )
1 B o
E——curl, | =) =—j

825 gﬁcur;v (E) E.j(tax)v (6)

B 1
O <) + —curl, E =0, (7)

€ £
div,E =1—p(t,x), div,B =0, (8)

~1/2
with g = ];B—qc"%h and v(p) = L& (1 + %|p|2) . We are concerned with the asymptotic

behavior of (5), (6), (7), (8) when € \, 0, 5 = O(1) and therefore & = O(1). In order to
simplify our computations we will study the systems

1 1 Be(t,
O f + gv(p) Vo f — R <Ee(t,x) +v(p) A (€x)> -Vpfe=0, 9)
1 B* 1.
OB — gcurlx (5) = g]‘g(t,x), (10)
B¢ 1
O (—) + —curl, E€ =0, (11)
€ €
divyE° = 1 — p(t,z), div,B° =0, (12)
. p
pa:/fadp, f=/vpfadp,vp=7, 13
} [ )7, ) = Py (13)
which has the same structure as (5), (6), (7), (8). We prescribe also the initial conditions
f20,2,p) = f5(x,p), (E°,B%)(0,2) = (Ej, Bj)()- (14)

INRIA



Approzimation centre-guide pour les équations de Viasov-Mazwell 7

We assume also periodicity in the space variable z € T¢ where T? = R?/Z4, equipped with
the restriction of the Lebesgue measure of R? on [0,1[¢, d € {1,2,3}. The subject matter
of this paper concerns the stability of the solutions (f¢, E¢, B%).~¢ for well prepared initial
conditions (f§, E§, B§)e>0, where € > 0 is a small parameter. Consider a constant magnetic
field By € R? and observe that (10), (11) can be written in the form

1 B*— B 1= (t
O E° — —curl, < O) S ( ,x), (15)
9 S 9
B — B 1
('9t (%) + gcurleE =0. (16)

Multiplying (9) by (1 + [p|?)2 — 1, (15) by E< and (16) by (BE_BO) one gets as usual the

2) dx} =0, (17

2
r < 2 / 3 / (1) = D5 (r.p) dp do

2
+ /IES(x)\2d$+/
T3 T3

dz.
In particular we deduce that sup..ger, Jpse™*|B°(t,2) — Bo|* dz < +oc for initial condi-
tions satisfying

1 1 1
sup{//((1+Ip|2)2—1)f§dpdx+—/ \E5|2dx+—/
5>() TB ]R3 2 11*3 2 ']1‘3

Recalling that the unit for the magnetic field was chosen proportional to 1/e, the above
arguments say that if initially the (unscaled) magnetic field is close to %, then at any time

conservation

d . 1 B°— B
— 1 Hz —1)fdpdx+ = B4 |20
dt{/ﬁ/ﬂ@((ﬂp) )f pw+2/w<l +' E

implying that

J.

Bg(t, J,‘) - BO
9

B§(x) — Bo

B — By
13

2
da:} < 400.

t > 0 the (unscaled) magnetic field remains close to %; we are dealing with a strong magnetic
field regime. As a matter of fact this regime is consistent with the Vlasov-Poisson equations
with strong external magnetic field. This asymptotic regime has been investigated in [11]
by appealing to compactness methods. In the two dimensional case the authors justified the
convergence towards the vorticity formulation of the incompressible Euler equations with
a right-hand side involving a defect measure. Another approach uses modulated energy
(or relative entropy) methods, as introduced in [24]. By this technique one gets strong
convergences, provided that the solution of the limit system is smooth. Results for the
Vlasov-Poisson equations with strong magnetic field have been obtained recently in [3], [12].
More generally the relative entropy method allows the treatement of various asymptotic

RR n° 6158



8 M. Bostan

questions in plasma physics [4], [14], [2], gas dynamics [22], [1], fluid-particles interaction
[13].

We intend to address the Vlasov-Maxwell system with strong initial magnetic field by
the method of relative entropy. We follow the ideas in [3] by adapting the arguments to the
relativistic case with self-consistent magnetic field. This generalization is important from the
physical point of view since we are dealing with a more realistic model. Besides, this work
shows how robust the relative entropy method is, which is interesting from the mathematical
point of view. A complete convergence result is obtained in the two dimensional case, see
Theorem 2.1.

The paper is organized as follows. The relativistic Vlasov-Maxwell system in two di-
mensions is treated in Section 2. After a formal derivation of the limit system we introduce
the modulated energy. We study the time evolution of it and we deduce strong convergence
for the electro-magnetic field. We obtain also convergence in the distribution sense for the
macroscopic quantities like the charge and current densities. The last section is devoted
to other systems, as the non relativistic case or cases with particle densities depending on
macroscopic charge densities and bulk velocities.

2 The two dimensional case

We consider the Vlasov-Maxwell system (9), (10), (11), (12) in two dimensions. For any € > 0
we are looking for a solution with particle density f€ = f&(¢,z,p), (t,z,p) € Ry x T? x R?

and electro-magnetic field of the form ((Ef, ES,0), (0,0, B3)). It is convenient to introduce

the new momentum variable u = f and the new density function

Fe(t,z,u) = 2 fe(t,x,eu), (t,z,u) € Ry x T? x R2.

Observe that these distributions have the same charge densities

o (t2) = / F(t,2,p) dp = / Fe(t, 2,u) du,
R2 R2

and that the current densities are related by

Je(t,x) = /R2v(p)f5(t7x,p) dp = 5/R v°(u)Fe(t,x,u) du = eJ*(t, ),

2

where the velocity v° is given by v°(u) = u/(1+e2|ul?)2. We use the notation ~v = (v, —v1),
V v = (v1,v2) € R% With these notations the two dimensional Vlasov-Maxwell system
becomes

1
(B (t,x) + B5(t,x) Tv°(u)) -V, F* =0, (t,z,u) € Ry x T? x R?,

O F® +v°(u) - Viu F© — =
(18)

1 Bs
O ES — g% (?3) = Ji(t,x), (t,x) € Ry x T? (19)

INRIA
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1 B3
O E5 + gaml (?3) = J5(t,x), (t,z) € Ry x T2 (20)
B§ 1 3 e 2
Oy ? +g(8z1E2*azzEl):07 (taZ)GR—i— x T7, (21)
Ouy ES + 0., B5 =1 — p(t, 1), (t,7) € Ry x T?, (22)
with the initial conditions

Fe(0,z,u) = 2 f§ (w,eu) =: F§(x,u), (t,r,u) € Ry x T? x R?, (23)

(EiES? Bg)(07x) = (ES,D ES,Q? BS,S)(x)v x €T (24)

We make the following hypotheses on the initial conditions (f§, £§ 1, E§ 2, B§ 3)

H1) f§ >0, [p g f5(2,p) dpdo=1;

H2) T o fro fye (1 + Ip2)} — 1) f§ (@) dp do = 0;

H3) (E§ 1, Ef 2, B 3) € L*(T?)? and div,E§ = 1 — p§ where p§ =[5, f§ dp;

H4) there are Ey = (Eo 1, Fo2) € L?(T?)? verifying 0, Fo2 — 02,01 = 0 and a constant
magnetic field (0,0, By 3) with By 3 # 0 such that

|1 1 B s(x) — Bos\>
21{%{5/1?2153(90) — Eo(z)|? dz + 5/1rz (f dz b = 0.

Since div, E§5 = 1—p§ and lim o E§ = Fp in L?(T?)? we deduce that lim.\ o p§ = 1—div, Fy
in D'(T?) and therefore the electric field Eq € L? (']1‘2)2 in H4 solves the problem

diviEy =0, div,Ey=1— lim g in D'(T?).
e\.0

Assume that the initial charge densities (p§).~o are bounded in L"(T?) for some finite r > 1
and consider a sequence (¢j)) converging towards zero such that limy_, 1o pg" = po weakly
in L"(T?). In this case the electric field appearing in H4 is unique up to two constants
eo = (€0,1,€0,2) € R?, Eg = Vudo + eg where ¢ € W(T?) is the unique solution of
~Ay¢o = po(z) — 1, =€ T? ¢o(x) dz = 0.
’]1‘2
Notice that H1, H2 are equivalent to

E; >0, / / F§(z,u) du dx =1, lim/ / (14 €2u?)? — 1)F(x,u) du dz = 0.
T2 JR2 eNo0 J2 Jr2

The theory for the existence and uniqueness of global classical solution for the relativistic
Vlasov-Maxwell system is now well developed in two dimensions cf. [10].

RR n° 6158



10 M. Bostan

2.1 Analysis of the limit system

Let (F¢, Ef, E5, BS).>0 be smooth solutions for (18), (19), (20), (21), (22) with smooth
initial conditions (23), (24). The conservation of the total energy implies

. B 2
62/ / EF(u)Fe(t, x,u) du der}/ |ES(t,z)]* + <M> dx
T2 JR2 2 T2 S

BE 7B 2
= 52/ E°(u)F§ (z,u) dudx+1/ |ES(z)]? + <M> iz,
T2 JR? 2 Jr2 €

where £°(u) = e72((1 4 £2[u?)? — 1) is the energy associated to the velocity v¢(u) (i.e.,
V.E% =v(u)) and By s is the constant appearing in H4. We deduce that

1 B5(t, ) — Bos\~
sup 52/ Ef(u)F* du da:—l——/ |E=(t,z)|* + (M) dr < +00. (25)
e>0,teRy  JT2JR2 2 Jre €

In particular there is a sequence (ej) converging towards zero such that

€
B3* — By 3

mn(ﬁh@ﬂ
€k

k—-+o0

) = (Ela E27 b3)7
weakly in L?(]0, T[xT?)3,V T > 0. We use also the conservations of the mass and momentum

Op® + div, J® =0, (26)

€20, /RZUFE du+£2div, /R2(u®v8(u))F5 du+ p*(t,2)E*(t,2) + B5(t,z) > J*(t,z) = 0. (27)
By equation (25) we deduce that lim. o B5(¢, ) = Bo 3 in L?(T?) uniformly with respect to
t € R4 and thus from (27) we expect that at the limit for € \, 0 one gets

p(t,x)E(t,x) + Bos™J(t, ) = 0.
Moreover from (21) and (25) we deduce that
Oy, By — 0, E1 = 0. (28)

Combining with the continuity equation (26) and (22) we obtain the limit system

1E
J=p—=—0, divp E =0, (29)
By 3
) iE
Op+div, | p=— | =0, (30)
By 3

INRIA
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div,E =1 - p(t,x). (31)
The above equations can be written

€1

at(p*1)+§73'

V.(p—1)=0,

p(t,z) =1 = —div,E = 8y, (L E)g — 04y (T E)y, diviE =0.

We recognize here the Euler equations written in the so-called vorticity formulation with
p — 1 standing for the vorticity and the velocity ~E. For the existence theory of classical
solutions to the equations of ideal fluid flow we refer to [18], [23], [5], [20], [21].

The previous equations are supplemented with the initial condition Ey given in H4, the
initial condition for p being pg = 1 — div, Fy. It is easily seen by standard computation
that 1 [2|E(t,2)|? dz is preserved in time. Notice also that when & goes to zero we expect
that the total kinetic and electric energy [1., [pa((1 + Ip|2)z —1)f¢ dp dz + 3 Jpe | E°|? da s

conserved since @ ~ 0 (actually this happens for the Vlasov-Poisson equations with
Bo,3

strong external magnetic field =2*). Therefore we can interpret the hypotheses H2, H4 as
follows: as € goes to zero the total kinetic and electric energy of the conditions (f§, Ef§)

converges towards the electric energy of Ey and the magnetic energy of @ goes to
zero. We will see that under these hypotheses we can prove strong convergences in L2 for
the fields and also convergences in distributions sense for the charge and current densities.
The same limit system has been obtained in [11], [3].

The limit system can be solved explicitly when the initial conditions depend only on z;.
This situation arises when studying the Vlasov-Maxwell equations in the one and one-half
dimensional setting [9] that is, the particle density depends on t,xz1,p1,ps and the fields
depend on t,x,. We are looking now for solutions of the limit system depending only on ¢
and x;. For any 1-periodic function u = u(z1) we denote by (u) its average over one period
(u) == [pu(z1) dei. From (28) we deduce that d,,Fo = 0. Integrating now (20) with
respect to 1 € T! yields

d
pr E5(t,zq) doxy = J5(t, 1) dey = (J5(1)),
t T1

and after passing to the limit we expect that

d (1)

—Fh(t) = t dr) = — 2
(1) T1J2( ;1) day Bos (32)
Combining (19), (22) we find
. p(t, 1) Es(t) Ey(t)
OB = lim JE(t,z,) = 20 TVZ2 g B :
= g i) = T T S U e PO

RR n° 6158



12 M. Bostan

implying that

Ey(t) Ey(t)
Ey+ —=—20,,FE1 = .
o Eq + BO,3 0 L Bo,3 (33)
In this case the continuity equation becomes
Eq(t
dp + 2( )amlp:o. (34)
By 3
Multiplying (33) by p and (34) by E; one gets
Es(t Es(t
O (pEn) + 2 )azl(pEl) = ﬂp(tm%
By,3 By,
and therefore by taking the average we obtain
d Es(t) Ea(t)
—(p(t)E1(t)) = t)) = . 35
FPOB) = T2y = 2 (59)

Therefore (32), (35) can be solved with respect to Fy and {pE;) and thus
Es(t) = Ey2 cos ) (poEo,1) sin t
2 = Lo Bo.s PoLtx0,1 Bos .

By H3, H4 E, satisfies diviEO = 0, saying that indeed Ejy2 do not depend on z;, and
div, Ey = 1 — pg which becomes

8m1E071 =1- po(xl), xr] € Tl.

Multiplying by Ep 1 and integrating over T! yields (poEo 1) = (Eo1) and we can eliminate
the function pg in the expression of Fs

4 . t
Eg(t) = E072 COS <B03> - <E071> sin <B03> .

The other unknowns can be easily expressed in terms of the characteristics X (s;t, 1) asso-

ciated to BE2
0,3

Es(s)
Bos '

d
EX(s;twl): X (t;t, 1) = 21,

given by

S t S t
X(sit,a1) = a1 + Fop {sin [ —— ) —sin [ —— E 2 ) —cos(—) b
(558, 21) = 21 + o, {Sm (Bo,:a) - (Bo,3>} * (Fo) {COS (Bo,3> o (Bo,3>}

Finally we obtain from (34), (33) p(t,z1) = po(X(0;¢,21)) and

t
El(t, 1‘1) = Eo)l(X(O;t, 1‘1)) + E072 sin (—) + <E071> (COS (—) — 1) .
Bos By s

INRIA
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2.2 Evolution of the modulated energy

In this paragraph we consider smooth solutions (f¢, Ef, ES, BS).>o for the two dimensional
relativistic Vlasov-Maxwell system associated to smooth initial conditions (Fg, E§ 1, E§ 25 B§ 3)e>0
satisfying the hypotheses H1-H4. We assume also that the limit system (29), (30), (31)
has a smooth solution (p,J, E). Notice that the solution of the limit system satisfies
div, (O, E — J) = 0 and therefore there is a periodic function Az = As(¢,x) such that

OB — 81;2143 = Ji, 0B + 8951143 = Js. (36)
Actually Aj solves the elliptic space periodic problem
_A:cA3 = 6902J1 - 83:1 J2;

which has a unique periodic solution, up to an additive constant. In order to fix the constant
we choose the solution with zero space average

/Ag(t,x) de =0, teR,.
T2

We assume that As is smooth. We introduce now the modulated energy

He() = EQ/TZ/R2(85(U)—D-u+g)FE(t,x,u)dudx

R R e

where D(t,z) = ZE: i)) — Lg(t %) We intend to study the time evolution of H¢. For this

we multiply the Vlasov equation (18) by the smooth function h®(t,x,u) = £°(u) — D(t, x) -

u + M. We perform our computations in several steps by observing that the Vlasov
equation can be written

2(8, Fo+ divy, (v (u)F®)) — div,, ((E(t,x) + Bog “o°(u))F?) (37)
— div, ((E*(t,2) — E(t,z) + (B5(t, ) — Bos) “v°(u))F*) = 0.

Lemma 2.1 Forany0<e <1, T €Ry, t €[0,T] we have the inequality
(1- 50)52/ EF(u)F* dudr —eC < / / heF¢ du dx (38)
T2 JR2 T2.JR2

(1+2C)e? / £ (u)F® du dz + <C,
T2 JR2

IN

where C' is a constant depending on || D| o, rix12). In particular

//55 VFE du dx — eC < £ //hEFEdudz:§52//Ss(u)Fsdud:chsC’.
T2 JR2 R2 T2 JR?
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14 M. Bostan

Proof. We use the inequality
elul <2E%(u) +1, Ve >0. (39)
Therefore we can write

2 / D - uF°® du dx
T2 JR2

3

< s\\D||Loo//(5255(u)+1)F€ du do
T2 JR2

EHDHLmEQ/ / £ (u)F® du dz + || D|| -,
T2 JR2
implying that

62/ hsFEduda:—EQ/ EF(u)F* dudx| < 62/ D - uF® du dz
T2 JR? T2 JR? T2 JR?

D2
+ 52/ qu du dx
T2 JR2 2

6||D||L0052/ / £ (u) F* du dz
T2 JR2

g? 5
el Dz + S 1Dl

IN

_|_

and the first statement follows. The second one comes easily by using also the total energy
conservation (25). .

Lemma 2.2 Forany0<e <1, T €Ry, t€[0,T] we have

/ / 2(OuF* + diva (v (u) FE)hE du d = 25 / WS dude — Qi(1),  (40)
’]Tz RQ dt T2 R2
where
|Q1(t)| < 052/ / EF(w)Fe(t, x,u) du dx + Ce,
T2 JR2
for some constant depending on || D| w1 qo,r[x12)-

Proof. Integrating by parts with respect to z we deduce that the term Q4 (¢) in (40) has
the form

Q:(t) = 52/ Fe(0:h° + v°(u) - Vihe) du d.
T2 JR?
Notice that we have the inequality

2 5
£ (u) > |ul __ |ul|v (U)\7 Ve, (41)
2(1+ e2[uf?) 2

INRIA
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and therefore we deduce

Qo = [ [ (0D + (7D @D)(ul + [DYF du ds
T2JR
< &0, p~|Dl| 1~ +€||8tD||Loo/ / (€2€°(u) + 1)F* du da
T2 JR2
4+ | VuD| i~ Dl + 2€2||vxD|\Lm/ / € (W) F® du dx
T2 JR?
< 082/ E°(u)F*® du dx + Ce.
T2 JR2
O
Lemma 2.3 For any ¢ >0, t € Ry we have
7/ / div, ((E + Bos “v°(uw)F®) h*(t, z,u) du dz = 0. (42)
T2 JR?
Proof. We have
5 € 1 /L 1 ,e 1 E 1 e 1 + 1. e
Vuhe=v(u)—D="("D—v(u) =" | —5— —v°(u) | = —=— (E+ Bz v°(u)),
Bo3 Bo,3
and our conclusion follows easily by integration by parts. .
Lemma 2.4 Forany0<e<1, T eR,, te[0,T] we have
— / / div, [(E° — E + (B — Bo3) “v°(u))F*] h° du dx
T2 JR?
1d Bs - Bys\’
= - |E° — B|? 4+ [ 2222 dx
2dt T2 3
B - B
- e [ a0t - m (BR2) a0 - gut) (13)
dt T2 3

where Q2 satisfies

€ _ . 2
|Q2(t)|§062+0/ %{IEf—E|2+ (@) } iz,
T2

for some constant C' depending on || As||w1.0qo,r(xT2), [[D|lw1.qo,r[x12)-
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16 M. Bostan

Proof. After integration by parts with respect to u one gets
- / div, [(E° — E + (B§ — Bo,3) ~v°(w))F¢] h* du dx (44)
T2 JR
_ / / FE(E — B+ (BS — Bog) “0° (u))(v*(u) — D) du dx
T2

2
]RQ
= Ef —E)(J¢ —pD)dx— | +J°-D (B — Bys) da
3 5
T2 T2

= /T(EE ~E)-(J* = J)de — |[D-[(E* = E)(p° — p) += (J* = J)(B§ — Bos)] da,

2 TZ

since D - +.J = 0. Combining (19), (20), (21), (36) yields

1 B - B
8t(E§—E1)—gax2 (%) + O0p, Az = Jp — J1, (45)

B5 — By 3

1
0:(E5 — E — 0z
t( 2 2)+€ 1( c

) — Oy, Az = J5 — Jo, (46)

B — B 1 1
00 (BP0 4 20,0 (55 - B - 10, (57 - B) = (a7)

Notice that in the last equation we have used 9,, B2 — 0,,F1 = 0. Multiplying (45) by
E§ — Ey, (46) by ES — Es and (47) by e 7! (B§ — By 3) implies

1d

BE — Bys\>
- |Ef — E|? 4 ( 22— 203 dz + [ {(ES — E1)0y,As — (E5 — E5)8,, As}dx
2 dt T2 3 T2

_ /(JE—J)-(EE—E) dz.
T2

Using one more time (21) we can write
/ (E{0z,As — E505,A3) doz = A3(0y, E5 — 05, EY) dx
T2 2

T
= —/ As(f?t(B§ — BO,?,) d.CC
T2
d

B: - B B: — B,
= —e— | A4 <3°3> dx+6/ OpAs (303> da.
dt Jo2 € T2 €

Since [1, (E10y,As — E20,, A3) de = 0 finally one gets

1d B: — Bys3\’
/W(EE_E).(JE—J) de = oo T2{|E5—E|2+<%0’3> }dx (48)

g __ - BE_B
_ 5i/ As <M> dm+€/ 04 As (3—0"3>dw.
dt T2 13 'JI‘2 g
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We transform now the last term in (44) using (45), (46), (47) and (22), (31). We have
— (6" = p)(B* = B) — (B§ — Boa) (J* — J) = div, (E* — E) (B — E)
c L(pe 1 B3 — Bos
(B5 — Bo3)40; (E°—E)+ ng f — VA3

div,(E° — E) (E° — E) + 0:(B§ — Bo3) *(E° — E) — 0;((BS — Bo3)*(E° — E))

B — B, B — B,
- <3703> Va (3—()?’) + (B5 — Bo,3)VA3

€ €
e 2
= div.(E° — E) (E° — E) —div: (E° — E) Y (E* — E) — %vz (@)
B - B B - B

We have the identity

1
Lw tw = divy(w @ w) — §Vx\w|2,

divyw w — divy,

for any w = (wy,ws) € C*(R?)2. Multiplying (49) by D and integrating by parts with
respect to x yields

— [ D-[(p* = p)(E® = E) + (B§ = Bos) *(J° = J)] dz

TQ
BS — Bos\ >
(div, D) {|E€ —EP+ (303> } dx
g

d B§ — By, B§ — By,
e— | D- “(E°—E) (37‘”> de+¢ | 8D+ (E° —E) (5—“3) dx
dt T2 g T2 g

+ 5/TQ(D-VIA3) <@) dz. (50)

Combining (44), (48), (50) and observing that div, D = 0 we deduce that the term Q2 (¢) in
(43) has the form

- - /T;vxD(Ef ~ E))(E° — E) du + %/

T2

B — B B - B
—Qa(t) = 5/(3tA3 + D -V, A;3) (3503> dz+¢ | 0,D -+ (E° — E) <3€03) dzx
T2 T2
— /(VID(EE —FE))-(E° — E)dzx.
T2
By using the inequality

3

B - B 2 1/BS—Bos\ >
(0tAs + D -V, A3) (%) ’ < %@As +D -V, A3]* + 5(%) ,
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we obtain 2
1 BE _ B
‘QQ(t)|SC€2—|—0/ {|E€—E2+<3073) } dz’
22 .
for some constant depending on || As|[yw 1. (o, 7(xT2)s [[Dllw.qo,7(xT2)- -

Proposition 2.1 There is a constant C depending on || D||w1.qo,r1x12), [|A3|lw1.qo,7[xT2)
such that for any 0 < e < e(C), t € [0,T] we have

e . 2
52/ 5E(u)F5(t,x7u) du dx + l/ {Es(t’x) —E(t7x)|2 + (M) } dx
T2 JR2 2 T2 £

BE.— Bos\?
< Cl(t){s—i—sz/ E(u)F§ dudx+1/ {|E§—EO|2+ (M> } dx},
'H‘Q R2 2 ']1‘2 g

where C1(t) = (3 +20(4 +1))e2“t, t € 0, 7).
Proof. Using the Lemmas 2.2, 2.3, 2.4 in (37) yields

DHe1) TR (1) = Qi) + Qult) < Ce + OW (1), (51)
where .
R = [ (g4 D+ (5 - B) (ﬂ) dz,
']1*2 €
and

e __ 2
T2 JR?2 2 T2 c

By Lemma 2.1 we deduce that |H®(t) — W=(t)| < Ce. Observe also that we have |R°(¢t)| <
C(1+ We(t)). Integrating (51) over [0, ] one gets

¢
HE(t) —eRe(t) < H(0) — eR*(0) + Cet + C/ We(s), t€[0,T]. (52)
0
Notice that for any € < 1/(2C) we have
HE(F) — eRE() > WE(H) — 20 — cOWF(8) > %Ws(t) _ace,

and
HE(0) — £R#(0) < WF(0) + 205 + cOWF(0) < SWF(0) +2C=.

Combining the above inequalities with (52) implies
¢

1 3
5V\/E(t) < 5W‘f(O) +Ce(d+t)+C | W=(s) ds,
0

and the conclusion follows easily by Gronwall lemma. .
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The estimate for the modulated energy allows us to justify the convergence of the Vlasov-
Maxwell system with strong initial magnetic field towards the vorticity formulation of the
Euler equations.

Theorem 2.1 Assume that the initial conditions (f§, E§ 1, E§ 2, BG 3)e>0 are smooth and
satisfy the hypotheses Hi1-Hj4. We denote by (f¢, ES, ES, BS)e>o the solutions of the two
dimensional problems (9), (10), (11), (12), (13), (14) and we suppose that the limit system
(29), (30), (31) corresponding to the initial electric field Ey appearing in H4 has a smooth
solution (p, J, E). Then for any T € R, we have

1
ti [ () - D) dpdo+ g [ B ) - B o) do
T2 JR2 2 Jp2
1

N0

B5(t,z) — Bos\”

+ 5/ <w) dz =0, uniformly fort e [0,T],
TQ

€

. e . . / 2
1 = lim — =J mD'(Ry x T7).
lim p* = p, lim = in D'(Ry )
Proof. The first statement comes by Proposition 2.1. The convergence of the charge

densities (p)cso follows easily by (22), (31) since for any ¢ € CL(R, x T?) we have

lim/ / (p° = p)(t,x)p(t, x) dedt = lim/ / (Ef — E)(t,x) - Vyp dadt = 0.
8\0 R+ T2 8\0 R+ T2

For the convergence of the current densities (J%)esq = (é) we use the momentum
e>0

conservation (27). It is easily seen by Proposition 2.1 and the inequalities (39), (41) that

lim 52@/ uwF® du =0 in D'(Ry x T?)?,
e\.0 R2

lim Ezdivw/ (u®v*(u))F du =0 in D'(R; x T?)%
e\.0 R2

We introduce the quadratic form F(w) = div,w w — divyw “w. By using (19), (20), (21),

(22) one gets

1_ (BS—Bys\°> B — B
div, E°E° — (B — Bos)"J¢ = F(E°) — 5 Ve (3703) — b, { (3703) LEe} .
g g

Notice that F(E®) = div,(E® ® E°) — 1V, |E*|? and since we know that (E°).>( converges
strongly towards E in L?(]0, T[xT?)? we deduce that

11\11% F(E®) = F(E) =div,E E in D'(Ry x T?)%
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Similarly, as lim. o (@) =0 in L2(]0, T[xT?) we have

BS — Bys\” B — B
lim V, <3°3> = lim €0, { <303> LEE} =0 in D'(Ry x T?),
e\.0 IS N0 15

and therefore
li{%{divaE E° — (B — Byz) *J°} =div,E E in D'(R, x T?)%
€
Passing now to the limit in (27) one gets in D' (R x T?)?
: Lge _ 1 € 1€ e _ 1 7e
g{% Bos ~J° = ilif(l){ﬂ E° + (B3 — Bog) ~J°}
= —lim E° + lim{div,E® E° — (B§ — By3) ~J¢}
e\0 e\0 ’
= —E+div,E E = —pE,
saying that lim o J* = pzZ = J in D'(Ry. x T2)?, -
We end this section with a convergence result in distribution sense for (@) e>0-

Corollary 2.1 Besides the hypotheses of Theorem 2.1 assume that the following condition

holds. BE o (#)—Bos
H5) lim. o szT dx = 0.

Then we have the convergence lim.\ B;;fo,a = A3z in D'(Ry x T?).
Proof. Combining (45), (46) we have
O(E° — E) =+ V(A5 — A3) = J° — J,

€
Bg—Bo,g
2

where A§ := . We deduce easily that

lim/ / (A§ — A3)Vap dadt =0, V o € CHRy x T?).
e\o0 Ry JT?

In particular we have lim.\ o fR+ Jp2 (A5 — Ag)divye dadt = 0 for any ¢ € C(Ry x T?)%
Take now ¢ € CX (R, x T?) satisfying szw(t,x) dr = 0, t € Ry and denote by u the
solution of —Agu(t) = ¥(t,x), x € T?,t € Ry, verifying [, u(t,z) dz = 0,t € R;. We have

lim/ / (A5 — A3)y(t, x) dedt = — lim/ / (A5 — A3)divy,(Vyu) dedt = 0.
E\O R+ 'ﬂ*2 E\O R+ 'EQ

Take now 1) € C°(R4 x T?) and observing that ¢ — [, dx has zero space average we
obtain

i | + [ A5 = anuta) dsar =t | + 45 = 40 = @)+ () ot

= lim [ (¥(t)) /T (45 — Ay) dadt.

N0 Ry
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Recall that by definition [, As(t,z) dz =0, t € Ry and by integrating (47) we deduce that
% Jp2A5(t, ) do = 0. Therefore the hypothesis H5 yields

lim/ (A5 — A3)y(t, x) dedt = lim (W) | A5(0,z) dxdt = 0.
N0 R ']I‘2 e\.0 R T2

3 Other systems

We can consider the Vlasov-Maxwell system in the non relativistic setting. In the two
dimensional case the Vlasov equation (9) becomes

1

B5(t
o+ 29 - L (B + BT ) 0 —0, () e R T xR, (33)

where (E%, ES, BS).~0 solve the two dimensional Maxwell equations with the charge density
fW f€dp and the current density fR2 pfedp. Rescaling the momentum by p = eu and the
particle density by F¢(t,z,u) = 2 f(t,z,cu) leads to the same equations as those in (18),
(19), (20), (21), (22) with v*(u) replaced by u and J¢(t, ) replaced by [p.uF*(t,z,u) du.
We assume that the hypotheses H1, H3, H4 hold and we replace H2 by

. Ip\

lim T dp dxr =0,
eNo J2 Jr2 fO p) p

or equivalently by

. |ul?
811{13]62/1‘2 2 —F§(x,u) du dz = 0.

Following the previous method we show the convergence towards a solution (p, J, E) of (29),
(30), (31). The modulated energy is given by

1
H(H) = 52/T2/Rz§|u—D(t7m)|2F8(t7x7u)dudx

%AQ{|E8(t7m)—E(t,m)2+ (M)Q} dz,

where D(t,z) = Jg?z)) = %'

+

B~

Proposition 3.1 There is a constant C such that for any € > 0 small enough and t € [0,T]
we have

H5(t) < C(? + H5(0)). (54)
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Moreover if

2 1 B - Bys\”
supe 2 {/ / %fﬁ(m,p) dp dx—i—E/ |ES — Eo|® + (3403> dx » < 400,
>0 T2 JR2 T2 3

then
sup e 2H5(t) < oo, VT € R, (55)
£>0,t€[0,T]

In particular

BS — By

3

! < 400,

sup g1 HEE — EHLOO(]O’T[;LQ(TZ)Z) +supe™
e>0 L= (]0,T[;L*(T?))

e>0

and
sup 5_1”05 - pHLOO(]O,T[;H*l(Tz)) + SUPg_lHJE - J||W*1>1(]O,T[><'JI‘2)2 < +o0.
e>0 e>0

Proof. Let us give some details. As in Lemma 2.2, by using the inequality |u — D| <
1/2 + |u — D|?/2 we have

2 2 4 B
/ / E(8,F° + divy(uF))|u — D|? du da = E——/ / Felu = D|* du dx — Qu(t),
T2 R2 2 2 dt T2 Rz

where )
Q1 (1) §C€2/ / —|u — D|*F¢ du dx + Ce?,
T2 JR2 2

for some constant depending on || D||y1,%qo,7[xT2)2. Exactly as in the relativistic case (see
Lemmas 2.3,2.4) we have

1
7/ / div, ((E + Bos u)F*®) =|ju — D|* du dz = 0,
T2 ]R2 ’ 2

and
1
_ / div, ((E° — E+ (B§ — Bo3)"u)F*®) = |u — D|* du dx
TZ R2 2
1d BE — Bys) >
— - EE _ E 2 3 0,3
2 dt T2 <| | + ( 13 dx
Bs — B -
— e— [ (A3+D-* (E°—E)) <37°3> dz — Qs(1),
dt ']1‘2 13
where

- 1 B — Bys\ 2
|Q2(t)] < C/ 3 <|E5 —E|? + (—3 . 0’3> ) dz + Ce?,
’]I‘Q
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for some constant C' depending on || As||y 1.0 (o, 7[xT2)s [|D]lw1.0(q0,7[xT2)2. Combining the

above computations yields

dt
where R5(t) = [1. (A3 + D -+ (E° — E)) (@) dz. The inequality (54) follows imme-

diately by Gronwall lemma, using that

d d
EH;(zt) —e—R5 < Ce? + CH5(t),

1 BS — Bys\ 2
/(3703> da + CEH5()
'Jr2

e|R5(t)] < 52/ |As(t,z)|? do + =
T2 4 13
1 5 2 3 £ 2
< 54—05 H5(t) + Ce® < ZH2(t)+Cg ,

in L*>°(]0,T[; H~*(T?)) is obvious. The esti-

for € small enough. The bound of (Le_p)
e>0
JE*J) .o follows by combining the arguments in Theorem 2.1 and (55). Indeed,

mate for (
by the non relativistic version of (27) we have

—&? (&5/ uwF* du + divw/ (u@u)F*® du)
R2 R2
(B3 — B(),3)J'JE —div,EE.

Bzt (JF —J)
(Ef — E) + div,E°E° —

For any ¢ € W1(]0, T[xT?)? we have by (55)
sup 2 <6t/ uF*c du + divm/ (u®@u)F*e du,gp)‘ < Ce|lpllwroe (m, xT2)2,
e>0 R2 R2

and [(E° — B, ¢)| < Ce|l¢|l L (r, x12)2- As in the proof of Theorem 2.1 we can write

(B — By3)tJ¢ —div,EE

1 B: — By > B - B
= f(Ef)—f(E)—Evm(73 - 0’3) —gat{(ii" - 0’3>LE6}.

S¢ = div,E°E° —

It is easily seen that [(S%, )| < Cel|@||wr.00 (m, xT2)2- Finally one gets

|Bo,3("(J° = J), 0)| < Cellellwroeo,rixt2)2,
saying that sup_.qe™!|J¢ — J|lw-11(0,7[xT2)2 < +00. O

Remark 3.1 The previous result says that the solution of the limit system is a first order
approzimation for the non relativistic system (53), (19), (20), (21), (22), i.e

B B
Ef=FE+e0(), =2 = % +e0(e), p°=p+e0(e), J*=J+e0(e),

in the corresponding spaces.
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As in [16] we analyze also the case of distribution functions of the form
Fe(t,x,u) = p°(t,2)0(u — u(t,x)), (t,z,u) € Ry x T? x R?,

with a macroscopic density p°(¢,z) and a bulk velocity u®(¢,x), or equivalently
fe(t,x,p) = p°(t,2)0(p — eus(t,x)), (t,z,p) € Ry x T? x R?.

Following [6] the mass and momentum conservations lead to the equations

Oip° + divy(p°u®) =0, (t,z) € Ry x T2, (56)

1
OupF )+ diva (0 (0 @)+ =5 (B (8, ) + B5 (1) “uf(8,2)) =0, (1) € Ry xT2, (57)

coupled to the Maxwell equations (19), (20), (21), (22) with Je(¢,z) = p°(¢, x)u(t,z). By
standard computations we obtain the conservation of the total energy

d e e 2 e 1 5 2 Bg(t,%)—Bo,g ? _
%{/3“ <t,x>|p<t,m>dx+§/w<|E e+ (BT ) oo,

(58)
We obtain the same limit system
LE(t LE
u(t,x) = M, diviE =0, dp+ —— Vup=0, div,E=1—p, (t,z) e R, x T2
Bo,3 Bo,s

We work with smooth solutions (p¢, u¢, E5, ES, BS)e>0, (p, u, E) and we define the modulated
energy

2
1
i) = [ Gl —ue 0Py () do+ g [ IE )~ B da

e 2
N EEE
T2 e

We study the time evolution of H§ by using the equations for (p°,u®, E5, E5, BS) and
(p,u, E). By using (56) notice that (57) can be written

am+wﬁmwué;y@m+3m@fm@@pﬂ. (59)

We deduce that

Or(u® —u) + (u® - V) (u® —u) + E%(E‘E(t, x) + B5(t,x) us(t, x)) = —du — (uf - Vi )u.
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Multiplying by p°(u® — u) yields

%amf —u? o+ %(ua V)| — uf? + Z—Q(ES + BEhuf) - (uf — )
= O+ (uf - Vo)) - (uf — ). (60)

Adding to the above equation the equation (56) multiplied by |u® — u|?/2 we deduce that
1 £1,,€ 2 L. €l,,E 2,€ ps € el, e €
SO ) 4 Sdiva (7t — ) + D (B B ) - (o — )
= —p(Qu+ (u° - Vy)u) - (u° —u). (61)
Notice that *(u® — u) =+ u® + % and thus (E + Bo 3 “uf) - (u® — u) = 0, implying that
p°(Ef 4 BS *uf) - (uf —u) = (E°—E)-(p°u — pu) +div,(E° — E) (E° — E) - u
— (B3 = Bog) “(p°u — pu) - u. (62)

Using now the equations
1 B - B
ouE: - B1) - Lon, (BP0 ) o0 = s -

BS — By 3

1
O (ES — Ey) + =0,
(B~ Ba) + 20, (55

> — 03, Az = p“uj — pus,

B - B 1 1
O <3f0’3> + Eaxl(ES — Ep) — gaﬂfz(Ef —E1) =0,

one gets as before

1d B — By *
/ (E° — E) - (p°u® — pu) dzx f—/ |Ef — E|? + [ 22— 293 dx
T2 2 dt T2 e

_ gi/ A (M) dx+€/ 0,45 (M) dz, (63)
dt T2 g T2 3

and

TZ{ding(EE — E) (E° — E) — (B§ — Boa)*(p°u® — pu)} - udx

_ —/Tz((vxu)(Es—E))-(Es—E) d:z:—s% TQ(B?fEB‘”’) L(EF — E)-uds

B;-B B;-B
+ 5/ (%O’?’)L(E‘E—Ef@tudx—l—e/ (%W’)VIAg-udx. (64)
T2 T2
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Combining (61), (62), (63), (64) and the energy conservation (58) we obtain
t
H5(t) < C(e® +H;5(0)) + O/Hg(s) ds,
0

implying by Gronwall lemma that lim.\ o H5(¢) = 0 uniformly on compact subsets of R,
provided that the initial conditions satisfy the hypotheses

€ 2
iz 0. [ i) de=1, tme? [ OE ) -0,
and H3, H4. Therefore we deduce the convergences

Bi(t) — Bo s

tig (B5() — Bu(0,B50) — Ba(0), 21

) =(0,0,0) strongly in L*(T?)?,

uniformly for ¢ in compact subsets of R.. We can show as before the convergence of the
charge and current densities in D'(R, x T?)

+E

lim p® = p, (p°u%) = pu = pp—.
0,3

lim
eN\.0 eN\.0
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