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Observateurs pour les systemes dynamiques multivalués gipatifs

Résumé : Dans cet article nous proposons une étude de la synthésseth@aibeurs pour une classe de systemes
multivalués, avec second membre maximal monotone, ou leienettant sous la forme d’un processus de rafle
perturbé (inclusion dans un cdne normal). Une propriétéadsipité est utilisée afin de mettre le systeme sous
une forme canonique adéquate, permettant de montrertBexie et I'unicité des solutions. La stabilité de la
dynamique d’erreur d’observation est étudiée, et la stattibn avec un feedback de I'état observé est démontrée
dans certains cas. Les cas linéaires et non-linéaires tatiés.

Mots-clés : Observateurs d’état, systemes multivalués, inclusioffiérentielles, processus de rafle, opérateurs
maximaux monotones, analyse convexe, systemes de LunemeeKYP, systéemes dissipatifs, systémes positifs
réels.
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1 Introduction

Models involving set-valued mappings are ubiquitous in maaics and electricity [21, 2Bl 2}, 4]. In this paper the
problem of synthesizing exponentially stable observerafdass of differential inclusions of the form

—dr + f(t,x(t))dt € F(t, (1))

1)
y(t) = h(z(t), 2(0) =z € dom(F(0,"))

is studied. In[l)/z denotes the differential measure of the function IR — IR™ (which, in casex(-) is
absolutely continuous, is equal to its usual derivativedl &(¢, 2(¢)) is a multivalued mapping. Conditions on the
vector fieldf (¢, z(t)) and on the output functioh(z) will be given later, however two main cases will be treated:
the linear cas¢ (t, ) = Az + Bu(t), h(z) = Cz, and the nonlinear case. Concerning the right-hand-sid@)of
two main cases will be treated: (¢, z) = F'(z) + f(¢), i.e. the multivalued mapping(z) is time-independent,
and then we shall assume that it is maximal monotond{@rxz) = N(S(t); ) whereS(-) is a closed convex
set-valued mapping amdl (S(¢); z) is the normal cone t§'(¢) in the sense of convex analysis. We also show how
the convexity may be relaxed. Wher-) is of bounded variation, the usual derivativeagf) no longer exists
(discontinuities are permitted), so that the differentidasureix is used. Then the inclusion ikl(1) is called a
measure differential inclusiorAll these notions will be defined and made precise in the segtion.

Lur'e type with maximal monotone multivalued mapping in tteedback path (see figuf& 1) constitute an
example of such inclusions. A multivalued or set-valued piag is a mapping that assigns a set of possible
values to its input argument, and the output of the mappimgbeaany value in this set. The requirements that
the mapping is maximal and monotone generalize the usualigidered concept of continuous, sector bounded
nonlinearity [43]. Systems of the considered type may a$sa natural consequence of modelling (e.g. models of
friction phenomena, ideal diodes), or the used solutiorteph(e.g. Filippov solution5T17]). Examples of systems
obtained by interconnecting linear dynamics in a feedbacKiguration with maximal monotone mapping, as in
figure[d, include various classes of hybrid systems: cepigice-wise linear systeni{s 41.128] (fig. 2a), linear relay
systemsl[[217] (figurEl2b), linear complementarity systeérds'88 [4] (figurdPc), and electric circuits with switching
elements (e.g. ideal diodes, fid. 2c, MOS transistors, cleiatic in fig.[2d)[2].

U Y
i - f($7 u7 w)
>y = h(z)
H(x)
“ wep(H(x) |

Figure 1: Lur’e type system with maximal monotone multiedumapping.

Two observer structures are proposed in the paper, whidheased on rendering the linear part of the error dy-
namics strictly positive real (SPR). As the consideredsctdsystems and the proposed observers are nonsmooth,
tools of convex analysis are needed to formally analyze aadeptheir properties. Existence and uniqueness of
solutions (i.e. well-posedness) of the system and obsé\aarefully analyzed. Well-posedness of the system
is an important theoretical question, and, from a pracstahdpoint, if an observer is to be numerically imple-
mented, well-posedness is necessary to ensure the prdparibteof the implementation. From the existence of
solutions to both the observed system and the observerxistergce of solutions to the observation error follows.

It is further shown that the observer recovers asymptdyithé state of the observed system (i.e. that the error
dynamics is globally asymptotically stable).
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(a) (b)

Figure 2: Maximal monotone set-valued mapping.

Stability of Lur’e type systems with SPR linear part and tligcdntinuous nonlinearity has been studied in
[45], but the problem of existence and uniqueness of salatior these systems was not considered. Existence and
uniqueness of solutions, as well as stability of autonontau® type systems with maximal monotone nonlinear
mappings have been studied[ih [5]. The well-posedness of stissipative complementarity systems is proved in
[, 5], embedding these systems into the perturbed swegpatgssl[1€,15]. Observer design methodologies for
Lur'e type systems wittocally Lipschitzslope restricted nonlinearities was studied beforélin 53, Blowever,
since nonsmooth and non-Lipschitz nonlinearities arendtbin the system studied here, the resultd b3, 35]
are not applicable (for instance condition (7) inl[35, Theor2] is totally irrelevant in our setting). We have to
resort to a framework of convex analysis, to establish ares design procedure for the considered class of
systems. Observer design is presented i [33] using disstyaarguments, for a class of set-valued systems.
However the differential inclusions considered[inl[33] different from those considered in this paper, because
of compactness and local boundedness properties whichoargatisfied by the set-valued right-hand-sides we
work with. One consequence is that solutionsir [33] are laibsly continuous, whereas we allow for solutions of
bounded variation, in the framework ofeasure differential inclusionmtroduced by J.J. Moreali 132, Definition
3a]. A (very) preliminary version of the work presented iisthaper is in[[29], utilizing an idea if][5].

The paper is structured as follows. In sectidn 2 some basiceqts of convex analysis and differential in-
clusions are given. Sectiofib 3 did 4 deal with the linearovdild f(¢,z) = Az + Bu(t) case. In section
B3 the observer design problem is formally stated. Two case®xamined: when the multivalued mapping is
time-invariant (sectiofi311), and when it is time-varyisgdgtiol3.R). The observers dynamics are introduced in
section3B. Sectiofl 4 contains the main results of the papes observers well-posedness is studied, and the
error dynamics stability is proved. This is done for the timeariant set-valued mapping case (secfiah 4.1), and
for the time-varying set-valued mapping case (sedfioh. /B¢ stabilization with an estimated state feedback is
tackled in sectiol413. Secti@h 5 is dedicated to the noatinector fieldf (¢, z) case. Conclusions are presented
in sectiorH, and some technical results are in the Appendix.

2 Preliminaries

2.1 Notation and definitions
The material that follows is taken from [31,[1]87] P5l 34]1tME} ([0, c0), IR™) we denote the Lebesgue spaces

loc
of locally integrable and square integrable functions fioms [0,00) — R". A mappingp : X — Y, where
X,Y C R, is said to bemultivaluedif it assigns to each element € X a subsep(z) C Y (which may be

empty). The domain of the mapping-), dom(p) is defined aslom(p) = {z|z € X, p(z) # 0}. We define
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the graph of the mapping(-) asGraphp = {(z,z*) | * € p(z)}. A multivalued mapping(-) is said to be
monotoneif Va1, x2 € dom(p), Vzi € p(x), Vab € p(z2) (x7 — a3, 21 — x2) > 0, where(-, -) denotes the
inner product. A multivalued mapping-) is said to benaximally monoton# its graph is not strictly contained
in the graph of any other monotone mapping. In other wordsimmality means that new elements can not be
added to th&iraph p without violating the monotonicity of the mapping. All theamples in figur&l2 are maximal
monotone mappings with graphs R*. The right and left limits of a function atare denotedf (t*) and f (™)
respectively. An absolutely continuous (AC) functién [a,b] — IR is almost everywhere differentiable with
derivativef(-) € £'([a,b], R) anf f(z) — f(a) = [ f(t)dt for anya < =. Itis locally AC if it is AC for any
interval[a,b] C IR. Let thetotal variationof f(-) be defined asar;(z) = sup Zﬁvzl lf(t:) — fticy)], (a <

x < b), where the supremum is taken along all integ¥rsand all possible choices of the sequefité such that
a=ty <t <..<ty=uxz Thefunctionf(-) is said ofbounded variatior(BV) on [a, b] if var;(b) < +oo.

If it is right continuous with bounded variations we dendtas RCBV. It is locally RCBYV if this holds for any
interval [a,b] C IR. Letz € BV (I;R") be given. We denote byz the differential measure generated hy
Fora < b, a,b € I: dz([a,b]) = x(b") — z(a™), dz([a,b)) = x(b”) — x(a™), dz((a,b]) = z(b") — z(a™), ,
dz((a,b)) = z(b”) — z(a™) . In particular, we havelz({a}) = z(a*) — z(a™). LetS C IR" be a set.
The indicator function ofS is defined ag)s(z) = 4o if @ ¢ S, andys(z) = 01if 2 € S. WhenS' is
nonempty closed convex, then;(-) is a convex lower semicontinuous function which has a subatére in the
sense of convex analysis, denotedas;(-). The normal cone to a convex s§tC IR" at a pointz € IR" is
N(S;z) ={z€e R" | (z,y—=x) <0, forally € S}. One ha®s(z) = N(S;z) whenz € S, O¢g(z) =0
otherwise. Whert' is not convex an extension of the normal cone from convexyaigls the Fréchet normal
cone:N(S;z) = {z € R" | (z,y—21) < o] y—=x |) forall y € S} (in the text we shall denote all
normal cones ad/(S; z), being understood that whetis not convex this is the Fréchet normal cone). Wisen
is convex both cones are equal. A $etc IR" is saidr-prox-regular if (&, — &, 21 — x2) > — || 21 — 22 ||?
forall & € N(S,z) and| & ||< r. This is called thenypomonotonicityproperty. Notice that when the sét
is r—prox-regular, then the set-valued mapping- N(S; x) + z is monotone for elements of the normal cone
satisfying|| & ||< r. Another characterization ofprox-regularity is that all points close enough (at a dist&a
less tharr) to S have a unique projection of. A multivalued mapping : ¢t — S(t) C IR" is RCBV ifitis BV,
with the Hausdorff distance being used in the total varratiefinition above, andarg(+) is right continuous. The
domain of a functiory : R" — Risdom(f) = {z | f(x) < +oo} (the function is said proper if its domain is
notempty andf(z) > —oo for all z). Let f(-) be a convex proper function. Its conjugate functfor-) is defined
asf* : s — sup{(s,z) — f(z), z € dom(f)}. I, is then x n identity matrix,0,, is then x n zero matrix.
B(0,R) = {z € R" ||| = ||< R}, forsomeR > 0. A linear system given byA, B, ('), whereB has full
column rank (i.eKer{B} = (), is strictly positive real (SPR) if there exista= PT > 0andaQ = Q" > 0
such that[[44](IB, Chapter 3]:

PA+ATP=-Q (2a)
B'P=C. (2b)

2.2 Monotone differential inclusions
Let us consider the differential inclusion (DI)

&(t) € =F(z(t)) + f(t), x(0) € domF (3)

The following result is a generalization of the Hille-Yoaiftheorem([213, Theorem 3.7.1].

Theorem 1 Let F(-) be a maximal monotone operator mapping déin C R" into R". Letf : R — IR

be locally AC. Then the differential inclusion id (3) possesa unique locally Lipschitz continuous solution on
[0,400) such thatz(t) € dom(F), for all ¢ > 0, and the inclusion in[{3) is satisfied almost everywhere on
[0, +00).
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Notice that Lipschitz continuity is equivalent to absolotatinuity with essentially bounded derivative. Hence
Theorentdl assures the existence and uniqueness of an A@soltpointz, is afixed point (equilibriumpf the

DI @ if:
0€ F(xo) + f(t), Vt >0 4)

Remark 1 Many other well-posedness results exist in the mathenidifesature for DIs of the formz(t) €
F(t,z(t)), see e.q.[[40,13]. So-called Filippov’s systeins [17] are example. WheR' : IR — IR represents a
relay function, i.e.F'(x) = 9 | « |, then both the maximal monotone and the Filippov’s appreachay be used to
deduce the existence of locally AC solutions. Relay funstéme a typical example of a mapping that satisfies the
requirements for both concepts. Maximal monotone setedhinappings are not necessarily bounded, see figure
.

2.3 Perturbed sweeping process and measure differential alusions

Let us now deal with another class of differential inclusiovhich does not possess the structure ddin (3). They are
calledperturbed Moreau’s sweeping processe [16[_15.19] for recent contributions ahd|[30] for anddtrction.
Here and belowgt denotes the one-dimensional Lebesgue measure. Suppbteetsat-valued mapping(-) is

locally RCBV. Throughout, in such a case we will denotepb?t d (varg) the differential measure ofirg(-). This
Radon measurg is obviously positive since the functiaarg(-) is non decreasing. According 0]16] a mapping
x : [0, +00[— IR" is a solution of[Ib) withr, as initial condition if:

(i) z(-) is locally RCBV and satisfies(0) = x¢ andz(t) € S(t) for all ¢t € [0, +o0),

(ii) the differential vector measutk is absolutely continuous with respect to the measure. + dt with density
9z ¢ £},.(10, 400, v; IR") and

dx dt

—E(t) — f(t,a:(t))a(t) € N(S(t);z(t)) v—a.etel0,+0), (5)

where%(-) denotes the density relative toof the Lebesgue measudie which is absolutely continuous
with respect to the measure and a.e. is for almost everywhere.

In the bounded variation case we will follofv]16] in writin)(in the form

{ —dx € N(S(t);x(t)) + f(t,x(t))dt
(6)
The meaning of the inclusion at an atomdaf (a jump inz(-)) is [31,[1,[9]
a(tT) —a(t”) € =N(S(tT);2(tT)) & z(th) = proxS(tT);z(t7)]
)
& a(th) =argmineg g || 2 — () |?
If the solutionz(-) is locally AC, then the measure differential inclusi@h §yéwritten as
{ —i(t) € N(S(t);z(t)) + f(t,z(t)) ae. dt —a.e.t € [0,+00),
(8)
:Z?(O) =X € S(O)

Itis noteworthy that whei§(t) is convex for eachthenN (S(t), z) = Y5« (x) defines a maximal monotone
mapping for each fixed Such is not the case whef{t) is not convex. The class of differential inclusions[ih (6)
is therefore quite different from the class [ (3). Let us mmesent the existence and uniqueness results for the
inclusions in[B) and{8). First of all let us present a setrofyerties of a sef(-), that will be used later:
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* (Al) For eacht > 0, S(t) is nonempty closed;—prox-regular subset aR".

* (A2) S(t) varies in a absolutely continuous way, i.e. there exists @nfénctionv(-) such that for any
y € IR" ands,t > 0

| d(y, S(t)) — d(y, S(s)) [<] v(t) — v(s) |
whered(y, S) = inf{||y — = || ,x € S}.

* (A3) S(-) is of right continuous bounded variation (RCBV), i.e. it isbmunded variation and its variation
function vag(-) is right continuous o .

A setS that isr—prox-regular is such that all the points that satigfy, .S) < r have a unique projection on
S. So obviously convex sets are prox-regular with any 0. It is noteworthy that the normal cone [d (5) &t (6)
in caseS(t) is not convex, is not the usual normal cone of convex analyisigs to be generalized to the Fréchet

normal conel[T€,15].

Theorem 2 [I5, Theorem 1] LefS(-) satisfy assumptior®1) and(A2). Let f : I x IR" — IR" be a separately
measurable map ohsuch that

« For everyn > 0 there exists a non-negative functibp(-) € £!(I, IR) such that for allt € I and for any
(z,y) € B[0,n] x B[0,n] one has|f(t,z) — f(t,y)l| < kn(t)[|z —yl};

« there exists a non-negative functiof-) € £'(7, IR) such that, for allt € I and for allz € |J,.; S(s),

L @) < BEA +[|2]]).
Then for anyzy € S(to) the inclusion[[B) has a unique AC solutiaft) on 1.
Let us now give a third result proved in [9], where the Sé1) satisfies propertyA2) or (A3).

Theorem 3 [B] Let f(t,2) = Az + Bu(t) in @), whereu(-) is Lebesgue measurabld, and B are constant
matrices of apppropriate dimensions. Suppose #1@) is nonempty polyhedral for each> 0, and that it is
locally AC (resp. locally RCBV). Then the perturbed swegmirocess in[{6) has one and only one locally AC
(resp. locally RCBV) solution off), +00).

In the locally AC case, Theoref 3 is a direct consequence ebii@m[P. In the locally RCBV case the
uniqueness is shown iAl[9]. Throughout the paper we will usb theorems.

Remark 2 The set-valued systems we work with in this paper all havertigueness of solutions property. Con-
sider the time discretizations when non uniqueness ofisakitolds [T#]. Then convergence results say that
for any solution of the continuous-time inclusidiere existan approximated solution of the discrete inclusion.
Conversely, any solution of the discrete inclusion appr@tessomesolution of the continuous time inclusion.
If the differential inclusion has a finite number of soluphen it may be possible to select which one is being
approximated (like e.gi(t) € sgn(x(t)), (0) = 0 which has three solutions). When it has an infinity of sohgio
(like e.g. ©(t) € [—1,1]), one may question the modeling step. It is certainly pdssin design observers for
systems which may have multiple solutions, as done e.g3jn FBwever it is expected that similar convergence
issues will occur.

3 Problem statement (linear case)

Two main classes of multifunctiors(¢, =) in (@) will be considered in this paper. They correspond ttieasZP
andZ3B, respectively. The rationale behind these chaicineed for existence and unigueness results, both for
the observed system and for the observer dynamics.
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3.1 Time-invariant multifunction

Consider the system whose state space equations are gitiee foflowing differential inclusion (see figuké 1):

#(t) = Az(t) — Gu(t) + Bu(t)
w(t) € o(Hx(t)) )

y(t) = Cz(t), x(0)=z¢ € dom(oo H)
whereA € R™*", B € R™*™, G € R™*!is full column rank,H € R"*™ andC € RP*™. The mapping
o: R — R!is assumed to be maximal monotone afid is locally AC. Notice that[P) is equivalently rewritten
as

{ —i(t) + Az(t) + Bu(t) € Go(Hz(t))
(10)

y(t) = Cx(t), z(0) =z € dom(po H)

Remark 3 Certain multivalued mappings-) that are not monotone, can be transformed into monotone mggp

by using the loop transformation technique (see for instafd; §83.10] [43, 85.6.2]). An example of such a
mapping is given in[[29]. With loop transformation, a new mayy is defined, ag(z) = o(z) — Mz, whereM is

a matrix of appropriate dimensions, chosen so that the nmapgiiz) is maximal monotone. If we then replace the
system matrixd in @) by A = A — GM H, we obtain a systeif) that satisfies the above mentioned assumptions.

It is important to guarantee that the syst€m (10) whose statés to be observed, is well-posed. This may be
supposed without further analysis and conditions on theicest( A, B, C, G, H).

Assumption 1 The system if{10) possesses a unigque locally AC solutifih emc) for anyz(0) € dom(go H).

However let us provide some insights on cases wiiele (10)ititén3) and Theorerfl1. Suppose for instance
that the triple(A, G, H) is SPR, so that it satisfies the KYP Lemma LMI[h (2) (withnstead ofB and H instead
of ©). Let us perform the state transformatios= Rz, whereR? = P andR = R” > 0. Proceeding similarly as
in [5] one can rewrite the dynamics ii{10) as

{ —2(t) + RAR™'2(t) + RBu(t) € R"T*HTo(HR*2(t))
(11)

y(t) = CR™'2(t), 2(0) = 20 = Rxo,z0 € dom(po H)

From the rank condition ot it follows that the multivalued mapping +— R~'HT o(HR~'z) is maximal
monotone[[38, theorem 12.43], so that the mappings —RAR 'z + R~'HTo(HR™'2) is also maximal
monotone. Therefore the well-posednesslof (11), and coesely that of [ID), follow from Theorefd 1. One
concludes that the SPRness(ef, G, H) permits to assure the existence and uniqueness of locallgoA@ions
of the multivalued system. In order to relax this assumptietnus make the following assumptions on the system
(@0): the triple(A, G, H) is strictly minimum phasel = G, H = C andH G is symmetric positive definite. Then
from [[8, Theorem 2.64] it follows that the system can be maElR 8y a suitable feedbaek= K Hx + v, with
v(-) the new input. Therefore, provided this assumption holds, @an recast by a suitable output feedback the
multivalued systenT{10) intg)3), and guarantee its weligamess. The resulting new system has a new transition
matrix A+GK H. Without loss of generality and in order to avoid workingtwihe new systertA+GK H, G, H)
(several other matrices will be used throughout the papeisanplifying the notation is worthwhile) we suppose
that such a feedback transformation has already been djppliee systenf{10). In fact frorfil[8, Theorem 3.35] the
strict minimum phase property may be relaxed to minimum elaasl the same reasoning may be applied. In case
B # @G, one may resort to an LMI similar to the one [N118) to guararnhat(A + BK H, G, H) is SPR for some
K. Another case that makds]10) fit with[d (3) and Theof@m 1 iswmd = H” and rankH) = [, andA > 0.
Then the mapping — Go(Hz) is maximal monotoné[38, Theorem 12.43] and so iss — Az + Go(Hz).
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Remark 4 The state transformation performed to defl(11) will be instental in all the well-posedness proofs
in this paper, and also for the observers design and the afyoramics stability study. Performing state space
transformations is a common practice in observer desigmfotlinear systemd 119, 20, 142.110]. The conditions
to be imposed on the system so that it is well-posed may agpéegent. However they are a consequence of
Theorenfll which relies on the maximal monotonicity of theiwallied mapping. On the other hand tlieiqueness

of the solutions is assured, not only the existence. It wilsben later that the strict dissipativity also assures the
uniqueness of the fixed point of the error dynamics, so thaliailstability result can be obtained. Relaxing the
strict dissipativity (SPR in the linear case) to a less gjgnt notion (like PRness), with an observability condition
so that the KYP Lemma solution satisfies- 0, is certainly possible at the price of allowing for multigquilibria
and local convergence results. This is not the object ofglaser.

3.2 Time-varying multifunction

Let us consider a time-varying multifunctianit, z) = gy (Hx) = N(S(t); Hx) whereS(t) C R'is a set
that satisfies the assumptions of Theok&ém 2,@ngis locally AC. Thus the considered multivalued system is

{ —&(t) + Ax(t) + Bu(t) € GOvg (Ha(t))

y(t) = Cx(t), Hxz(0) = Hxg € S(0)

(12)

As above a first instance where Theordihs 2 may be appliddjdg¥thenG = H” andG is full column
rank. Then it follows thaGdvs ) (Ha) = H 0 (Ha) = N(S'(t);z) whereS'(t) = {z € R" | Hz €
S(t)} ¢ IR", see lemmBd1 (the rank assumption assuresStiar is not empty; lettingH : = — Hz, we have
S'(t) = H=1(S(t))). Another interesting case is whéA, G, H) is SPR (or it has been made SPR by suitable
feedback). Using the same variable change Rz as the one used to transforfn}(10) iffal(11), one may conclude
from TheorenR that the differential inclusion []12) hag@md only one AC solution(-) on IR". Let us now
considerS(-) that satisfies the assumptions of Theofdm 3, i.e. it is lpd@CBV. Then the solution may have
jumps and[[IR) has to be rewritten as a measure differenthlsion:

{ —dx + Az(t)dt + Bu(t)dt € GN(S(t); Hz(t))
(13)

y(t) = Cx(t), Hz(0) = Hxo € S(0)
Doing the same assumptions one deduces from Theldrem 3 éhdiffibrential inclusion in[[A2) has one and

only one locally RCBV solution od? . Examples of systems that fit within this framework are eleat circuits
with ideal diodeslIi7,22].

Example 1 Consider a linear complementarity system

{ &(t) = Ax(t) + BA(t) + Eu(t)
(14)

0 < A(t) Lw(t) = Dx(t) + Gu(t) + F > 0,

with A\(t), w(t) € R™, (A, B, D) positive real andB has full column rank. Using some basic convex analysis
and a variable change = Rx as above, it is not difficult to prove thdf{14) can be rewrittes

—3(t) + RAR™'2(t) + REu(t) € N(S(t); 2(t)) (= o(2(t), u(t))), (15)

with S(t) 2 R(K(t)) = {Rz | z € K(t)} ¢ R" andK(t) £ {z € R" | Dx+ Gu(t) + F > 0} C R".
The non emptyness éf(¢) for eacht > 0 is guaranteed by some constraint qualification. For ins&fc> 0, or
Im(D) = IR™ are sufficient conditions. Some nonsmooth electrical @sauith ideal diodes, or other piecewise
linear components, can be recast under such a frameworlari@leéhe setS(¢) may jump when(-) is of locally
bounded variation. From Lemnlial10 (with slight notation at@ipn) it follows that whenu(-) is locally AC (resp.
locally RCBV), ther5(-) is locally AC (resp. RCBV). In the RCBV case, the stdt¢ may also possess jumps,
and the system if.{JL4) has to be embedded into the measwedifél inclusion formalism of sectién®.3. LCS
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as in [I3) can be recast into Moreau’s perturbed sweepingg@ss. More on the relationships between differential
inclusions and complementarity systems may be foundl in $jstems as i _{14) are a particular subclass of
complementarity systems. The observability of anotheclasb (with complementarity conditions of the form
0 < A(t) L w(t) = Dz(t) + Gu(t) + FA(t) > 0) has been thoroughly studied in]11].

As we shall see later (e.g. in the proof of Lemigha 2), the tirapethdency of the sét(-) may also stem from
the observer structure, despite the system’s multifundsatself time-invariant. Thus considering time-varying
sets is an important point.

Remark 5 The problem that is tackled in sectidns]3.1 3.2 may beuiated as follows. Given a sextuple
(A,G,H,B,C,o(-,-)), does there exist an output feedback= KCx + v and a state space transformation
z = Rz such that the system is transformed into a differentialisidn as in[(B) or[[b)? In such a case we may
call the sextuple output feedback monotonifiable (OFM).faetnstancep(-) = 9f(-) for some proper, convex
lower semi continuous functiof(-). From the above manipulations one sees th&tG, H, B,C,0f(-) is OFM
provided(A + BKC, G, H) is SPR. Then froni[8, Lemma 3.7] and 38, Proposition 11.&r&ple 12.8, §5.A] it
follows that(A”, HT , GT,CT ,BT,0f*(-)) is OFM also.

3.3 Observers structure

The first proposed observer (“basic” observer scheme) fosyistem[(9) has the following form:
Z(t) = (A — LC)&(t) — Gio(t) + Ly(t) + Bu(t)
w(t) € o(H(t)) (16)

g(t) = Ci(t)

whereL € R"*? andHz(0) € dom(p). The second proposed observer (“extended” observer sQtrera¢he
following form:

Z(t) = (A — LC)&(t) — Guo(t) + Ly(t) + Bu(t)
w(t) € o((H — KC)&(t) + Ky(t)) 17)

g(t) = Ci(t)

whereK € R'*P andz(0) are such thatH — KC)#(0) + Ky(0) € dom(p). The basic observer is a special
case of the extended observer with = 0. When the time-varying multifunction case is consideréentthe
observers keep the same structure, see sdciibn 4.2. T feagreating these two cases separately is that the
well-posedness conditions for the two proposed observers ¢onditions for the existence and uniqueness of
solutions) and the stability analysis or the error dynaméaes significantly different and have a strong influence
on the type of multifunction which may be considered, i.e.tlo& system to be observed itself. To summarize,
the casef(-) time invariant4- basic obesrver) yields an error dynamics with time invdrsat-valued functions.
The other cases(-) time invariant+ extended observer), op(, -) time varying), yield error dynamics with time
varying set-valued functions. Also, the well-posednessfsrare more readable if the cases are treated separately.
Stability of the error dynamics will be treated only for theese of the extended observer, as the result for the basic
observer follows then immediately. The gaihsnd K can be computed suchthat — LC, G, H — KC) is SPR.
This can be achieved by solving the matrix inequality:

(A-LC)'TP+P(A-LC)=-Q <0
(18)
G"P=H-KC.

Inequality [IB) is a linear matrix inequality iR, i, L " P. For necessary and sufficient conditions for the existence
of solutions for [IB), see for instandé [3, Lemma 1].
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4 Main results (linear case)

The problem of observer design consists in finding the dafior L, K for the extended observer) which will
guarantee that there exists a unique soluti¢r) to the observer dynamics df, o), and thati(t) — «(t) as

t — oo. In this section we assume thatfifand K are chosen such that the trigld — LC, G, H) (respectively
(A—LC,G,H — K(C))is SPR (sed{17)). Then we show that the obtained obsé&@p (1), respectively) will
satisfy the mentioned requirements.

4.1 Time-invariant multifunction
This section is devoted to study observers for the sydiero(®quivalently[ID)).

4.1.1 Observers well-posedness

To prove that SPR property ¢ — LC, G, H — KC') guarantees the proper behavior of the observer, we start of
with two lemmas on well-posedness. Note that the well-poessl of the observels{16) aidl(17) is also essential
in ensuring the proper behavior of a numerical implemeaoati

Lemma 1 Consider the systei), and the observel8). Let the triple(A — LC, G, H) be SPR. lii(-) is locally
AC then the observer dynami&) has a unique locally AC solution df, co).

Proof: Since the tripl§ A — LC, G, H) is SPR and~ has full column rank there exigt, @ that satisfy[R).
Introduce the change of variables:
z=R% (19)
whereRR = P, R = R" > 0. Then, [Ib) transforms into:

#(t) = R(A— LC)R™*2(t) — RG(t) + RBu(t) + RLy(t)
W(t) € o(HR '2(t)) (20)

9(t) = CR™'2(t)

Since H#(0) € dom(p), we haveHR~'2(0) € dom(p). Define the mapping : R® — R" as f(z) =
R™'H"o(HR™'z). Note that using the SPR conditido12#}](20) can now be evnitts:

#(t) € R(A— LC)R™*2(t) — f(2(t)) + RBu(t) + RLy(t) (21)

wherez € dom f(-). From the SPR conditiof.{Pb) it follows th& and H R~! have full row rankl, and
together with the fact that(-) is maximal monotone we have thag-) is maximal monotone as wellTB8, theorem
12.43]. From the SPR conditiohq2a) it follows thafA — LC)R~! + R(A — LC")R~! is negative definite.
Hence the mapping — —R(A — LO)R™ 'z + f(z) is maximal monotone [38, Corollary 12.44]. Since the
signalu(-) is locally AC, and hencg(-) is also locally AC by Theoreld 1, existence and uniquenessoatly AC
solutions to[(2l) and{16) follow from Theordth 1. [ |

Remark 6 The proof of Lemm@ 1 extends the proof(df [5, Lemma 1] to theandonomous case.

In the following lemma we address the question of well-pogsd of the extended observer scheme. For this
we shall consider a particular class of mappip@$. The reason why will be clear in the proof.

Lemma 2 Consider the syste) with o(-) = dv(-), and the observe). The setS c IR’ is supposed to be
nonempty polyhedral. Let the signal-) be locally AC. If the triplg A — LC, G, H — KC) is SPR, the observer
dynamicq[Id) has a unique locally AC solution df, o).
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Proof: Since the tripld A — LC, G, H — K(C') is SPR and has full column rank there exigt ) that satisfy
@). Let us introduce the change of varialflel (19)0d (17), rehees beforeRR = P, R = RT > 0. In the same
way as in the proof of Lemn{d L {lL7) transforms into:

2(t)€ R(A—LC)R™'2(t) — R™Y(H — KO)To((H — KC)R™'2(t) + Ky(t))
(22)
+RBu(t) + RLy(t)
wherez(0) € dom(f). Letg : z — t¢g((H — KC)R 'z + Ky(t)). Theng(z,t) = thgi)(2z) with

S'(t)y ={2z€ R" | (H-KC)R 'z+4 Ky(t) € S} C R", anddg(z,t) = dps1)(z) = N(S'(t);2) =
R™YH - KC)Tp((H — KC)R™12(t) + Ky(t)). Therefore one can rewritER2) as

—4(t) + R(A — LC)R™*2(t) — RBu(t) — RLy(t) € N(S'(t); 2(t)) (23)
that fits within [8). It follows from Lemm&10 that if(-) is locally AC, thenS’(+) is locally AC. Then from
TheoreniB the result follows. [

If one considersy = 0 in {I3d), then the sef(t) is a constant polyhedral sétand the obtained nonsmooth
system has a well-posed extended observer. Consequemiyné applies to linear complementarity systems as
@) withG = 0. If K = 0 (basic observer), then the se¢heeds not be polyhedral. Assumpti@il) is sufficient
to apply Theorerl2. If = 0 andS is convex we are back to Lemrfih 1.

Example 2 Consider the system ilL{l14) with = 0. Using0 < A L w > 0 & X € —0¢g(w) with
S = (IRT)™, it may be equivalently written as the inclusion

x(t) — Ax(t) — Fu(t) € —Boys(Dz(t) + F) (24)
with outputy = Cz. Sop(-) = dvs(+). The basic observer takes the form
z(t) = (A — LC)&(t) — Bos(Di(t) + F) + Eu(t) (25)

Obviously some constraint qualification is needed to guts@anhat the set-valued mapping has a non empty
domain. LemmEl1 applies.

D1
R M Ca Dy
uD, :

@

x3
Lo UD,y

L3

2ae Ry =

Figure 3: A circuit with ideal diodes.
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Example 3 As an example we may consider the electrical circuit of fi@jreith R,, Ro, R3 > 0, Lo, L3 > 0.
One had) < —up, L o > 0and0 < —up, L —x3+ 22 > 0, whereup, andup, are the voltages of the
diodes. The dynamical equations of this circuit are theofwihg ones

ia(t) = = (B4 ) () + Braa(t) — o (B) + £ G0 + G + 42

(26)

oy = = (B2 ) 2alt) + Balt) = £0(0) + 42

G(t) —a3(t) + 22(t)
0= ( G(t) ) + ( z2(t) ) =0

wherez (-) is the time integral of the current across the capacitex(-) is the current across the capacitor,
andz;5(+) is the current across the inductdr, and resistorRy, —(; is the voltage of the diod®; and —(; is
the voltage of the diod®,. The system i {26) can be written compactlyiés) = Axz(t) + BA(t) + Eu(t),
0 < A(t) L y(t) = Cx(t) > 0. The corresponding sét(¢) in (I3) is therefore no longer time-dependent and the
system fits withi[{10).

Notice that as far as the observer dynamics is concegied—= Cz(t) appears as an exogeneous signal, i.e. a
function of time. This justifies the definition of the s¢t(t) as a time-dependent set. It is considered in Theorem
@ that the funtionf(-) is locally AC. By imposing some more conditions on the muttition F'(z), it may be
assumed thaf(-) is measurable. However the solutiof) still belongs to AC functions and the result of Lemma
B is not changed. The particular form of the multifunctigr) in Lemmd2 allows us to prove the well-posedness
of the extended observer dynamics, which would not be plesfiba general maximal monotone mapping. The
polyhedral property of the sétis instrumental in the proof of Lemnial10 and cannot be avoided

4.1.2 Stability of the error dynamics

For the extended observE€r]17) the observation erfow — & dynamics can be formed as:

é(t) = (A — LC)e(t) — Glw(t) — w(t)) (27a)
w(t) € o(Hz(t)) (27b)
w(t) € o(HZ(t) + K(y(t) — §(1))) (27¢)

As said above the basic observer is deduced from the extemdedy imposing< = 0. Then we saw that this
has important consequences on the type of multifunct{enthat can be considered for well-posedness analysis.
Here we focus on the extended observer case only, keepingnid timat the analysis for the basic observer is
quite similar (and simpler). This means that we shall tak¢ = 9¢s(-). Note that the point, is a fixed point
(equilibrium) of system[{A7) for a givenrtrajectory if it satisfies the following inclusion for &ll> 0:

0€(A—LC)ey— Glo(Hx(t)) — o(HZ(t) + KCeyp)] (28)
wherez(t) = xz(t) — eg. The following theorem states one of the main results of tygep, where it is assumed

that both the system and the observer are well-posed (ie9. ehjoy the existence and uniqueness property of a
locally AC solution on0, +c0)).

Theorem 4 Consider the observed syst@@), the extended observ@d), where the tripl§ A— LC, G, H— KC)
is SPR, and the observation error dynam(gd). It is further assumed that the conditions of Lenkiha 2 aresBad.
The pointe = 0 is the unique fixed point of the observation error dynarf@@and is globally exponentially stable.
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Proof: Note thate; = 0 is indeed a fixed point of{27). Fer = 0, z = #, and since the arguments of the
o(+) mappings in[(ZAbY{ZT c) are the same it follows that o( Hz(t)) — o(HZ(t) + KCep) forall ¢ > 0, and
hencee, = 0 satisfies the inclusiofi{P8). Next, we show tha@t= 0 is the only fixed point. FrongA — LC')ey €
G(o(Hzx) — o(Hz + KCey)) forall t > 0 it follows thatP(A — LC)ey € PG(o(Hx(t)) — o(HE(t) + KCey))
for somet. Using the SPR conditiof.{Pb) we get the following conditionthe fixed pointe:

eq P(A— LC)eo = (H — KC)ep) " (w — )
wherew € o(Hz(t)) andw € o(H#(t) + KCep). From the SPR conditiod{Ra) it follows thaf P(A —
LC)ep < 0. From the monotonicity of(-) it follows thate] P(A — LC)eq = ((H — KCO)eg) " (w — ) > 0.
Hence ey = 0 is the only solution of the inclusiofL{P8).
To show that the unique fixed poiag = 0 is globally exponentially stable consider the Lyapunovction
V(e) = e Pe. Sincez(-) and4 are locally AC, it follows that(-) is also locally AC, and:(-) exists almost

everywhere. Hencd/(-) is also AC, and the derivatiVié(-) exists almost everywhere. The functibif.) satisfies:
Ve(t) =e'(t)Pé(t)
= e ()P((A— LO)e(t) — G(w(t) — i (t))) (29)

= —ge' (H)Qe(t) — e (t)(H — KC) T (w(t) — w(t))
for somew(-), w(-) satisfying [Z7b)[[Z4c), and > 0 such that the inequality if{IL8) is satisfied. Let us
considerf(z,t) = (H—KC)To[(H-KC)z+Ky(t)] = (H-KC)Tovs[(H—-KC)x+Ky(t)] = N(S'(t); z),
see Lemm@1. The sétt) is closed convex nonempty for eatke R*. It follows that for eacht the mapping
f(-,t)is maximal monotone. Thus' (t)(H—KC) " (w(t)—w(t)) = (z(t)—2(t))T (H-KC) " (w(t)—w(t)) > 0
sincew(t) € N(S'(t); z(t)) andw(t) € N(S'(t); Z(t)). Therefore:

V(e(®) < ¢ (1Qe(t) (30
FromV (e(t)) < V(e(0)) — & OteT(T)Qe(T)dT it follows that the AC function of timé/(-) is nonincreasing,

and3 Apin (P)e’ (t)e(t) < V(e(0))—3 fot Amin(Q)e T (7)e(T)dT wherel,,i, (-) denotes the minimal eigenvalue.
From Gronwall's lemmal]43]:

1 T )‘min (Q)

— . < — 3

) Amin(P)e’ (t)e(t) < V(e(0)) exp ( Ain (P) t (31)
This proves the exponential convergence of the observatian. [ ]

The analysis in this section has been led for the extendeshedrswhich imposes to us a restriction on the class
of set-valued functions to be considered. A quite similaalgsis can be led if one considers the basic observer
dynamics, which then allows one to take into account maximahotone set-valued mapping&) which are
not necessarily normal cones to polyhedral se{but are time-invariant multivalued mappings). For theesak
briefness of the paper we do not present all the possiblescase

4.2 Time-varying multifunctions

Let us now deal with systems such that the multifunction #ipgtears in the right-hand-side is time-varying. More
specifically, we shall consider(z,t) = g (Hz(t)) = N(S(t); Hx(t)), S(t) C R', whereS(-) satisfies
assumptiongAl), and(A2) or (A3). We consider the system ifi{13), or equivalentlylinl (12), adstudy the
extended observer dynamics. Sin€e) may be locally RCBYV, it is expected that solutiong) andz(-) will
jump. Thus we first rewrite the extended observer dynaids44 a measure differential inclusion:

—di + (A — LC)&(t)dt + Bu(t)dt + Ly(t)dt € GN(S(t); (H — KC)i(t) + Ky(t)) (32)
which is the observer for the system In](13).
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4.2.1 Observer well-posedness

We have the following:

Lemma 3 Consider the systeri{[13) and the obserliel (32). Let theettipl— LC, G, H — KC') be SPR. lfu(-)
is locally AC, and ifS(-) is polyhedral for eacht > 0 and locally AC (resp. polyhedral and locally RCBV), then
the observer dynamicE{32) has a unique locally AC (respllp®&CBYV) solution on0, +oo).

We omit the proof which is quite similar to the foregoing pimolt relies on Theorenid 2 (for the locally AC
case) anfil3 (for the locally RCBV case). Once again the pdigii¢y is due to LemmB10 wheR # 0.

Lemma 4 Consider the system ifi{{L 3) and the obserlzel (32) Witk 0. Let the triple(A— LC, G, H) be SPR. If
u(-) is locally AC and ifS(-) satisfiefAl) and(A2), the observer dynamids{32) has a unique locally AC solution
on |0, +00).

Example 4 A circuit that consists of an ideal diode, a current sourcel am inductor, mounted in parallel, has

the dynamics
{ i(t) = A(t)
(33)

0<z(t)+u(t) LAt) >0

which can easily be rewritten as the inclusioft) € N(S(t); z(t)) with S(t) = {x | x4+ u(t) > 0}. Let
u(-) be locally RCBV. Then(-) may jump and the extended observer ol (33) has a locally RE&¥:(-) (recall
that in such a case the inclusion has to be rewritten as a meatifferential inclusion ad{6)).

Example 5 Consider the complementarity systemlinl (14). The dynarait®e equivalently rewritten as

—i(t) + Az(t) + Eu(t) € BOYp+ym(Da(t) + Gu(t) + F)
(34)

= BN(S(t); Da(t))

with S(t) = {z € R™ | z+ Gu(t)+ F > 0} c IR™. One sees thatA, B, D) in [@3) plays the role of
(A,G, H) in @3J). The observer dynamids]32) designed[fal (14) witteasared outpuy = Cz is therefore

{ —d# + (A — LC)%(t)dt + Eu(t)dt + Ly(t)dt € BN (S(t); (D — KC)&(t) + Ky(t))

(35)

y(t) = C(t),

which becomes in the complementarity formalism (writtene frethe locally AC case, but the RCBYV formalism
of Lemmd1 works also in this case)

2(t) = (A — LC)i(t) + Bu(t) + Ly(t) + BA(t)
0<A(t) La(t) = (D— KO)&(t) + Ky(t) + Gu(t) + F >0 (36)

y(t) = Cx(t).

Notice that we use the same notati() for the multiplier in both[[36) and{14). However they ob\styare two
different signals.
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4.2.2 Stability of the error dynamics

We first focus on the locally RCBV case and wilit) nonempty polyhedral sets for eack 0. The observation
error dynamics is the measure differential inclusion

{ —de + (A — LC)e(t)dt € G {N(S(t); (H — KCO)x(t) + Ky(t)) — N(S(t); (H — KC)&(t) + Ky(t))}

e(0) = z(0) — 2(0), Hz(0) € S(0),(H — KC)z(0) + KCxz(0) € S(0)
(37)
which by LemmdB possesses a unique locally RCBV solutioj) ohoo) (the system in[[d3) also enjoys this
property). Before studying the stability, we need to chemaze the state jumps.

Lemma 5 The state of the error dynamids]37) satisfies at the atontseadifferential measuréde

e(t™) = R™prox(S’(t1); Rx(t™)] — R~ proxS’(t7); Ri(t7)] (38)

whereRR = P, R=R" > 0andP > 0is the solution of the KYP Lemma LMI for the trigld — LC, G, H —
KC),S'"(t)={2z€R" | (H—-KC)R 2+ Ky(t) € S(t)} C R".

Proof: the system[{d3) can be transformed into
—dz+ R(A — LC)R™*2(t)dt + RLy(t)dt + RBu(t)dt € N(S"(t"); z(tT)) (39)
with the coordinate change= Rx. Similarly the systenf{32) can be transformed into
—dz+ R(A — LC)R™'4(t)dt + RBu(t)dt + RLy(t)dt € N(S'(t); 2(t)) (40)

with the change of coordinatés= Rz. At atoms we havell = 0 andde = [e(t") —e(t™)]d5, where the measure
v is as in [b) and; is the Dirac measure at tinte Using [T) one deduces thatt™) = proxS’(t"); z(t~)] and
2(tT) = prox|S’(t*); 2(t7)]. Sincee = — & = R~!(z — 2) the result follows. [

Let us now proceed with the stability analysis. This is ledhvthe Lyapunov functiori/(e) = %eTPe.
We recall that Moreau’s rule for the subdifferentiation afagratic functions of locally RCBV functions yields
dV = L(e(t™) + e(t™)T Pde forall t > 0 [31, p.8].

Theorem 5 Consider the system i{}13) together with the extended vbsier (32), with the tripl A—LC, G, H—
KC) being SPR, and the error dynamifSk37). Let us further asshatéhe sets(t) ¢ IR’ are nonempty convex
for eacht. Then the pointy = x — & = 0 is globally asymptoticallly stable.

Proof: The pointeg = 0 is the unique fixed point of the error dynamics (the proof,ahhises the fact that the
multivalued mappingsV(S(¢), -) are maximal monotone for eachis similar as the one in the proof of Theorem
@ and is omitted). Let us focus on the variation of the funtiit{e) = e’ Pe at the atoms ofle. One has

prox(S”(t*); Ra(t™)] — proxX{s'(¢t*); Re(t™)] <[l Ra(t™) — Ri(t7) ||

(41)
=[| Re(t™) ||= /e (t7)Pe(t7)
From [38) it follows that " (t7)R?e(tt) < eT(t~)Pe(t~). Now we have that
AV = S(e(t?) +elt)TP(e(t?) —e(t7)) = g (F)Pe(t?) = 56T ()Pelt) <0 (42)

It follows that the functionV/(-), which is locally RCBYV, is decreasing at state jumps. Thé ofshe proof is
similar to the proof of Theorefd 4 and is omitted. [ ]

It is noteworthy that under the stated assumptions andip@s#éalness, the state jumps of the system and of
the observer are dissipative as well. The convexity of the$g) is convenient to assure the monotonocity of the
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normal cones considered as set-valued mappings, forte&thase the sets are-prox-regular but not convex, the
monotonicity is replaced by the hypomonotonicity propeRglaxing the convexity severely narrows the stability
result as the next theorem shows. Here we deal with the cdeeally AC solutions. In what follows the normal
cones are understood as the Fréchet normal cones, and veeoplaelves in the conditions of Lemida 4.

Theorem 6 Let K = 0 in the observelldd),with(A— LC, G, H) satisfying the LIMI[R)S(-) satisfy(Al) and(A2)
(S(¥) c RY, andu(-) be locally AC,H be full row rankl, and A, (Q) > 2. Suppose that there exists initial data
z(0), £(0) and an inputu(-) such that the trajectories diflL2) ardd]32) sati§fy-2(t) + RAR ™ 2(t)+ RBu(t) ||<
rand| —Z(t)+R(A— LO)R™'4(t)+ RBu(t)— RLy(t) || < r respectively, for alt > 0. Then the error dynamics
33) has an asymptotically stable fixed paigt= x — & = 0.

Proof: Taking the derivative of the functioli(e) = e Pe along the solutions of the error dynamics one
obtains

Vie(t) = —%eT(t)Qe(t) —e () H T (w(t) —w(t)) (43)

wherew(t) € N(S(t); Hz(t)) andw(t) € N(S(t); H&(t)). Let us define the set'(t) = {xr € IR" | Hx €
S} < IR™. SinceS(t) is r—prox-regular thers’(¢) is alsor—prox-regular {—prox-regularity is preserved by
any C? transformation). Now from the rank assumption Bnone hasN (S’(t);z) = HT N(S(t); Hxz(t)) (see
LemmdTl), so that

H'we N(S'(t);z), H'be N(S'(t); %) (44)

From ther —prox-regularity one gets

e (H " (w(t) —w(t)) = (x(t) — 2(t) T H " (w(t) — (1) = — | e(t) |I* (45)

forall H w(t) € N(S'(t),x), H "w(t) € N(S'(t),2), || w(t) |< r, || w(t) ||< r. Taking into account the
trajectories constraints of the theorem one sees that tigserbounds are satisfied @". Now inserting [2b)
into (@3) and using\,in (Q) > 2 it follows thatV'(e(t)) < 0 for all e(t) # 0. Redoing a reasoning quite similar

to what is done in the proof of Theordh 4 and still using,(Q) > 2, yields—e] Qeo < — || eo ||* while
eg (H—KC)T(w—1) > — || e ||2. Thusey = 0 is the only equilibrium point, that is (locally) asymptaity
stable. [ |

The fact that the result depends on the existence of a speaifteol input is not surprizing since the observabil-
ity generally depends on the input in nonlinear systems.ofiéra[® may be interpreted as a small-input criterion
for observability.

4.3 Stabilization with the observed state

In the previous sections we have considered that the imputvas some admissible exogeneous function of time,
and all the well-posedness and error stability results baea obtained under this assumption. Let us now consider
a control input of the form, = M whereM € IR™*" is a constant matrix gain, and-) is the estimated state,
i.e. the state of the observer system. We therefore havemounisider the interconnection of the observed system
and of the observer through this particular input. In thigtisen we shall consider only the case of time-invariant
multifunctions to illustrate how the separation princgkgpplies to the class of honsmooth, nonlinear systems
under study.

Let us consider the system {{10), and the basic observB@n As proved in sectidn4.].2 the error system
equilibriume = 0 is exponentially stable. Inserting= Mz in the dynamicd{10) and ifL{JL7) one obtains

{ #(t) € (A— LC + BM)z(t) — BMe(t) + Ly(t) — Go(Hz(t))
(46)

i(t) € (A — LC + BM)i(t) + Ly(t) — Go(Hi(t)).
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Settingz" = (z7,27) T, this may be rewritten as

i)+ T ( A+OfM e )T:v(t) e G( 25%% ) (47)

with G =diag(G, G) andT = ( _I; (}" ) The challenge is to relate the previous results on the well-
posedness and stability of the error dynamics, to the wadkdness and the stability of the closed-loop sydten (47).
A first result is that whatever(-) the error dynamics can still be written aslinl(27). Thus, fesd the systeni{46)
is well-posed, and provided the conditions for the erroradgits stability are satisfied, the closed-loop system

i(t) € (A+ BM)x(t) — BMe(t) — Go(Hz(t)) stability may be studied. We further defife= ( P On )

0, P
- (A+BM BM o

A_( 0. A_LO),H_d|ag(H,H).

Lemma 6 Let the triples(A + BM, G, H) and(A — LC,G, H) be SPR. LeP, (A+ BM) + (A+ BM) " P, =
Q < 0andPy(A+ BM)+ (A+BM)'P, = Q2 < 0,P, = P >0,P, =P >0, satisfyQ, —
(BM)T P,Q;'P,BM < 0. Then the LMI

PTG=TH'
- (48)
PA+ATP <0
is satisfied.
Proof: Simple calculations yield
S Pi(A+BM)+ (A+BM)" P, P,BM
PA+ATP= (49)
(BM)T P, Py(A+BM)+ (A+BM)'P,

Using [8, Theorem A.61], it follows that a necessary and sigffit condition for this matrix to be: 0 is that
Q1 < 0andQ, — (BM)" P, Ql‘lPlBM < 0. The first equality can be shown by straight calculationswsidg

the SPRness conditions. B [ |
Let RR" = P, R =diag(R1, Ro) > 0. Definingz = Tz and¢ = Rz we can rewrite[[47) as
- ( e(Hx(1))
—zZ(t) + Az(t) € TG (50)
o(Hi(t))
and using the variable change- Rz as
o e(Ha()
—£(t)+ RARTY(t) e RT'TH" (51)
o(H#(t))

where we used the first equality €I148).
o(Hz(t))

o(H#(t))

Lemma 7 The mapping; : £ — R™'THT (
system[{47) possesses a unigue locally AC solution fadall0) and H(0) € dom(o(+).

) is maximal monotone. Therefore the closed-loop
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Proof: Once the maximal monotonicity gf-) has been proved, then the well-posedness follows from Emeor
[ and the linear variable changes.

o(Hw1) — o(Hwz)
(&1 —&,9(&) —g(&)) =(RT(z, —z2),R'TH' ( >>
o(H#1) — o(H#s)

HTo(Hx) — H' o(Hzxs)
= (T(Z1 — T2), ( >>
~HTo(Hzy) + H" " o(Hzo) + H"o(Hzy) — H o(Hi)
= (v1 —x2) " (H o(Hz1) — H' o(Hz)) + (21 —x1) " (H 0o(H#1) — H' o(Hz1))

+(JA?2 — IQ)T(HTQ(HJATQ) - HTQ(HIQ)) Z 0

(52)
where the last inequality follows by the monotonicityagf). Maximality follows by [38, Theorem 12.43] and
the rank condition ot [ |

Theorem 7 Let o(0) = 0 and let the conditions of LemmBk 6 did 7 be satisfied. The dekdiystem:(¢)
(A—LC+ BM)x(t) — BMe(t) + Ly(t) — Go(Hz(t)) has an asymptotically globally stable fixed point 0.

Proof: From the SPRness conditions it follows tht- BM is exponentially stable. Lét (x) = 2T Pz, with
(A4+BM)'P+P(A+BM)=Q,Q=Q" <0. Then

V(a:(t)) = —%xT(t)Q:r(t) — 2T (t)PBMe(t) — 7 (t)PGo(Hzx(t)) 53
< —22T(1)Qu(t) + 2T (t)PBMe(t)

where the inequality” () PGo(Hz(t)) > 0 is obtained under a rank assumption&nwhich follows from
the full column rank assumption ¢f. The exponential stability of the error dynamics guarasitbe existence of
a nonnegative bounded functiei-), with «(¢t) — 0 exponentially fast as — +oo, and such that PBEe(t) || <
a(t) (a(-) may depend on(0) as a parameter). Thus we get

V(x(t)) < %/\min(Q) () I +a(t) [ () | (54)

It is not difficult to deduce from{47) that(-) is bounded for any initial condition. Indedd]54) impliesth
V(z) < 0forall z € R™ with ||z|| > A;z((g) > 0. Using the result of[[12] (in particular point C of their
Theorem) we conclude that the equilibrium= 0 is globally asymptotically stable. [ ]

As an example we may consider the complementarity systefdnwith G = 0, to which the above analysis
applies. One sees that the conditions of Lerfiina 6 guarareeeditposedness of the closed-loop system. Then
the SPRness dfA + BM, G, H) and the monotonicity in Lemnfa 7 are used to prove the stabilithe stabilized
system. According to the classification 6f]18], Theoldm Ke® an observer-controller problem with observer
separation.

4.4 Further comments on the stabilization problem

The time-dependent multifunctions case may be splitintodubcases: (i) when the multifunction does not depend
on the inputu(-), and (ii) when it depends explicitly om(-). In the first case, the analysis of sectiad 4.3 applies,
provided the mappings— S(t) have suitable properties (like convexity for eagh

The latter case is encountered for instanc&lh (14) wiea 0. Case (i) is more difficult because the feedback
u = M4 modifies the sef in @) in such a way that it is no longer identical to its carptrt in [35). Conse-
quently the study of case (ii) departs significantly from wihas been done above. Case (ii) is likely to belong to
the no separation class. To illustrate this point, let ussicier the complementarity system [n(14), with=£ 0.
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The inputu = M for some constant matrix gaih/, changes the dynamics of the observeldd (35) and that of
the system as well. Thus their closed-loop well-posednasddbe checked. However the feedback introduces a
coupling between the two systems, which now have to be stualiea whole: it is no longer possible to suppose
that the system is well-posed and then proceed with the ebiserll-posedness, singeintervenes in the sys-
tem’s dynamics. The next step is the stability of the erraraiyics. Redoing the analysis of section4.2.2 is not
straighforward, because the sets in the normal cones irighehrand-side off{37) no longer are the same. More
precisely, inserting = M into (I4) we obtain

&(t) = Az(t) + EMz(t) + BA(t)
0<At) Lw(t)=Dz{t)+ GMz(t)+ F >0 (55)

y(t) = Cx(t)
and the basic observer dynamics takes the form

{ i(t) = (A+ EM — LC)&(t) — LCz(t) + BX (t)
(56)

0< N (1) Lw(t)=(D+GM)i(t)+F >0

If Im(M) C Ker(G), then the analysis of sectifn #.3 may be redone. If not, osedanalyze the closed-loop
dynamics[[Bb)+£H6) as a whole. The closed-loop system mayritten as

{ Z(t) = T-TATz(t) + BX(t)
(57)

0<A\t) Lw(t)=Dz(t)+F>0

o+ ( A+EM EM o -~ ( D GM _ ([ F
WIthA—( 0, A_LC >,B_d|ag(B,B),D_( 0, D+GM)andF_(F).Wemay
rewrite [5T) as follows

—z(t)+ T~ "ATz(t) € B 0vk (Dz(t) + F) (58)

with K = (IR™)?™. Let us state the following, without proof:

Theorem 8 Consider the differential inclusion if{(b8). Let the tripl& ' AT, B, D) be SPR, and3 have full
column rank. Then the closed-loop systEn (55)}-(56) ispeeded, and the origi = 0 is globally asymptotically
stable.

The proof is along the same lines as the proofs in seEfidraAdis not given for the sake of briefness. Notice that
the SPR condition is equivalent to haviad, 7-' B, DT') being SPR, i.e. the following LMI has ot be satisfied
for some matriced/ andL (design feedback gains):

PA+ATP <0
B B B (59)
PT'B=TTDT
The conditions under which the LMI il{b9) possesses satistie not tackled here. Also it is noteworthy that the
general problem when the s&tt) = S(u(t)) remains open.

5 The nonlinear case

We have seen that the observer design follows several gfigjpise well-posedness of the system, (ii) the choice
of an observer structure, (iii) the well-posedness of theeoker, (iv) the stability of the error system, and finally
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(v) the system’s stabilization with the estimated statellfeek. In this section we outline how this design problem
may be tackled when the vector field is nonlinear. Let us amrghe system

—i(t) — f(2(t) — g(a(®)u((t), y(t),t) € G(z(t))o(H (z(t)),t) (60)

and the observer structure

—&(t) = f(&(8)) = g(@(6)u(@(t), y(¢), ) + LIR(z(t)) — h(@(1)] € G(&(t))o(H (&(1)), ) (62)

wherep(+, ) is some multivalued mapping. The error dynamics takes tima fo
—é(t) — f(x(t) + f(@(1) — [9(x(t) — g(@(0)]u(@(t), t(t),1) € Gla(t))o(H (x(t)),1)

—G(&(t))o(H (£(1)), 1)

with f(z) = f(z)— Lh(x). Needless to say that the nonlinear case is in its full gdineqaite intractable. For
instance the mapping — V H (z)o(H (x)) is not monotone in general, despite— o(x) is. Also the controller
u(-) usually appears in the error dynamics, contrar{i® (27)s Fhction only aims at showing how the nonlinear
case may be tackled. Let us focus on a particular class dpdisse nonlinear complementarity systems, whose
well-posedness is studied i [9]. Dissipativity will be ptll to achieve the above first three steps. The following
class of complementarity systems is introduced formally

(62)

z(t) = a(z(t)) + BA(t) + e(z(t), u(t))
0 < A(t) L e(z(t) +g(u(t)) =0 (63)

y(t) = d(x(t))
wherez(t) € IR™, u(t) € IRP, \(t) € R™, y(t) € R'. LetS(t) = {z € R" | c(h~"(2)) + g(u(t)) > 0}.
Let us state some properties:
» H1 The mappings&(-), e(+, ) andg(-) are locally Lipschtiz continuous,(0) = 0, g(0) = 0, e(-,0) = 0;
« H2 The systemi(t) = a(z(t)) + BA(t), w(t) = c(x(t)) is dissipative with respect to the supply raté \,
and there exists a positive functidf(-) € C3(IR"; IR"), V(0) = 0, %27‘2’ (x) is symmetric positive definite
forall x € IR", such that” (z) = %—‘;T(:c)B;

» H3 There exists a state transformation= h(z) with %(:c) = (a?v(x)) = A(z), and there exists a

constanf > 0 such that for alk: € IR" one hapBr~ C BTA(z)(Br~) + (IRT)™, whereBp~ is the
Euclidean closed unit ball itR™ centered at the origin.

e H4 The Hessian%%’ (z) is bounded on the convex hull co(Rg8) of Rge(S) = {z € R" | It €
R with z € S(t)}.
Let us consider an output feedbaek= u(d(x)) and study the conditions under which the closed-loop sys-
tem satifiesH2. From the KYP Lemma[]8, Lemma 4.84] it follows thid® holds if and only if%—‘;(:c)[a(:c) +
e(z, u(d(z))] < 0, 2%(x)B = " (z) + ¢ (d(x)), and BT 2= 2+8T@@) > s symmetric & 0 if B has full
column rankm). Then we have the following:

Lemma 8 [@] Let u(-) be locally AC. Under assumptiort$1-H3, the system in[{63) can be rewritten as the
differential inclusion

{ —2(t) + h(z(1)) + &(=(t), u(t)) € N(S(1); 2(t))
(64)
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whereS(t) = {z | c(h™1(2)) + g(u(t)) > 0}, N(S(t); 2) is the Fréchet normal cone t8(¢) at z, and
é -1

h(z) = 2" (@)a(h™1(2)), (2), (t)),z h(z).

In fact step (i) may also be seen as a suitable state spacamaration which will allow us to design an
observer structure. Performing a state transformatiowisnson in observer desigh 20,119 42] (though it may
also be applied on the error dynamics rather than on themsistiynamics[[ID]). We recall tha(¢) may be
convex (for eacht) while z — c(h~1(z)) is not a convex function. But in generé{t) may not be convex. So we
shall rather assume that the functieiis) and/(-) are such thaf(-) satisfiegA1). The formalism in[[84) will be
used to design an observer structure. Let us now provideuét msthe well-posedness ¢f{64).

« H5 The mapping — h(z)+é(z, u(t)) satisfies a linear growth conditidi(z) +é(z, u(t)) ||< k() (1+ ||
z||) forall (¢, z) € R" x IR™ and some nonnegative functiéf) € £}, ([0, 00), R™).

Theorem 9 [B] Let z(0) € S(0), andu(-) be locally AC. Let assumptio$l-H4 be satisfied. Then there exists
aT > 0 such that the differential inclusioi{b4) has one and onlg eally AC solution o0, T'). If in addition
assumptioH5 holds thenl” = +oo.

Let us now introduce an observer dynamics for the transfdrsgetem[(64):

—2(t) + h(2(1)) + &(2(¢), u(t) + L(y(t) — §(t)) € N(S(2); £(¢)) (65)

wheregj(t) = do h~'(2) andL € IR™*'. Supposing that the systefii164) is well-posed (so in paaiicu
y(t) is a locally AC function), the observer dynamics well-pasess may be shown by TheorEm 9, with a slight
modification of the functioné(-) andé(-,-). Let us now study the error dynamics stability. Lyapunowits
implies that solutions are defined @". This may be assured by assumptid®, however there may exist cases
whereH5 is not satisfied, yet solutions exist d". We shall therefore make the following, supposed to hold in
the rest of this section:

Assumption 2 The system’s dynamids{64) and the observer dynafits (&5)pbssess unique locally AC solu-
tions onR™ for all z(0) € S(0) and2(0) € S(0).

The error dynamics takes the following form-£ z — 2):

w(t) € N(S(t); 2(1)), w(t) € N(S(t); 2(t)) (66)

2(0) € S(0), 2(0) € S(0)

The choice of the observer dynamicslinl(65) as a copy of therabd system with a corrective term, is usual
in the literature on nonlinear observersI[19,[26 [T0[4P3285]. The study of the asymptotic stability of the error
dynamics, then relies on various types of assumptions tieatnade on the observed system. Since our goal in
this section is just to point out that the above theory magrcto the nonlinear case, we shall not construct an
extensive theory (in particular one could consider a stafeeddent gaitd () instead of a constant gain matrix).
Let us therefore make the following assumption, that is ea(losector-like conditior T26]:

Assumption 3 There exist? > 0, bounded constants and 3, and matricesA andC' such that
{ I h(2) = h(2) + &(z,u) = &(2,u) — Ae[|< a | e |

ly—g+Cel<B|el
forall z € B(0, R), 2 € B(0, R).

(67)
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Clearly the first upperbound is a strong assumption on themnt#gnce o£(-,-) on v. Then we have the
following:

Theorem 10 Let assumptioll3 hold. Suppose that there exists a matsuch thatd — LC + (a+ 3 || L ||
+1)I,, is an asymptotically stable matrix. Suppose that the ttajées of the system and of the observer satisfy
| =2(t) + h(z(t)) + é(z(t), u(t)) ||< rand| —2(t) + h(2(t)) + é(2(¢), u(t)) + L(y(t) — 4(t)) ||< r respectively.
Then the error dynamics ilL(b6) has a locally exponentiatypke fixed point = 0.

Proof: First of all whenz = 2 then from [&b) we geit € 0 which shows that = 0 is a fixed point of the error

dynamics. Let/(e) = %eTe. Calculating the derivative df (e) along the error dynamics trajectories we get:

Vie) =e'[h(=(t) — h(2(t)) +&(=(t), u(t)) — &((t), u(t))]

+e [L{y(t) — 5(t)] — e (w(t) — b(t))

= e [R(2(t)) = R(E(t)) + &(2(1), u(t)) — E(E(t), u(t)) £ Ae(t)] (68)
+e T [Ly(t) = §(t) + LCe(t)] — e (w(t) — i(t))

<ale®) I2+81 LIl e®) >+ e) > +e (£)(A — LC)e(t)
The result is a consequence of the last inequality. |
We recall that comes form propertgAl). This result relies on the assumption that there exists aadnput
such that the trajectories are “slow” (with a small enougtivddive). If the setsS(¢) are convex for each and if
the sector-like condition§{67) hold globalli? (= +oc), then one gets global stability.

6 Conclusions

In this paper we consider observer design for multivaluestiesyis with maximal monotone multivalued mappings,
and also with normal cones to convexorprox-regular sets. In contrast to the previous work on maar
observer design, the considered class of systems is notisisetevalued and the standard theory does not apply.
The existence and uniqueness of solutions is not a prioragieed and has to be carefully examined, as it has
consequences on the type of set-valued system that may eéevetisWe propose two observer structures, together
with a constructive design method. The approach taken ip#per is based on rendering the linear part of the
observation error dynamics SPR, by choosing appropriegerobr gains. Under the natural assumption that the
observed system has a solution, and that the control ingahde to a certain admissible class, it is shown that
there exists a unique solution for the estimated state,lzatdtie observer recovers the state of the original system
asymptotically. The results are applied to systems witlketinvariant multivalued mappings, and systems with a
class of time-varying multivalued mappings. In the lat@se, the perturbed Moreau’s sweeping process is used to
analyse the system and the observer dynamics. Several ogaeips deserve future attention: the error dynamics
stability and the stabilization with the observed state mihe multifunction depends explicitly on the control input
(o(z,w)); the robustness of the observers when the time-varyingifomttion model has uncertainties (jumps in
the observer’s state and in the system’s state may not bdtaimeous); more generally the observability properties
of this class of set-valued systems with interesting d&sip properties; in the nonlinear case, derive new state
space change that transform the original inclusions initalsie canonical representations. We also expect that this
work paves the way to observer design for other classes-vbdatd systems like evolution variational inequalities,
projected systems, and possibly complementarity Lageamgystems that can be embedded into second order
Moreau’s sweeping process.

A Appendix

The Haussdorf distance between two se&dS’ C R" is hauss, S’) = max{sup,g d(z,S"),sup,cg d(z,5)},
with d(z, S) = inf{|| z — = ||,z € S}.
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Lemma9 [B6, p.760] LetS = {z | Az —be K,z € C},S"={x | Az -V € K,z € C}, whereC and K
are nonempty closed convex sets, &d- {~ | Dz > 0}. Then there exists a constahtdlepending om and D
such that hauss, S") < g || D ||| b -V |.

It is recalled here that the s8tis supposed to be polyhedral, i.8.= {x € R" | Dz > 0} for some matrix
D.

Lemma 10 Let(H — KC) haverank. ThesetS’(t) = { €e R" | (H - KC)R™z € S(t) 25— {Ky(t)}}
is locally AC (resp. locally BV) if the signal(-) is locally AC (resp. locally BV).

Proof: First we notice that the rank ¢ — K C) follows from the assumption that is full column rank, see
sectiorB. Now using the upperbound of the Hausdorff disdr@tween two sets in Lemrih 9, one can assert that
there exists a constantthat depends only ofi (i.e. onD) and on(H — KC)R~!, such that

haugsS’(t), S'(7)) < B || Ky(t) — Ky(7) ||
(69)
<BIEN1y@) —y(r) |l

From this inequality it follows that if the function(-) is locally AC (resp. locally BV), then the multivalued
mappingS’(-) is locally AC (resp. locally BV).

The next lemma is a particular case [bfl[38, Exercise 6.7] drj4) Proposition 5.3.1], where the data are
adapted to our case. Itis presented here as a lemma for ta@sadadability of the paper.

Lemma 11 LetH : IR™ — IR' be a linear mapping — Hz, H € IR"™". Let ar—prox-regular setD c IR’ be
given,andleC = H~1(D) = {z € R" | Hx € D}. Suppose thatl has full row ranki and letu = Hz. Then

N(C;z)={H"y | y€ N(D;u)} = H N(D,u) (70)

whereN (C; x) is the Fréchet normal cone @ at z (if C'is convex this is the normal cone of convex analysis).

Acknowledgement: The first author thanks Aris Daniilidis (Departament de Naa#iques, Universitat Au-
tonoma de Barcelona) for useful discussions on normal cones
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