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Abstract

In 1973, Parikh proved a theorem conjectured by Gödel
37 years before, which says that it is possible to find arith-
metical formulæ that are provable in first order arithmetic,
but whose shorter proof in second order arithmetic is ar-
bitrarily smaller than any proof in first order. On the
other hand, resolution for higher order logic can be sim-
ulated step by step in a first order narrowing and resolution
method based on deduction modulo, whose paradigm is to
separate deduction and computation to make proofs clearer
and shorter.

We first prove that it is possible to find formulæ whose
smaller proof in natural deduction modulo is unboundedly
smaller than any proof in pure natural deduction. Then,
we show that a proof in the i+ 1-th order arithmetic can
be transformed into a proof of linear length in the i-th or-
der arithmetic modulo some finite terminating and conflu-
ent rewrite system. This allows us to prove that the speed-up
conjectured by G̈odel does not come from the deduction part
of the proofs, but can be expressed as computation, there-
fore justifying the use of deduction modulo as an efficient
first order setting simulating higher order.

1. Introduction

Even if two logical systems are shown to be expressively
equivalent, i.e. they can prove exactly the same formulæ,
they can lead to very different proofs, in particular in terms
of length. For instance, it is shown that Frege systems have
an exponential speed-up over resolution for propositional
logic [4]. However in mechanized theorem proving, the
length of proofs has an importance: first, computers have
limited capacities, and this can lead to a difference between
the practical expressiveness of theoretically equivalentsys-
tems. Even if computing power is always increasing, so that
one is no longer afraid to use SAT-solvers within verifica-
tion tools (mainly because worst cases do not often occur in
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practice), it is not conceivable to build an automated theo-
rem prover that produces proofs of non-elementary length.
Second, the length of a proof is one (among others) crite-
rion for defining the quality of a proof. Indeed, a smaller
proof is often more readable and, in the case for instance of
software certification and proof engineering, more commu-
nicable and in many cases also more maintainable. In [8, 1],
this notion of “good proofs” is translated into a proof order-
ing, which of course may correspond to the comparison of
proof lengths.

Obtaining a speed-up can also have a theoretical interest,
because, as remarked by Parikh in the introductory para-
graph of [15], “the celebrated P=NP? question can itself
be thought of as a speed-up question.” (See [6].) All this
explains the research for new formalisms whose deductive
systems provide smaller proofs, such as for instance the
calculus of structures [3] w.r.t. the sequent calculus [13]
(see [16]).

In this paper, the length of a proof will correspond to its
number of steps (sometimes called lines), whatever the ac-
tual size of the formulæ appearing in them is. Considering
the minimal length of the proof, the definition of a speed-up
is the following: given some functionh over natural num-
bers, a system has a speed-up forh over another one, if there
exists infinite set of formulæ provable in both of them, such
that, if the length of the proofs in the first system isl and
the length in the second system isk, thenk > h(l).

In 1936, Gödel [14] conjectured that there exists such a
speed-up for all recursive functions betweeni-th order and
i + 1-th order arithmetic, no matter the formal system ac-
tually used. In other words, he stated that for all recursive
functionsh, it is possible to find an infinite set of formulæ
such that, for each of them, denoted byΦ, if k is the min-
imal number of steps in the proofs ofΦ in the i-th order
arithmetic (k is assumed to exist, so thatΦ is provable in it),
and l is the minimal number of steps in the proofs ofΦ in
the i +1-th order arithmetic, thenk > h(l).

This result was proved for first-order arithmetic by
Parikh [20], who actually proved a stronger theorem: this
proof-length speed-up exists in fact also for non-recursive
functions. This was generalized to all orders by Krajı́ček,
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and was proved for the true language of arithmetic by
Buss [5] (the former results used an axiomatization of arith-
metic using ternary predicates to represent addition and
multiplication). The theorem proved by Buss is stated as
follow:

THEOREM 1 ([5, THEOREM 3]).
Let i≥ 0. Then there is an infinite familyF of ∏0

1-formulæ
such that

1. for all P∈ F , Zi ⊢ P

2. there is a fixed k∈ N such that for all P∈ F ,
Zi+1 k stepsP

3. there is no fixed k∈ N such that for all P∈ F ,
Zi k stepsP.

Zi corresponds to thei + 1-th order arithmetic (soZ0 is in
fact first order arithmetic), andZi k steps P means thatP can
be proved in at mostk steps within a schematic system —
i.e. a Hilbert-type (or Frege) system with a finite number
of axiom schemata and inference rules— fori − 1-th or-
der arithmetic. (In fact, Buss proved this theorem also for
weakly schematic systems, i.e. schematic systems in which
every tautology can be used as an axiom, as well as gen-
eralizations of axioms, but we will not use this fact here.)
Because this theorem is concerned in arithmetic, an intu-
itive notion of computation take place in the proofs. In-
deed, as remarked by Poincaré, proving that 2+2= 4 using
the definition of the addition is just a verification, and not
a demonstration, so that in a proof occur in fact not only
pure deduction but also computation. Therefore, the ques-
tion arises whether this speed-up comes from the deductive
or the computational part of the proofs, or both of them.

Deduction modulo [10] is a presentation of a given logic
—and the formalisms associated with it— identifying what
corresponds to computation. The computational part of
a proof is put in a congruence between formulæ modulo
whom the application of the deduction rules takes place.
This leads to the sequent calculus modulo and the natural
deduction modulo. The congruence is better represented a
set of rewrite rules that can rewrite terms but alsoatomic
propositions: indeed, one wants for instance to consider
the definition of the addition or multiplication using rewrite
rules over terms as part of the computation, but also the fol-
lowing rewrite rule:

x×y= 0 → x = 0∨y = 0

which rewrites an atomic proposition to a formula, so that
the following simple proof oft× t = 0 can be deduced from
a proofπ of t = 0:

π
t = 0

∨-i t× t = 0 −→ t = 0∨ t = 0
t× t = 0

Deduction modulo is logically equivalent to the con-
sidered logic, but proofs are often considered as simpler,
because the computation is hidden, letting the deduction
clearly appear. Proofs are also claimed to be smaller for the
same reason. Nevertheless, this fact was never quantified.
This paper answers this issue.

Moreover, it is possible, in deduction modulo, to build
proofs of Higher Order Logic using a first order system [9].
Using this, a step of higher order resolution is completely
simulated by a step of ENAR, the resolution and narrowing
method based on deduction modulo. Therefore, it seems
reasonable to think that deduction modulo is able to give
the same proof-length speed-ups as the ones occurring be-
tweeni+1-th andi-th order arithmetic. This paper therefore
investigates how to relate proof-length speed-ups in arith-
metic with the computational content of the proofs.

First, a formal system modulo some rewrite rules has
been shown to be logically equivalent to the same system
without modulo, but using assumptions in a theory that is
said to be compatible with the set of rewrite rules (a more
formal definition will be given in Section 3). For instance, it
is equivalent to prove some formulaP in natural deduction
modulo the rewrite ruleA→ A∨B or to proveP under the
assumptionB⇒ A in pure natural deduction.

Our first main result is the fact that natural deduction
modulo some (finite) rewrite system has an unbounded
speed-up over pure natural deduction using assumptions of
a finite compatible theory. This idea is formalized in Theo-
rem 5 of Section 5.1. As a corollary, we will find a infinite
set of tautologies that proves that natural deduction mod-
ulo has an unbounded speed-up over pure natural deduction
(even without assumptions).

This result is proven (see Section 5.1) using a rewrite
system quite different from arithmetic. To get something
more near to it, the idea is to prove that deduction mod-
ulo allows to simulate thei + 1-th order ini-th order arith-
metic, so that one can achieve the same speed-up between
Zi and Zi modulo someR i than betweenZi and Zi+1. In
other words, there exists some rewrite systemR i such that
natural deduction moduloR i using assumptions inZi has an
unbounded speed-up over natural deduction using assump-
tions inZi . This is translated by Theorem 7 of Section 5.2.
To prove this result, we will need some translations between
some particular schematic system fori-th order arithmetic
and natural deduction modulo (or not) some rewrite system.

In a converse way, one can prove that working modulo
such a rewrite system at the orderi allows to bypass Buss’
theorem, i.e. we will not be able to find an infinite family
of formulæ such that each of them is provable inZi , there
is a bound to the length of the proofs in natural deduction
using assumptions fromZi+1 but there is no bound in natural
deduction moduloR i using assumptions fromZi . We can
prove in fact a stronger theorem which says that a proof
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in natural deduction using assumptions fromZi+1 can be
translated linearly into a proof in natural deduction modulo
R i using assumptions fromZi and a finite number of extra
axioms. This corresponds to Theorem 8 and Corollary 9 of
Section 5.3.

In the next section, we will recall the definition of a
schematic system, and we will present such a system fori-
th order arithmetic. The section 3 will define formally what
deduction modulo, and in particular natural deduction mod-
ulo consists of. In Section 4 we will give the exact transla-
tions between a proof in the schematic system fori-th order
arithmetic and a proof in natural deduction, modulo or not.
An upper bound of the increase in the length of the proofs
due to these translations will be given. Finally, in Section
5 the proofs of the three theorem motivated above will be
given, and we will conclude about the interest of working
within a first-order system modulo to simulate higher order.

2. A schematic system fori-th order arithmetic

2.1. Schematic systems

We recall here, using Buss’ notations [5], what a
schematic system consists in. It is essentially an Hilbert-
type (or Frege) proof system, i.e. valid formulæ are derived
from a finite number of axiom schemata using a finite num-
ber of inference rules. Theorem 1 is true on condition that
proofs are performed using a schematic system.

First, we recall how to build first order formulæ, mainly
to introduce the notations we will use. A (first-order) many-
sorted signature consists in a set of function symbols and a
set of predicates, all of them with their arity (and co-arity
for function symbols). We denote byT (Σ,V) the set of
termsbuilt from a signatureΣ and a set of variablesV. An
atomic propositionis given by a predicate symbolA of arity
[i1, . . . , in] and byn termst1, . . . ,tn ∈ T (Σ,V) with matching
sorts. It is denotedA(t1, . . . ,tn). Formulæcan be built using
the following grammar1:

P
!
= ⊥ | A | P ∧P | P ∨P | P ⇒ P | ∀x. P | ∃x. P

whereA ranges over atomic propositions andx over vari-
ables. P ⇔ Q will be used as a syntactic sugar for
(P⇒Q)∧ (Q⇒ P), as well as¬P for P⇒⊥ andΓ⇒ Q
for P1⇒ . . .⇒ Pn⇒Q if Γ = P1, . . . ,Pn. Positions in a term
or a formula, free variables and substitutions are defined as
usual. The replacement of a variablex by a termt in a for-
mulaP is denoted by{t/x}P.

Then, given a many-sorted signature of first order logic,
we can consider infinite sets ofmetavariablesαi for each

1 !
= is used for definitions.

sort i (which will be substituted by variables), ofterm
variablesτi for each sorti (which will be substituted by
terms) andproposition variables A(x1, . . . ,xn) for each arity
[i1, . . . , in] (which will be substituted by formulæ).

Metaterms are built like terms, except that they can con-
tain metavariables and term variables. Metaformulæ are
built like formulæ, except that they can contain proposi-
tion variables (which play the same role as predicates) and
metaterms.

A schematic systemis a finite set of inference rules,
where an inference rule is a triple of a finite set of metafor-
mulæ (thepremises), a metaformulæ (theconclusion), and
a set of side conditions of the formsα j is not free inΦ or s
is freely substitutable forα j in Φ whereΦ is a metaformula
ands a metaterm of sortj. It is denoted by

Φ1 · · · Φn (R)Ψ
An inference with an empty set of premises will be called
an axiom schema.

2.2. i-th order arithmetic

i-th order arithmetic (Zi−1) is a many-sorted theory with
the sorts 0, . . . , i−1 and the signature

0 : 0 + : [0;0]→ 0 = : [0;0]
s : [0]→ 0 × : [0;0]→ 0 ∈ j : [ j; j +1]

.

The schematic system we use here consists of the fol-
lowing inference rules:

Axiom schemata of classical logic. We take the one used
by Gentzen [13, Chapter 5] to prove the equivalence of his
formalisms with an Hilbert-type proof system:

A⇒ A (1)

A⇒ B⇒ A (2)

(A⇒ A⇒ B)⇒ A⇒ B (3)

(A⇒ B⇒C)⇒ B⇒ A⇒C (4)

(A⇒ B)⇒ (B⇒C)⇒ A⇒C (5)

(A∧B)⇒ A (6)

(A∧B)⇒ B (7)

(A⇒ B)⇒ (A⇒C)⇒ A⇒ (B∧C) (8)

A⇒ (A∨B) (9)

B⇒ (A∨B) (10)

(A⇒C)⇒ (B⇒C)⇒ (A∨B)⇒C (11)

(∀α j . A(α j))⇒ A(τ j )
(

τ j is freely substitutable forα j in A(α j)
) (12)

A(τ j)⇒∃α j . A(α j )
(

τ j is freely substitutable forα j in A(α j)
) (13)

A∨ (A⇒⊥) (14)

3



Inference rules of classical logic. Again, we take the one
used by Gentzen [13]:

A A⇒ B
B

(15)

A⇒ B(β j)
(β j is not free inA⇒∀α j . B(α j))

A⇒∀α j . B(α j)
(16)

B(β j)⇒ A
(β j is not free in(∃α j . B(α j ))⇒ A)

(∃α j . B(α j ))⇒ A
(17)

Identity axiom schemata. They define the particular re-
lation=:

∀α0. α0 = α0 (18)

∀α0β0. α0 = β0⇒ s(α0) = s(β0) (19)

∀α0β0γ0. α0 = β0⇒ α0 + γ0 = β0 + γ0 (20)

∀α0β0γ0. α0 = β0⇒ γ0 + α0 = γ0 + β0 (21)

∀α0β0γ0. α0 = β0⇒ α0× γ0 = β0× γ0 (22)

∀α0β0γ0. α0 = β0⇒ γ0×α0 = γ0×β0 (23)

∀α0β0. α0 = β0⇒ A(α0)⇒ A(β0) (24)

Robinson’s axioms. They are the axioms defining the
function symbols of arithmetic [18]:

∀α0. ¬ s(α0) = 0 (25)

∀α0β0. s(α0) = s(β0)⇒ α0 = β0 (26)

∀α0. (¬ α0 = 0)⇒∃β0. α0 = s(β0) (27)

∀α0. α0 +0 = α0 (28)

∀α0β0. α0 +s(β0) = s(α0 + β0) (29)

∀α0. α0×0 = 0 (30)

∀α0β0. α0×s(β0) = α0×β0+ α0 (31)

Induction and comprehension axiom schemata.

A(0)⇒
(

∀β0. A(β0)⇒ A(s(β0))
)

⇒∀α0. A(α0) (32)

For all 0≤ j < i−1,

∃α j+1. ∀β j . β j ∈ j α j+1⇔ A(β j) (α j+1 is not free inA)
(33)

From this point on, we will denote byZi−1
S
k P the fact

that there exists a proof ofP of length at mostk in this
schematic system, i.e.P can be derived using at mostk
instances of these inference rules.

3. Deduction modulo

3.1. Rewriting formulæ

In deduction modulo, formulæ are considered modulo
some congruence defined by some rules that rewrite not
only terms but also formulæ.

A term rewrite ruleis the pair of termsl , r such that all
free variables ofr appear inl . It is denotedl → r. A term
rewrite systemis a set of term rewrite rules.

A term s can be rewritten to a termt by a term rewrite
rule l → r if there exists some substitutionσ and some po-
sitionp in ssuch thatσl = s|p andt = s[σr]p.

An atomic propositionA(s1, . . . ,si , . . . ,sn) can be rewrit-
ten to the atomic propositionA(s1, . . . ,ti , . . . ,sn) by a term
rewrite rulel → r if si can be rewritten toti by l → r. This
relation is extended by congruence to all formulæ.

A proposition rewrite ruleis the pair of an atomic propo-
sition A and a formulaP, such that all free variables ofP
appear inA. It is denotedA→ P. A proposition rewrite
systemis a set of proposition rewrite rules.

A formulaQ can be rewritten to a formulaRby a propo-
sition rewrite ruleA→ P if there exists some substitu-
tion σ and some positionp in Q such thatσA = Q|p and
R= Q[σP]p. Semantically, this proposition rewrite relation
must be seen as a logical equivalence between formulæ.

The fact thatP can be rewritten toQ either by a term or
by a proposition rewrite rule of a rewrite systemR will be
denoted byA−→

R
P. The transitive closure of these relation

will be denoted by
∗
−→
R

, its reflexive transitive closure by

∗
←→
R

.

3.2. Natural deduction modulo

Using some equivalence
∗
←→
R

defined by a term and

proposition rewrite systemR , we can define natural deduc-
tion modulo as in [11]. Its inference rules are represented
in Figure 1. They are the same as the one introduced by
Gentzen [13], except that we work modulo the rewrite re-
lation. Leaves of a proof that are not introduced by some
inference rules (contrary toA in ⇒-i for instance) are the
assumptions of the proof. Note that if we do not work mod-
ulo,⇒-e is exactly the same as (15).

The length of a proof is the number of inferences used
in it. We will denote byT N

k R P the fact that there exists a
proof of P of length at mostk using a finite subset ofT (T
can be infinite) as assumptions. In the case whereR = /0, we
are back to pure natural deduction, and we will useT N

k P.
Abusing notations, we will writeZi

N
k R P to say that there

is a proof ofP of length at mostk using as assumptions a
finite subset of instances of the axiom schemata (18) to (33).
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[A]
B

⇒-i if C
∗
←→
R

A⇒ B
C

A C⇒-e if C
∗
←→
R

A⇒ B
B

A B
∧-i if C

∗
←→
R

A∧B
C

C∧-e if C
∗
←→
R

A∧B or C
∗
←→
R

B∧A
A

A
∨-i if C

∗
←→
R

A∨B or C
∗
←→
R

B∨A
C C

[A]
D

[B]
D∨-e if C

∗
←→
R

A∨B
D

{y/x}A
∀-i

if B
∗
←→
R
∀x. A andy is not free inA nor in the

assumptions of the proof aboveB
A

∀-e if A
∗
←→
R
∀x. C andB

∗
←→
R
{t/x}C

B

B
∃-i if A

∗
←→
R
∃x. C andB

∗
←→
R
{t/x}C

A B

[{y/x}A]

C
∃-e

if B
∗
←→
R
∃x. A andy is not free inC nor in the

assumption of the proof above except{y/x}AC

classical if A
∗
←→
R

B∨ (B⇒⊥)
B

A
⊥-e if A

∗
←→
R
⊥

B

Figure 1. Inference Rules of Natural Deduction Modulo.

Following Definition 1.4 of [10], a theoryT is saidcom-
patiblewith a rewrite systemR if:

• P
∗
←→
R

Q impliesT N P⇔Q;

• for every propositionP∈ T , we haveN
R P.

For instance, as stated in the introduction,B⇒A is com-
patible withA→ A∨B: it possible to proveA⇔ A∨B as-
sumingB⇒ A with the proof of Figure 2 (other cases of
equivalent formulæ can be derived from it), and recipro-
cally, B⇒ A has the following proof moduloA→ A∨B:

B (i)
∨-i A −→ A∨B

A
⇒-i (i)

B⇒ A

Given a rewrite system, a compatible theory always ex-
ists, and one can show that proving modulo a rewrite system
is the same as proving without modulo but using a compat-
ible theory as assumptions [10, Proposition 1.8].

4. Translations

4.1. From Zi
S to Zi

N

We want to translate a proof in the schematic system of
Zi into a proof in pure natural deduction using as assump-
tions instances of the axiom schemata (18) to (33).

For the axiom schemata and inference rules of classical
logic, we use the same translation as Gentzen, for instance
the axiom schema (4) is translated into the natural deduction
proof

B (ii)

A (iii) A⇒ B⇒C (i)
⇒-e

B⇒C
⇒-e

C
⇒-i (iii)

A⇒C
⇒-i (ii)

B⇒ A⇒C
⇒-i (i)

(A⇒ B⇒C)⇒ B⇒ A⇒C

and the inference rule (17) into

∃α j . B(α j) (i)

B(β j) (ii) B(β j)⇒ A
⇒-e

A
∃-e (ii)

A
⇒-i (i)

∃α j . B(α j)⇒ A

(note that the side condition ensure that it is possible to con-
sider that what will be substituted forβ is free inA and the
assumptions of the proof aboveB(β j)⇒ A).

All these inference rules have a translation whose length
does not depend on the formulæ finally substituted in the
proof.

In a schematic system proof, there is also a finite number
of instances of the axioms schemata for identity, Robinson’s
axioms and induction and comprehension schemata. We
keep these instances as assumptions in natural deduction:
let E be the axioms of identity, except (24),R Robinson’s
axioms, andΓπ the particular instances of (24), (32) and
(33) used inπ. Then, a proofπ of P in the schematic system
for Zi can be translated into a proof ofP in natural deduc-
tion using assumptions inE, R andΓπ, such that its length
is linear compared to the length ofπ. We can therefore state
the following proposition:

Proposition 2. It is possible to translate a proof of length
n in the schematic system for Zi into a proof of length O(n)

5



A (i)
∨-i

A∨B
⇒-i (i)

A⇒ A∨B

A∨B (ii) A (iii)

B (iii) B⇒ A
⇒-e

A
∨-e (iii)

A
⇒-i (ii)

A∨B⇒ A
∧-i

A⇔ A∨B

Figure 2. Proof partly showing that B⇒ A is compatible with A→ A∨B.

in (pure) natural deduction using assumptions in Zi .

Zi
S
k P ; Zi

N
O(k) P

4.2. From Zi
N to Zi

S

In these section, we consider a proof ofP in natural de-
duction, using as assumptionE, R and a finite set of in-
stances of (24), (32) and (33) forZi . We translate it into a
proof in the schematic system forZi .

This is essentially a generalization of the translation
from theλ-calculus to combinatory logic (see [7]). We de-
fine mutually recursively two functions by induction on the
inference rules: T transforms a proof ofP in natural deduc-
tion using assumptionsΓ into a proof ofP in the schematic
system (1) to (17) plusΓ. TA transform a proof ofP in natu-
ral deduction using assumptionsΓ,A into a proof ofA⇒ P
in the schematic system (1) to (17) plusΓ.

The definition of T and TA are represented in Figure 3,
although only in the cases for⇒ and∃, by lack of place and
because these are the most representative ones. The others
can be guessed by the reader. The definition of TA for⇒-i
is not looping, because they are no longer⇒-i in TB (π).
Nevertheless, this case impose use to define what TA means
for a proof using the inference rules (16) and (17). (The
translation of (15) is already defined because (15) is equal
to⇒-e.)

It can be verified that this definition transforms a proof of
sizen into a proof of sizeO(3n). Due to [6, Corollary 3.4],
we could have found, at least for the propositional part, a
polynomial translation. Nevertheless all we need in this pa-
per is the fact that the increase of the proof length in the
translation is bounded.

Proposition 3. It is possible to translate a proof of length n
in the (pure) natural deduction using assumptions in Zi into
a proof of length O(3n) in the schematic system for Zi .

Zi
N
k P ; Zi

S
O(3k)

P

4.3. From Zi+1
S to Zi

N
R i

This time, we translate a proof in the schematic system
for Zi+1 into a proof in natural deduction modulo using as

assumption instances of the axiom schemata (18) to (33),
but in the language ofZi . The point is that using modulo it
is possible to downshift an order.

We follow the translation of Section 4.1, except for the
axiom schemata (24), (32) and (33) that are instantiated by
formulæ that are in the language ofZi+1 but not in the lan-
guage ofZi . To translate these schemata, we will use the
work of F. Kirchner [17] which permits to express first-
order theories using a finite number of axioms. The idea is
to transform some metaformulaA(t1, . . . ,tn) used in an ax-
iom schema into a formula of the form〈t1, . . . ,tn〉 ǫ γ where
γ will be some term representing what formula will be actu-
ally substituted forA.

Following F. Kirchner’s method, we add new sortsℓ for
lists andc for classes, as well as new function symbols and
predicate

1 j : j
Sj : [ j]→ j
·[·] j : [ j;ℓ]→ j
nil : ℓ
:: j : [ j;ℓ]→ ℓ

.
= : [0;0]→ c
∈̇ j : [ j; j +1]→ c
∪ : [c;c]→ c
∩ : [c;c]→ c
⊃ : [c;c]→ c

/0 : c
P j : [c]→ c
C j : [c]→ c
ǫ : [ℓ;c]

.

〈α1, . . . ,αn〉 will be syntactic sugar for
α1 :: j1 · · · :: αn :: jn nil for the appropriatej i . We change
the axiom schemata (24), (32) and (33) into the following
axioms:

∀γc. ∀α0β0. α0 = β0⇒ 〈α0〉 ǫ γc⇒ 〈β0〉 ǫ γc (34)

∀γc.〈0〉 ǫ γc⇒
(

∀β0. 〈β0〉 ǫ γc⇒ 〈s(β0)〉 ǫ γc
)

⇒∀α0. 〈α0〉 ǫ γc (35)

For all 0≤ j < i−1,

∀γc. ∃α j+1. ∀β j . β j ∈ j α j+1⇔ 〈β j〉 ǫ γc (36)

The rewrite systemR i is then the following:
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T

( [A]π{
B

⇒-i A⇒ B

)

!
= TA

(

[A]π{
B

)

T

( π1

A
π2

A⇒ B⇒-e
B

)

!
=

T (π1)

A

T (π2)

A⇒ B(15)
B

T

( π
{t/x}A

∃-i
∃x. A

)

!
=

T (π)

{t/x}A {t/x}A⇒∃x. A (13)
(15)

∃x. A

T

( π1

∃x. A
[A]π2{ B

∃-e B

)

!
=

T (π1)

∃x. A

TA (π2)

A⇒ B(17)
(∃x. A)⇒ B

(15)
B

T (A)
!
= A

TA

( [B]π{
C

⇒-i
B⇒C

)

!
= TA

(

TB (π)

B⇒C

)

TA

( [A]π1{ B
[A]π2{ B⇒C⇒-e

C

)

!
=

TA (π2)

A⇒ B⇒C · · · (4)
(15)

B⇒ A⇒C

TA(π1)

A⇒ B · · · (5)
(15)

(B⇒ A⇒C)⇒ A⇒ A⇒C
(15)

A⇒ A⇒C · · · (3)
(15)

A⇒C

TA





[A]π{
{t/x}B

∃-i
∃x. B





!
=

{t/x}B⇒∃x. B (13)

TA(π)

A⇒{t/x}B · · · (5)
(15)

({t/x}B⇒∃x. B)⇒ A⇒∃x. B
(15)

A⇒∃x. B

TA

( [A]
π1{

∃x. B
[A,B]

π2{ C
∃-e C

)

!
=

TB

(

TA (π2)

A⇒C

)

B⇒ A⇒C(17)
∃x. B⇒ A⇒C

TA(π1)

A⇒∃x. B · · · (5)
(15)

(∃x. B⇒ A⇒C)⇒ A⇒ A⇒C
(15)

A⇒ A⇒C · · · (3)
(15)

A⇒C

TA

( [A]π{
B⇒C(17)
∃x. B⇒C

)

!
=

TA (π)

A⇒ B⇒C (A⇒ B⇒C)⇒ B⇒ A⇒C (4)
(15)

B⇒ A⇒C(17)
∃x. B⇒ A⇒C · · · (4)

(15)
A⇒∃x. B⇒C

TA (A)
!
= A⇒ A (1)

TA

( π
B

)

!
=

T (π)

B B⇒ A⇒ B (2)
(15)

A⇒ B

if the assumptionA is not actually
used inπ.

Figure 3. Definition of the translation from Zi
N to Zi

S .
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t[nil ] j → t
1 j [t :: j l ] j → t

Sj(n)[t :: j l ] j → n[l ] j

s(n)[l ]0 → s(n[l ]0)
(t1 + t2)[l ]0 → t1[l ]0 + t2[l ]0

(t1× t2)[l ]0 → t1[l ]0× t2[l ]0

l ǫ
.
= (t1, t2) → t1[l ]0 = t2[l ]0

l ǫ ∈̇ j(t1, t2) → t1[l ] j ∈ j t2[l ] j+1

l ǫ A∪B → l ǫ A∨ l ǫ B
l ǫ A∩B → l ǫ A∧ l ǫ B
l ǫ A⊃ B → l ǫ A⇒ l ǫ B

l ǫ /0 → ⊥
l ǫ P j(A) → ∃x. x :: j l ǫ A
l ǫ C j(A) → ∀x. x :: j l ǫ A

Note that this system is convergent, i.e. terminating (ei-
ther the size of a list decreases, or a·[·] or anǫ goes more
inside or disappears) and confluent (the only critical pairs,
of the form:
f (t1, . . . ,tn) ←−

R i

f (t1, . . . ,tn)[nil ] −→
R i

f (t1[nil ], . . . ,tn[nil ]),

are easily joinable).
Proposition 2 of [17] says that it is possible, for any for-

mulaP of the language ofi-th order arithmetic, to prove

∃E. ∀x1 · · ·xn. 〈x1, . . . ,xn〉 ǫ E⇔ P .

Moreover, the proof of this proposition show us
how to construct the witnessE. We will de-
note it by Ex1,...,xn

P . Then, one can prove that

〈t1, . . . ,tn〉 ǫ Ex1,...,xn
P

∗
−→{t1/x1, . . . ,tn/xn}P. For instance,

consider the formulaP
!
= x = 0∨∃y. x∈0 y. ThenEx

P

equals
.
= (1,S(0)) ∪ P 1

(

∈̇0(S(1),1)
)

and〈t〉 ǫ Ex
P can be

rewritten tot = 0∨∃x. t ∈0 x.
Consequently, the axiom schemata (24), (32) and (33)

for formulæ of the language ofZi+1 but not in the language
of Zi are replaced by the proofs in Figure 4. In these trans-
lations, we need to instantiateγ with someEx

A. It is well-
known that the instantiations are the most problematic rules
in deductive systems, at least for automated provers. Never-
theless, the instantiation here is entirely and automatically
determined by the formula used in the schema, so that no
harm is done.

Using this, a proofπ of P in the schematic system for
Zi+1 can be translated into a proof ofP in natural deduction
moduloR i using assumptions inE, R, (34), (35), (36) and
Γ′π whose length is linear compared to the length ofπ, where
Γ′π are the particular instances for the language ofZi of (24),
(32) and (33) used inπ.

Proposition 4. It is possible to translate a proof of length n
in the schematic system for Zi+1 into a proof of length O(n)
in the natural deduction moduloR i using assumptions in Zi ,

(34), (35) and (36).

Zi+1
S
k P ; Zi ,(34),(35),(36) N

O(k) R i
P

5. Proof-length speed-ups

5.1. Speed-up over compatible theories

The following proves the existence of an unbounded
speed-up (as in Theorem 1) for natural deduction modulo
over pure natural deduction:

THEOREM 5.
There is a rewrite systemR , there is an infinite familyF
such that such that for all finite compatible theoriesT ,

1. for all P∈ F , T N P

2. there is a fixed k∈N such that for all P∈ F , N
k stepsR

P

3. there is no fixed k∈ N such that for all P∈ F ,
T

N
k stepsP

Proof. Consider the rewrite systemR :

s(x)+y→ x+s(y)

If n denotes the usual representation of the natural number
n using 0 ands, then it is quite clear thatN1 R n+n = n+n.
Let T be a finite theory compatible withR . By defini-
tion T N n+ n = n+n, but it is impossible to find a proof
that takes less thanO(n) steps. (In the theory we may have
some formulæ such assm(x)+ y = x+ sm(y) but they will
only divides the minimal number of steps bym, and we can
only have a finite number of such formulæ. The theorem
is of course wrong if infinite theories are allowed, because
one could addF to some theory compatible withR to get
proofs with a bounded number of steps.)

Note: We could also have used the systemR i of Sec-
tion 4.3 and the formulæ of the form〈t1, . . . ,tn〉 ǫ Ex1,...,xn

A ⇔
{t1/x1, . . . ,tn/xn}A.

Corollary 6. There is a rewrite systemR and an infinite
familyF such that

1. for all P∈ F , N P

2. there is a fixed k∈N such that for all P∈ F , N
k stepsR

P

3. there is no fixed k∈N such that for all P∈ F , N
k stepsP

Proof. ConsiderF ′
!
= {T ⇒ P: P∈ F }with the rewrite

systemR of Theorem 5, some finite theoryT compatible
with it, and the familyF obtained in Theorem 5. By con-
tradiction, if there is ak such that for allP′ ∈ F ′, N

k P′, then
using some⇒-e, for allP∈ F , T N

O(k) P.
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∀γc. ∀α0β0. α0 = β0⇒ 〈α0〉 ǫ γc⇒ 〈β0〉 ǫ γc (34)
∀-e 〈α0〉 ǫ Ex

A⇒ 〈β0〉 ǫ Ex
A
∗
−→A(α0)⇒ A(β0)

∀α0β0. α0 = β0⇒ A(α0)⇒ A(β0)

∀γc.〈0〉 ǫ γc⇒
(

∀β0. 〈β0〉 ǫ γc⇒ 〈s(β0)〉 ǫ γc
)

⇒∀α0. 〈α0〉 ǫ γc (35)
∀-e for all t, 〈t〉 ǫ Ex

A
∗
−→A(t)

A(0)⇒
(

∀β0. A(β0)⇒ A(s(β0))
)

⇒∀α0. A(α0)

∀γc. ∃α j+1. ∀β j . β j ∈ j α j+1⇔ 〈β j〉 ǫ γc (36)
∀-e 〈β j〉 ǫ Ex

A
∗
−→A(β j)

∃α j+1. ∀β j . β j ∈ j α j+1⇔ A(β j)

Figure 4. Translations of the axiom schemata (24), (32) and ( 33).

5.2. Speed-up in arithmetic

We want to show that it is possible to achieve the same
speed-up as the one betweeni-th order andi + 1-th order
arithmetic just by working modulo some rewrite system in
i-th order arithmetic:

THEOREM 7.
For all i ≥ 0, there is a rewrite systemR i such that there is
an infinite familyF such that

1. for all P∈ F , Zi
N P

2. there is a fixed k∈ N such that for all P∈ F ,
Zi

N
k stepsR i

P

3. there is no fixed k∈ N such that for all P∈ F ,
Zi

N
k stepsP

Proof. The rewrite systemR i is the one defined in Sec-
tion 4.3. LetF be the family of formulæ obtained by The-

orem 1. LetF ′
!
= {(34)⇒ (35)⇒ (36)⇒ P: P∈ F }.

Then:

1. For allP′ ∈ F ′, Zi
N P′: Zi

S P, therefore using Propo-
sition 2, Zi

N P and, adding to this proof three times
⇒-i, Zi

N P′.

2. There is ak such that for allP′ ∈ F ′, Zi
N
k R i

P′: there

exists somek such that for allP ∈ F , Zi+1
S
k P. Us-

ing Proposition 4, there exists someK such that for all
P∈ F , we haveZi ,(34),(35),(36) S

K R i
P and one can

add three⇒-i to obtain a proof ofP′.

3. There is nok such that for allP′ ∈ F ′, Zi
N
k P′: Sup-

pose by contradiction that there is ak such that for
all P′ ∈ F ′, Zi

N
k P′, then using three times⇒-e,

Zi ,(34),(35),(36) N
k+3 P. But (34), (35) and (36) use

function symbols not appearing inP and Zi (for in-
stanceǫ). Therefore they cannot be used in a proof of

P in Zi , so that in factZi
N
k+3 P. Then, using Proposi-

tion 3,Zi
S
O(3k)

P, and that will be in contradiction with

the fact that there is noK such that for allP, Zi
S
K P.

If Γ = (34),(35),(36),

Zi+1
S
k P

Prop. 4
; Zi ,Γ N

K R i
P ; Zi

N
K+3 R i

P′

Theo. 1l

Zi
S
63k P

Prop. 2
;

;

Prop. 3

Zi ,Γ N
6k P ; Zi

N
6k P′

5.3. Bypassing Buss’ speed-up using modulo

The goal of these section is to prove that one can work in
Zi modulo some rewrite systemR i to be able to build proof
as small as the one ofZi+1. In fact, one can prove a stronger
theorem:

THEOREM 8.
For all i ≥ 0, there exists a (finite) rewrite systemR i and a
finite set of axiomsΓ such that for all formulæ P, if Zi+1

N
k P

then Zi ,Γ N
O(k) R i

P.

Proof. Let R i be the rewrite system of Section 4.3 and

Γ !
= {(34),(35),(36)}. We use the same idea as in Sec-

tion 4.3, and we replace the instance of the axiom schemata
(24), (32) and (33) by the axioms (34), (35) and(36) as in-
dicated in Figure 4.

This results permits to make Gödel’s theorem wrong if
one works moduloR i .

Corollary 9. For all i ≥ 0, there exists a (finite) rewrite
systemR i and a finite set of axiomsΓ such that there is no
infinite familyF of ∏0

1-formulæ such that

1. for all P∈ F , Zi
N P

9



2. there is a fixed k∈ N such that for all P∈ F ,
Zi+1

N
k stepsP

3. there is no fixed k∈ N such that for all P∈ F ,
Zi ,Γ N

k stepsR i
P

The fact to add the finite set of axiomsΓ could be seen
as some deceit, because we do not work really inZi , but in a
theory strictly stronger. (By the way, due to Theorem 8, it is
possible to prove the consistency ofZi in Zi ,Γ moduloR i .)
Nevertheless, the point here is that it is possible, by working
moduloR i , to simulateZi+1 using a finite set of axioms,
and not axiom schemata, without exploding the length of
the proofs. If we were not working modulo, then it would
not be possible to give a bound to the translation, because
as noted after Theorem 5, to translate an axiom schema,
we will have to introduce the adequateEx1,...,xn

A and then,
using a theory compatible withR i , decompose each step
of rewriting. Therefore, the length of the translation will
depend on the depth of the formulæ substituted in the axiom
schemata.

It could also have been possible to translate the formulæ
that one wants to prove, as is done in [12], where a for-
mula of first order arithmetic is transformed by adding the
information that some variablen is an integer using some
predicateN(n) which can be rewritten into an axiom corre-
sponding to the induction schema for first order arithmetic.
Here,P could be translated into(34)⇒ (35)⇒ (36)⇒ P.

6. Conclusion and perspectives

We have first proved that, even with a very simple rewrite
system, one can obtain in deduction modulo proofs of some
tautologies that are unboundedly shorter than the proofs
without modulo. This shows the power of separating com-
putation and deduction. Of course, to actually find the
proofs in deduction modulo, one will need to perform the
computation, but the point is that this is more automatic and
easier than the deduction itself.

Our second result is that it is possible to use some rewrite
system to simulate the difference betweeni-th andi + 1-th
order arithmetic. This simulation allows to get the same
proof speed-up for deduction modulo over non modulo sys-
tems than the one proved by Parikh.

Finally, we also proved that this simulation can be lin-
ear in term of proof length, at the condition to add three
extra axioms which replace the missing axiom schemata.
Together with the second result, this proves that the gap be-
tweeni-th andi +1-th order arithmetic is in fact due to the
computational part of the proofs. In this particular case,
we also clearly identify the computation occurring in the
proofs with a finite, convergent (so, in a sense, determin-
istic) rewrite system. This is not surprising, because, if
one looks carefully, the proof of Theorem 1 given by Buss

in [5] deeply relies on the fact that it is possible to define
some truth predicate for the formulæ of the preceding or-
der. Therefore, in a sense, it is possible, ini + 1-th order
arithmetic, to compute the validity of a formula ini-th order
arithmetic.

These results are encouraging indicators that it is as good
to work directly in higher order logics, as is done in the
current interactive theorem provers, such as Coq [21] or Is-
abelle/HOL [19], or using a first order implementation of
these logics, as could be done in a proof assistant based on
deduction modulo (or on its sequel named superdeduction
as in [2]). This paper gives clues to answer positively this
question, although we were interested in the step betweeni-
th order andi +1-th order arithmetic, and not between first
order and higher order logic. The fact that higher order res-
olution can be simulated step by step by ENAR [9] is not
a solution, because there may exist some other higher or-
der proof system that produce proofs that cannot be conve-
niently translated in a first order system modulo. So, our
next challenge will be, starting from the current results, to
investigate how exactly higher order logic prevails or not
over first order logic, by studying more closely the simula-
tion of higher order logic.

A first direction to do so will be to prove that it is possible
to apply transitivity between the simulation ofZi+1 in Zi and
the one ofZi+2 in Zi+1, in order to get a simulation ofZi+2 in
Zi , for instance by combiningR i andR i+1. In addition to the
expression of first order arithmetic as a theory modulo [12],
this would lead to the expression of higher order arithmetic
entirely as a theory modulo.

Acknowledgments. The author wishes to thank C. Kirch-
ner and T. Hardin for many discussions and comments about
this paper.
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[3] K. Brünnler. Deep Inference and Symmetry in Classical
Proofs. PhD thesis, Technische Universität Dresden, 2003.

[4] S. R. Buss. Polynomial size proofs of the propositional
pigeonhole principle. The Journal of Symbolic Logic,
52(4):916–927, 1987.

[5] S. R. Buss. On Gödel’s theorems on lengths of proofs I:
Number of lines and speedups for arithmetic.The Journal
of Symbolic Logic, 39(3):737–756, 1994.

[6] S. A. Cook and R. A. Reckhow. The relative efficiency of
propositional proof systems.The Journal of Symbolic Logic,
44(1):36–50, 1979.

10

http://rho.loria.fr/lemuridae.html


[7] H. B. Curry, R. Feys, and W. Craig.Combinatory Logic, vol-
ume 1. Elsevier Science Publishers B. V. (North-Holland),
Amsterdam, 1958.

[8] N. Dershowitz and C. Kirchner. Abstract Canonical Presen-
tations.Theoretical Computer Science, 357:53–69, 2006.

[9] G. Dowek, T. Hardin, and C. Kirchner. HOL-λσ an inten-
tional first-order expression of higher-order logic.Mathe-
matical Structures in Computer Science, 11(1):1–25, 2001.

[10] G. Dowek, T. Hardin, and C. Kirchner. Theorem proving
modulo. Journal of Automated Reasoning, 31(1):33–72,
2003.

[11] G. Dowek and B. Werner. Proof normalization modulo.The
Journal of Symbolic Logic, 68(4):1289–1316, 2003.

[12] G. Dowek and B. Werner. Arithmetic as a theory modulo.
In J. Giesl, editor,RTA, volume 3467 ofLecture Notes in
Computer Science, pages 423–437. Springer-Verlag, 2005.

[13] G. Gentzen. Untersuchungen über das logische Schliessen.
Mathematische Zeitschrift, 39:176–210, 405–431, 1934.
Translated in Szabo, editor.,The Collected Papers of Ger-
hard Gentzenas “Investigations into Logical Deduction”.
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