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Abstract practice), it is not conceivable to build an automated theo-
rem prover that produces proofs of non-elementary length.
In 1973, Parikh proved a theorem conjectured bydel Second, the length of a proof is one (among others) crite-

37 years before, which says that it is possible to find arith- rion for defining the quality of a proof. Indeed, a smaller
metical formulae that are provable in first order arithmetic, proofis often more readable and, in the case for instance of
but whose shorter proof in second order arithmetic is ar- software certification and proof engineering, more commu-
bitrarily smaller than any proof in first order. On the nicable and in many cases also more maintainabld] [h [8, 1],
other hand, resolution for higher order logic can be sim- this notion of “good proofs” is translated into a proof order
ulated step by step in a first order narrowing and resolution ing, which of course may correspond to the comparison of
method based on deduction modulo, whose paradigm is toproof lengths.
separate deduction and computation to make proofs clearer  Obtaining a speed-up can also have a theoretical interest,
and shorter. because, as remarked by Parikh in the introductory para-
We first prove that it is possible to find formulae whose graph of [1p], “the celebrated P=NP? question can itself
smaller proof in natural deduction modulo is unboundedly be thought of as a speed-up question.” (e [6].) All this
smaller than any proof in pure natural deduction. Then, explains the research for new formalisms whose deductive
we show that a proof in the+ 1-th order arithmetic can ~ systems provide smaller proofs, such as for instance the
be transformed into a proof of linear length in the i-th or- calculus of structureq][3] w.r.t. the sequent calculug [13]
der arithmetic modulo some finite terminating and conflu- (see [1B]).
ent rewrite system. This allows us to prove that the speed-up In this paper, the length of a proof will correspond to its
conjectured by Gdel does not come from the deduction part number of steps (sometimes called lines), whatever the ac-
of the proofs, but can be expressed as computation, theretual size of the formulae appearing in them is. Considering
fore justifying the use of deduction modulo as an efficient the minimal length of the proof, the definition of a speed-up
first order setting simulating higher order. is the following: given some functioh over natural num-
bers, a system has a speed-ugfowver another one, if there
exists infinite set of formulae provable in both of them, such
that, if the length of the proofs in the first system iand

1. Introduction the length in the second systenkighenk > h(l).

Even if two logical systems are shown to be expressively In 1936, Godel|j:1|4] _conjectu_red that th_ere exists such a
speed-up for all recursive functions betweeh order and

equivalent, i.e. they can prove exactly the same formulae,. 1-th ord thmeti he f |
they can lead to very different proofs, in particular in term ! + 1-th order arithmetic, no matter the formal system ac-
of length. For instance, it is shown that Frege systems havetua”y_ used._ 'T‘ other_words,_he stat_ed_ t_hat for all recursive
an exponential speed-up over resolution for propositional fun%tl;)hns;h,f Itis pOhSS'fblE to f'gd ant 'gf£'t$ ie_t o:]forrr_]ulae
logic [E]. However in mechanized theorem proving, the _SUCI a,bor e}act ort errr]], enofe mY' h 'S the rr:;n-
length of proofs has an importance: first, computers have'Ma! number of steps in the proofs df In thei-th order
limited capacities, and this can lead to a difference betwee a”‘h”_‘e“c k IS a;sumed 10 exist, so trrgt|s provable in it),
the practical expressiveness of theoretically equivadgst ;ndl |slthhe m(;mmall rr: umper gf Ztephslln the proofsdiin
tems. Even if computing power is always increasing, so that ei +1-th order arithmetic, thek> hl).

one is no longer afraid to use SAT-solvers within verifica- P T:LS 2resulthwas prcl)lved fordflrst—order arkllthmetlcE t;]y
tion tools (mainly because worst cases do not often occur in” 2" [2P], who actually proved a stronger theorem: this
proof-length speed-up exists in fact also for non-recersiv

*UMR 7503 CNRS-INPL-INRIA-Nancy2-UHP functions. This was generalized to all orders by Krajicek




and was proved for the true language of arithmetic by = Deduction modulo is logically equivalent to the con-

Buss [$] (the former results used an axiomatization of arith sidered logic, but proofs are often considered as simpler,
metic using ternary predicates to represent addition andbecause the computation is hidden, letting the deduction
multiplication). The theorem proved by Buss is stated as clearly appear. Proofs are also claimed to be smaller for the

follow:

THEOREM 1 ([H, THEOREM 3]).
Leti> 0. Then there is an infinite family of [19-formulee
such that

1. forallPe 7,z P

2. there is a fixed ke N such that for all Pe ¥,

Zijahg steps P

. there is no fixed k& N such that for all Pe ¥,
Z kstepsP'

Z; corresponds to thiet+ 1-th order arithmetic (s@y is in
fact first order arithmetic), angl gps P means thalP can

be proved in at mogt steps within a schematic system —
i.e. a Hilbert-type (or Frege) system with a finite number
of axiom schemata and inference rules— fer 1-th or-
der arithmetic. (In fact, Buss proved this theorem also for
weakly schematic systems, i.e. schematic systems in whic

every tautology can be used as an axiom, as well as gen

eralizations of axioms, but we will not use this fact here.)

Because this theorem is concerned in arithmetic, an intu-

itive notion of computation take place in the proofs. In-

deed, as remarked by Poincaré, proving that2= 4 using

the definition of the addition is just a verification, and not

a demonstration, so that in a proof occur in fact not only
pure deduction but also computation. Therefore, the ques

tion arises whether this speed-up comes from the deductive

or the computational part of the proofs, or both of them.

Deduction modulo[[10] is a presentation of a given logic
—and the formalisms associated with it— identifying what
corresponds to computation. The computational part of
a proof is put in a congruence between formulse modulo
whom the application of the deduction rules takes place.

This leads to the sequent calculus modulo and the natura

same reason. Nevertheless, this fact was never quantified.
This paper answers this issue.

Moreover, it is possible, in deduction modulo, to build
proofs of Higher Order Logic using a first order systeﬂn [9].
Using this, a step of higher order resolution is completely
simulated by a step of ENAR, the resolution and narrowing
method based on deduction modulo. Therefore, it seems
reasonable to think that deduction modulo is able to give
the same proof-length speed-ups as the ones occurring be-
tweeni + 1-th and-th order arithmetic. This paper therefore
investigates how to relate proof-length speed-ups in -arith
metic with the computational content of the proofs.

First, a formal system modulo some rewrite rules has
been shown to be logically equivalent to the same system
without modulo, but using assumptions in a theory that is
said to be compatible with the set of rewrite rules (a more
formal definition will be given in Sectiofj 3). For instande, i

HS equivalent to prove some formufain natural deduction

modulo the rewrite rulé — AV B or to proveP under the
assumptiorB = A in pure natural deduction.

Our first main result is the fact that natural deduction
modulo some (finite) rewrite system has an unbounded
speed-up over pure natural deduction using assumptions of
a finite compatible theory. This idea is formalized in Theo-
rem[$ of Sectioff 5]1. As a corollary, we will find a infinite
set of tautologies that proves that natural deduction mod-

ulo has an unbounded speed-up over pure natural deduction
(even without assumptions).

This result is proven (see Sectipn]5.1) using a rewrite
system quite different from arithmetic. To get something
more near to it, the idea is to prove that deduction mod-
ulo allows to simulate the+ 1-th order ini-th order arith-
metic, so that one can achieve the same speed-up between

i andZ; modulo someg; than betweery; andZ.1. In
other words, there exists some rewrite systgnsuch that

deduction modulo. The congruence is better represented %hatural deduction modulg; using assumptions i@ has an

set of rewrite rules that can rewrite terms but aédomic
propositions indeed, one wants for instance to consider
the definition of the addition or multiplication using reteri
rules over terms as part of the computation, but also the fol-
lowing rewrite rule:

Xxxy=0 — x=0vy=0

which rewrites an atomic proposition to a formula, so that
the following simple proof of x t = 0 can be deduced from
a proofrtoft = 0:

unbounded speed-up over natural deduction using assump-
tions inZ;. This is translated by Theorefh 7 of Sectfon] 5.2.
To prove this result, we will need some translations between
some particular schematic system feth order arithmetic
and natural deduction modulo (or not) some rewrite system.
In a converse way, one can prove that working modulo
such a rewrite system at the ordeallows to bypass Buss’
theorem, i.e. we will not be able to find an infinite family
of formulae such that each of them is provabl&jnthere
is a bound to the length of the proofs in natural deduction
using assumptions fro& . ; but there is no bound in natural
deduction modula®; using assumptions frord;. We can
prove in fact a stronger theorem which says that a proof



in natural deduction using assumptions fr@mn, can be sorti (which will be substituted by variables), @érm
translated linearly into a proof in natural deduction madul variablest' for each sorti (which will be substituted by
®i using assumptions frod and a finite number of extra terms) angroposition variables A, . .., x,) for each arity
axioms. This corresponds to Theorﬂm 8 and Coromary 9 of [i1,...,in] (which will be substituted by formulae).
Sectio. Metaterms are built like terms, except that they can con-
tain metavariables and term variables. Metaformulee are
built like formulae, except that they can contain proposi-
tion variables (which play the same role as predicates) and
metaterms.

A schematic systeris a finite set of inference rules,
where an inference rule is a triple of a finite set of metafor-

In the next section, we will recall the definition of a
schematic system, and we will present such a systen for
th order arithmetic. The sectigh 3 will define formally what
deduction modulo, and in particular natural deduction mod-
ulo consists of. In Sectiof} 4 we will give the exact transla-
tions between a proof in the schematic system-throrder mulze (thepremisey, a metaformulae (theonclusion), and

arithmetic and a proof in natural deduction, modulo or not. 2 set of side conditions of the forms is not free ind or s

An upper bound of the increase in the Ien_gth of_the prqofs is freely substitutable fan! in ® whered is a metaformula
due to these translations will be given. Finally, in Section

B the proofs of the three theorem motivated above will be ands a metaterm of sorf. Itis denoted by
given, and we will conclude about the interest of working b ®n R)
within a first-order system modulo to simulate higher order. y

An inference with an empty set of premises will be called
2. A schematic system foi-th order arithmetic an axiom schema.

2.1. Schematic systems 2.2.i-th order arithmetic
i-th order arithmeticZ;_1) is a many-sorted theory with

We recall here, using Buss notatlonE| [5], what a the sorts 0...,i — 1 and the signature

schematic system consists in. It is essentially an Hilbert-

type (or Frege) proof system, i.e. valid formulee are derived 0 : O +:[0;0—-0 = :[0:0]

from a finite number of axiom schemata using a finite num- ~ s: [0]—=0 x : [0;00 =0 € : [j;j+1]

ber of inference rules. Theordh 1 is true on condition that The schematic system we use here consists of the fol-
proofs are performed using a schematic system. lowing inference rules:

First, we recall how to build first order formulae, mainly
to introduce the notations we will use. A (first-order) many- Axiom schemata of classical logic. We take the one used
sorted signature consists in a set of function symbols and aby Gentzen[[1]3, Chapter 5] to prove the equivalence of his
set of predicates, all of them with their arity (and co-arity formalisms with an Hilbert-type proof system:
for function symbols). We denote by (Z,V) the set of

A=A 1
termsbuilt from a signatur@ and a set of variablég. An ~ @)
atomic propositions given by a predicate symbAlof arity A=B=A (2)
li1,...,in) and byntermsty, ...ty € 7 (Z,V) with matching (A=A=B)=A=B (3)
sorts. Itis denoted\(ty,...,tn). Formulgecan be built using (A=B=C)=B=A=C (4)
the following gramma. (A=B)= (B=C)=A=C (5)

p = L|A|PA2?|2Ve|2=2 |VXP|3IX P (AAB)= A (6)
(AANB)=B (7)
whereA ranges over atomic propositions araver vari- (A=B)= (A=C)=A= (BAC) (8)
ables. P < Q will be used as a syntactic sugar for A= (AVB) )
(P=Q) A(Q=P), aswellas-P for P= 1 andl = Q
forPL= ... = Py,= Qif [ =Py,...,P,. Positionsinaterm B= (AVB) (10)
or a formula, free variables and substitutions are defined as (A=C)=(B=C)=(AvB)=C (11)
usual. The replacement of a variablby a termt in a for- (Val. A(al)) = A(TH)
mulaP is denoted by(t/x}P. (1) is freely substitutable fon! in A(al)) (12)
Then, given a many-sorted signature of first order logic, A(U) = Jal. A(al) 13
we can consider infinite sets afetavariablesx' for each (TJ is freely substitutable fom! in A(qj)) (13)
1L is used for definitions. AV (A= 1) (14)



Inference rules of classical logic. Again, we take the one
used by Gentzer [[L3]:

A A=B

- (15)

A= B(B) (B) is not free inA = val. B(al))
A= Vval. B(al)
(16)
B(B)) =

(3a). B(al)) = A (B! is not free in(3al. B(al)) = A)
17)

Identity axiom schemata. They define the particular re-
lation=:

val. a0 = (18)

va®Bl. a® = B2 = s(a®) = s(p°) (19)
Va8 o =p0= a®+y? =R+ (20)
VaOROW. 00 =0 = P+ a0 =0 o (21)
VaORWY. 0 =B2 = a® x P = R0 x P (22)
VaORW. a0 = B0 = P x a0 =0 x B0 (23)
vaoB0. a® = B0 = A(a®) = A(R®) (24)

Robinson’s axioms. They are the axioms defining the
function symbols of arithmetiq [18]:

va®. -~ s(a® =0 (25)
vaoB°. s(a%) = s(B°) = a® = p° (26)
va®. (- a®=0) = 3R%. a® = 5(B°) (27)
va® a®+0=a® (28)
va®BP. a® + s(B°) = s(a® + B°) (29)
va® a®x0=0 (30)
va®Bl. a® x s(B%) = a® x B0+ a® (31)
Induction and comprehension axiom schemata.
A0) = (VB% A = A(s(B?)) = Va°. A(a®) (32)

Forall0<j<i-—1,
Jaltt vpl. gl &l altl o AB))  (alflis notfree inA)
(33)
From this point on, we will denote %1 K Pthe fact
that there exists a proof d® of length at mosk in this
schematic system, i.eP can be derived using at mokt
instances of these inference rules.

3. Deduction modulo
3.1. Rewriting formulee

In deduction modulo, formulee are considered modulo
some congruence defined by some rules that rewrite not
only terms but also formulee.

A term rewrite ruleis the pair of terms,r such that all
free variables of appearin. Itis denoted — r. A term
rewrite systenis a set of term rewrite rules.

A term s can be rewritten to a ternby a term rewrite
rulel — r if there exists some substitutianand some po-
sitionp in ssuch thaol = s, andt = s[or],,.

An atomic propositiorA(sy,. . ., S, . ..,S) can be rewrit-
ten to the atomic propositioA(s;, ... ,t,...,S) by a term
rewrite rulel — r if 5 can be rewritten t¢y by | — r. This
relation is extended by congruence to all formulae.

A proposition rewrite rulds the pair of an atomic propo-
sition A and a formulaP, such that all free variables &f
appear inA. It is denotedA — P. A proposition rewrite
systemis a set of proposition rewrite rules.

A formulaQ can be rewritten to a formuRR by a propo-
sition rewrite ruleA — P if there exists some substitu-
tion o and some positiop in Q such thatoA = Q;, and
R= Q[oP],. Semantically, this proposition rewrite relation
must be seen as a logical equivalence between formulee.

The fact thaP can be rewritten t@) either by a term or
by a proposition rewrite rule of a rewrite systexnwill be
denoted b;AT P. The transitive closure of these relation

will be denoted by——, its reflexive transitive closure by
R

*
.

R

3.2. Natural deduction modulo

Using some equivalence™— defined by a term and
R

proposition rewrite system , we can define natural deduc-
tion modulo as in[[111]. Its inference rules are represented
in Figure[l. They are the same as the one introduced by
Gentzen [1B], except that we work modulo the rewrite re-
lation. Leaves of a proof that are not introduced by some
inference rules (contrary t& in =-i for instance) are the
assumptions of the proof. Note that if we do not work mod-
ulo, =--e is exactly the same {[15).

The length of a proof is the number of inferences used
in it. We will denote byt Iﬁkx P the fact that there exists a
proof of P of length at mosk using a finite subset af (7
can be infinite) as assumptions. In the case wikete0, we
are back to pure natural deduction, and we will usé P.
Abusing notations, we will writ&; %R P to say that there
is a proof of P of length at mosk using as assumptions a
finite subset of instances of the axiom schemfata (18) {o (33).



(Al

= B itceass
C R

A B ic.r.
Ao BB itcAnB

V-i A if C&<>AVBorC——BVA
R ®

V-i

B assumptions of the proof above

= % if A%Hx.CandB%{t/x}C

classical-g- " A<—BV(B= 1)

{y/X}A if B«%»VXA A andy is not free inA nor in the

i_eAfBCifc%Aﬂs
/\-e% ifC%»A/\BorC%B/\A
(Al [B]
V-e c [[)) D ifC«%»A\/B

V-e % if A%VX. C andB%{t/x}C

[y/x}Al
3 B C  if B<~3x Aandyis not free inC nor in the
e %
C assumption of the proof above excgpyx}A

A ifa
L—e?'fA " 1

Figure 1. Inference Rules of Natural Deduction Modulo.

Following Definition 1.4 of [10], a theory is saidcom-

patiblewith a rewrite systenx_ if:

e P Qimpliest *P < Q;
R

o for every propositior® € 7, we have'—“R P.

For instance, as stated in the introductiBrs> A is com-
patible withA — AV B: it possible to provéA < AV B as-

A i) A=B=Cy

B i) = B=C
=-e
i —C i)
oi=BA=C
. B=A=C )
=-I 0]

(A=B=C)=B=A=C

and the inference rul¢ (17) into

sumingB = A with the proof of Figure[|2 (other cases of —-e B(R’) a B(R") = A

equivalent formulee can be derived from it), and recipro- Je Jal. B(a)) 0
cally, B=- A has the following proof modul8 — AV B:

B ()
L (|)
B=A

Vi A— AVB

=i

=-i A 0] X
Jol. Bal) = A

(note that the side condition ensure that it is possible s co
sider that what will be substituted f@ris free inA and the
assumptions of the proof aboB¢p!) = A).

Given a rewrite system, a compatible theory always ex-  All these inference rules have a translation whose length

ists, and one can show that proving modulo a rewrite systemdoes not depend on the formulee finally substituted in the
is the same as proving without modulo but using a compat- proof.

ible theory as assumptior[s [10, Proposition 1.8].
4. Translations

4.1. Fromz B toz M

In a schematic system proof, there is also a finite number
of instances of the axioms schemata for identity, Robirson’
axioms and induction and comprehension schemata. We
keep these instances as assumptions in natural deduction:
let E be the axioms of identity, exce24:),Robinson’s
axioms, and  the particular instances df (24), {32) and
(B3) used int. Then, a prooftof P in the schematic system

We want to translate a proof in the schematic system of tqr 7. can be translated into a proof Bfin natural deduc-

Z; into a proof in pure natural deduction using as assump-
tions instances of the axiom schemdtg (18] t (33).

tion using assumptions i, R andl', such that its length
is linear compared to the length wf We can therefore state

For the axiom schemata and inference rules of classicalpe following proposition:
logic, we use the same translation as Gentzen, for instance
the axiom schemﬂ(4) is translated into the natural deductio Proposition 2. It is possible to translate a proof of length

proof

n in the schematic system forigto a proof of length @n)



B i) B=A
-e

A AV B i A (i) A
_tave e B ) .
A A= AvVB AvVvB=A

A< AVB

Figure 2. Proof partly showing that B =- Ais compatible with A— AVB.

in (pure) natural deduction using assumptions jn Z assumption instances of the axiom schemﬁh (18@0 (33),
S \ but in the language d;. The point is that using modulo it
Zitg P~ Zifgey P is possible to downshift an order.
We follow the translation of Sectidn 4.1, except for the
4.2. Fromz " to z 1° axiom schematd (24)[ (32) arld}(33) that are instantiated by
formulae that are in the language#f 1 but not in the lan-
In these section, we consider a prooffoin natural de-  guage ofz;. To translate these schemata, we will use the

duction, using as assumptidh R and a finite set of in-  work of F. Kirchner [1}f] which permits to express first-
stances of[(34) [(32) anfl {33) f@. We translate itinto a  order theories using a finite number of axioms. The idea is
proof in the schematic system f@y. to transform some metaformulgts, ..., ty) used in an ax-
This is essentially a generalization of the translation iom schema into a formula of the fortt, .. .,t,) € ywhere
from theA-calculus to combinatory logic (sef [7]). We de- y will be some term representing what formula will be actu-
fine mutually recursively two functions by induction on the ally substituted foA.
inference rules: T transforms a proof®in natural deduc-
tion using assumptions into a proof ofP in the schematic
system[(1) to[(17) pluE. Ta transform a proof oP in natu-

Following F. Kirchner's method, we add new softfor
lists andc for classes, as well as new function symbols and

4 i i X predicate

ral deduction using assumptiohgsA into a proof ofA = P
in the schematic systerfl (1) fo17) plus

The definition of T and X are represented in Figuf 3, AN =:[0;0—c 0 ¢
although only in the cases fes andd, by lack of place and Sfil—] e liii+l)—c pl : [ —c
because these are the most representative ones. The others[]' : [I;{] =] U : [cc]—c¢ ol ld—c
can be guessed by the reader. The definitionofdF =-i nil @ ¢ N:ceg—c c 16
is not looping, because they are no longefi in Tg (). di - oo —c Y

Nevertheless, this case impose use to define whatdans

for a proof using the inference rulek 16) afd] (17). (The (Qg,...,0n) will be syntactic sugar  for

translation of [15) is already defined becays¢ (15) is equalo(l 1. n il for the appropriatgi. We change

to=-e.) » S the axiom schemat4 (24), {32) arfd](33) into the following
It can be verified that this definition transforms a proof of 5y ioms

sizen into a proof of sizeD(3"). Due to [, Corollary 3.4],

we could have found, at least for the propositional part, a

polynomial translation. Nevertheless all we need in this pa W.vaBl o == (%) ey = (B e ¥ (34)

per is the fact that the increase of the proof length in the

translation is bounded.

Proposition 3. Itis possible to translate a proof of length n

in the (pure) natural deduction using assumptions;iingo vY°.(0) e Vo = (VB (B°) e ¥* = (s(B?)) e ¥°) (35)
a proof of length @3") in the schematic system foy.Z = va0. (0 ey
N S
4P~ Zifggg P Forallo< j<i-—1,
S N . . . . .
4.3.Fromz1F to z 5, We. Jal L vpl Bl el altl o (B ey (36)

This time, we translate a proof in the schematic system
for Z11 into a proof in natural deduction modulo using as  The rewrite systeng; is then the following:



= TA<n{ [g] >

T (T[l) T (T[z)

M O
T(ZHE%.A:B) = @)A BA:>B

T T (M
T(.. {t/KgA | = tXIA  {t/x}A= 3x A
<a-| U LA W B
TA(T[z)
m [Al
{ I T(m) A=B
T(aeHX'A BZ B | ~ @ A @ Gx A =B
B
TA) = A
Ta T[{ [g] |: TA( TB(T[) )
-EY B=C
TA(T[z) TA(T[l)
(Al (Al , A=B==C ) A=B )
TA( Ee B e B:C) . @ E B=A=2C @ (B=A=C)=A=A=C
c (L3) @) A=A=C )
) A=C
TA(T[)
(Al
Tl ™ s | (e U B |
=B @ {t/x\B=3x. B (3 ({t/x}B=3x.B)=A=3x.B
' ) A= 3x. B
()
[A] [A,B] ® A=C Ta(mn)
TA( T[l{ Ix B T[2{ C ) ; @) B=A=C @) A= 3Ix. B (E)
F-e C | X B=A=C (x B=A=C)=>A=A=C
A=A=C oy
() ASC
TA(T[)
[A] ' A=B=C (A=B=C)=B=A=C(
TA< 1)-[{ B=C ) L@ 0 B=A=C
B C gggm - f
A= 3Ix.B=C
TA(A) = A=Af
T (M) . . .
T ! if the assumptiorA is not actually
TA( B ) T @) B B=A=B® ysedinm
A=B

Figure 3. Definition of the translation from  z M to z 2.
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®4). (3%) and[36).

tnil]) — t
1j[t Z[Zj &j — t Zi+1|§k P~ Ziv(@)v(@)v()}'\(‘)—(@% P
Sin[t=i )i — n)i
s(n[I]° — s(n(l]%) 5. Proof-length speed-ups
(tl—i—tz)“]o — t1[|]0—|—t2[|]0
(t1xt2)[10 — to[l]° x ta[1]° 5.1. Speed-up over compatible theories
| e i. (tl,tz) — t1[|]02t2[|]0
le €lty,t) — tafl)) €l 12 The following proves the existence of an unbounded
le AUB — l eAVvieB speed-up (as in Theoreﬂ1 1) for natural deduction modulo
le ANB — Il e ANl eB over pure natural deduction:
leADB — leA=1¢B
led — | THEOREM 5.

There is a rewrite system , there is an infinite familyr
such that such that for all finite compatible theories

1. forallPer, 7 NP

le?)(A) — Ixx:lleA
lecl(A) — Wx.x:dleA

Note that this system is convergent, i.e. terminating (ei-

ther the size of a list decreases, of-aor ane goes more 2. thereis a fixed k N such that for all Pc 'NksTps p
inside or disappears) and confluent (the only critical pairs *
of the form: 3. there is no fixed k N such that for all Pe 7,
Fltotn) o Fte t)il) — Ftalnil],....tafnil]), T NestepsP

are easily joinable).
Proposition 2 0f|E7] says that it is possible, for any for-
mulaP of the language afth order arithmetic, to prove S(X) +y — X+ s(y)

Proof. Consider the rewrite system:

JE. VXa- K. (X1,.. . X0) e E< P If n denotes the usual representation of the natural number
nusing 0 ands, then it is quite clear thal},, n+n=n+n.
Moreover, the proof of this proposition show us Let 7 be a finite theory compatible witik.. By defini-

how to construct the witnessE. We will de- tion T M n+n=n+n, butitis impossible to find a proof
note it by Eélv--!xn_ Then, one can prove that thattakes less thad(n) steps. (In the theory we may have

(e, tn) € EX" L0t /x4, ... t/Xa}P. For instance, ~SOMe formulee such a8'(x) +y = x+s"(y) but they will
only divides the minimal number of steps by and we can

0 only have a finite number of such formulee. The theorem
equals= (1,5(0)) U #* (E (S(1), 1)) and(t) e Escanbe s of course wrong if infinite theories are allowed, because
rewritten tot = 0V 3Ix. t €0 x. one could addr to some theory compatible with to get

Consequently, the axiom schemafa] (24)] (32) (33)proofs with a bounded number of steps.) O
for formulae of the language & 1 but not in the language
of Z; are replaced by the proofs in FigL[lle 4. In these trans-
lations, we need to instantiayewith someEj. It is well-
known that the instantiations are the most problematicrule /X, tn/Xn}A.
in deductive systems, at least for automated provers. Never coroliary 6. There is a rewrite system and an infinite
theless, the instantiation here is entirely and automigtica  tamily 7 such that
determined by the formula used in the schema, so that no N
harm is done. 1. forallPe ¥ ,FP

Using this, a prooft of P in the schematic system for
Zi+1 can be translated into a proof Bfin natural deduction
modulo; using assumptions i, R, @4), (35), [3p) and 3. thereis no fixed k N such that for all Pe 7 ,i—— P
I’ whose length is linear compared to the lengtitofhere ' ksteps
' are the particular instances for the languagg of (B4),  proof. Considerr’ = {7 = P:P € # } with the rewrite
(@) and[33) used i systemg_ of Theoren{s, some finite theory compatible
with it, and the familyF obtained in Theorem 5. By con-
tradiction, if there is & such that for alP’ € 7/, . P/, then
using some=-e, forallP e 7, T I“(‘)—(k) P. O

consider the formul® = x=0V Jy. xely. ThenE}

Note: We could also have used the systegnof Sec-

2. thereis afixed k N such thatfor all Pc 7, 'I\IisTpsK P

Proposition 4. It is possible to translate a proof of length n
in the schematic system for,4 into a proof of length @n)
in the natural deduction modulg using assumptions inZ



vyc VC(OBO al = BO

= (@) e ¥ = (B°) e V¥ &

V-e

va%pl. a® = %= A(a

WE(0) € ¥ = (VB2. (B%) e Vo = (S(B9)) € ) = V. (a

%) = AP

(@°) e Ex= (B°) e EA——A(0®) = A

% e v B

vV-e

A(0) = (VB°.

e 3al L vpl Bl el altl < (B e v Gd)

A(B%) = A(S(BY))) = V.

forallt, (t) e EX S A(t
A) 1) e XA

Jai+L wpl. Bl el ot = AR)

Figure 4. Translations of the axiom schemata (24)_(B2)[ahd (

5.2. Speed-up in arithmetic

We want to show that it is possible to achieve the same

speed-up as the one betweieth order and + 1-th order
arithmetic just by working modulo some rewrite system in
i-th order arithmetic:

THEOREM 7.
For all i > 0, there is a rewrite systerg; such that there is
an infinite familyF such that

1. forallPe 7,z P

2. there is a fixed ke N such that for all Pe 7,

Zl steps& P

3. there is no fixed k& N such that for all Pe ¥,
ZI stepsP

Proof. The rewrite systen®g; is the one defined in Sec-

tion[.3. Lets be the family of formulze obtained by The-

orem[l. Letr’ = {Bd) = BI = B =P:Pecr}.

Then:

1. ForallP ¢ ? ZNP: z 1 P, therefore using Propo-
SItIOﬂB Z ™ P and, adding to this proof three times
=i, zNP.

2. There is & such that for alP’ € 7/, 7 IN ~P': there

exists somek such that for allP € 7, Z.+1 I— P. Us-
ing Proposmor[|4 there exists sodesuch that for all
Pe 7, we havez;, (B4), (B9). (B9 Ik 4, P and one can
add three=-i to obtain a proof of'.

3. There is nck such that for alP’ € 7/, Z; 1} P': Sup-
pose by contradiction that there |skasuch that for
all P e 7/, Z I— P, then using three times>-e,
th (@)7 (@)t () }m P. But .)! .) and@6) use
function symbols not appearing id and z; (for in-
stancee). Therefore they cannot be used in a proof of

(B)) e EA—A(B')

BI.

Pin Z;, so that in fact; b= N 3 P. Then, using Proposi-
tlonB Zi I— P, and that WI|| be in contradiction with

3
the fact that there is nis such that for alP, Z 15 % P.

If I = (B4, (B9, @9).
ZialS P ool S B Z ez, P
Theo.l]lI
Z% P Prop Z,F P~ zZP O
Prop.

5.3. Bypassing Buss’ speed-up using modulo

The goal of these section is to prove that one can work in
Z; modulo some rewrite system to be able to build proof
as small as the one df ;. In fact, one can prove a stronger
theorem:

THEOREM 8.
For all i > 0, there exists a (finite) rewrite systexpnand a
finite set of axiomE such that for all formuleae P, ifiZ lﬂk P

then Z,T NW% P.

Proof. Let %; be the rewrite system of Sectidn J4.3 and

r = {4, B3, (B} We use the same idea as in Sec-
tion 4.8, and we replace the instance of the axiom schemata

®4), (3%) and %3) by the axiom§ (34}, [35) dndi(36) as in-
. [l

dicated in Figurg|4

This results permits to make Godel's theorem wrong if
one works modul;.

Corollary 9. For all i > 0, there exists a (finite) rewrite
systemg; and a finite set of axioms such that there is no
infinite family 7 of [19-formulee such that

1. forallPe #,zNP



2. there is a fixed k& N such that for all Pe ¥, in [E] deeply relies on the fact that it is possible to define
Zii1 %MSP some truth predicate for the formulee of the preceding or-

der. Therefore, in a sense, it is possiblej inl-th order

N arithmetic, to compute the validity of a formulaiith order

2,1 ficstepsy, P arithmetic.

The fact to add the finite set of axiorfiscould be seen These results are encouraging indicators that it is as good
as some deceit, because we do not work realEjibutina  to work directly in higher order logics, as is done in the
theory strictly stronger. (By the way, due to Theofg¢m 8, itis currentinteractive theorem provers, such as Gob [21] or Is-
possib|e to prove the Consistencybﬁn Zi7 r modu|og<j_) abelle/HOL ], or USing a first order implementation of
Nevertheless, the point here is that it is possible, by wayki these logics, as could be done in a proof assistant based on
modulo %;, to simulateZ;, 1 using a finite set of axioms, deduction modulo (or on its sequel named superdeduction
and not axiom schemata, without exploding the length of @s in [2]). This paper gives clues to answer positively this
the proofs. If we were not working modulo, then it would guestion, although we were interested in the step betiveen
not be possible to give a bound to the translation, becausdh order and + 1-th order arithmetic, and not between first
as noted after Theoreﬂ 5, to translate an axiom Schemaprder and hlgher order |OgiC. The fact that hlgher order res-
we will have to introduce the adequai " and then,  olution can be simulated step by step by ENAR [9] is not
using a theory compatible witl;, decompose each step @ solution, because there may exist some other higher or-
of rewriting. Therefore, the length of the translation will der proof system that produce proofs that cannot be conve-
depend on the depth of the formulae substituted in the axiomniently translated in a first order system modulo. So, our
schemata. next challenge will be, starting from the current results, t

It could also have been possible to translate the formulaeinvestigate how exactly higher order logic prevails or not
that one wants to prove, as is done [in][12], where a for- OVer first order logic, by studying more closely the simula-
mula of first order arithmetic is transformed by adding the tion of higher order logic.
information that some variableis an integer using some Afirst direction to do so will be to prove that it is possible
predicateN(n) which can be rewritten into an axiom corre- to apply transitivity between the simulationzf 1 in Z and
sponding to the induction schema for first order arithmetic. the one o2 in Zi,1, in orderto geta simulation &2 in

3. there is no fixed k N such that for all Pe 7,

Here P could be translated int@4) = (B9 = (B9) = P. Z;, for instance by combining; andz; 1. In addition to the
expression of first order arithmetic as a theory moo@) [12],
6. Conclusion and perspectives this would lead to the expression of higher order arithmetic

entirely as a theory modulo.

We have first proved that, even with a very simple rewrite
system, one can obtain in deduction modulo proofs of someAcknowledgments. The author wishes to thank C. Kirch-
tautologies that are unboundedly shorter than the proofsner and T. Hardin for many discussions and comments about
without modulo. This shows the power of separating com- this paper.
putation and deduction. Of course, to actually find the
proofs in deduction modulo, one will need to perform the
computation, but the point is that this is more automatic and
easier than the deduction itself.
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