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Abstract—We consider the problem of activity scheduling scheduling. This behavior is generally not considered beea
and area coverage in sensor networks, and especially focusi 0 of the use an ideal signal propagation model. In this paper, w
problems that arise when using a more realistic physical 1a8t. — frst qemonstrate that the use of a realistic environmengrevh

Indeed, most of the previous work in this area has been studie ¢ fi d d link lity hiahy i
within an ideal environment, where messages are always carctly ~CO''€Cl Message receptons depend on link quality, ighty i

received. In this paper, we argue that protocols developed ith ~ Pacts the performance of existing activity scheduling sois.

such an assumption can hardly provide satisfying results ira  We indeed show that either the percentage of covered area
more realistic world. To show this, we replace the classic ut s insufficient or the number of active nodes significantly
disk graph model by the lognormal shadowing one. The results ;,reases. We then provide an original scheduling solution

show that either the resulting area coverage is not sufficignor tol t of | based link reliabilit. We sh
the percentage of active nodes is very high. We thus present olerant of message loss, based on link refiability. Vve show

an original method, where a node decides to turn off when thatitis very efficient compared to existing ones, both imte

there exists in its vicinity a sufficiently reliable covering set of covered area and active sensors.
of neighbors. We show that our solution is very efficient as it

preserves area coverage while minimizing the quantity of ave The remainder of this paper is as follows. We first provide
nodes. in Sec. Il an overview of existing work, and then we give our
models and assumptions in Sec. Ill. In Sec. IV are provided
. INTRODUCTION ot : i
the performances of some existing solutions when a realisti

A. Context environment is considered, while our solution is descrited

Wireless sensor network (WSN) motes are small energg@lyzed in Sec. V. We finally conclude in Sec. VI.
constrained devices, which are able to gather variousrimder
tion about their environment thanks to a monitoring module.
These devices may also communicate with each other by usind\s stated before, we focus on localized methods that use
radio transmissions. Randomly deployed over a given arealy local information. Such a simple algorithm, named PEAS
they form a wireless network. Collected data is forwarded teas proposed in [1], where asynchronized networks are con-
a base station where further heavy computation and analysidered. At first, all nodes are turned off. Then, periodjcal
tasks may be achieved. Typical uses of such networks inclusich sleeping node awakes and probes its neighborhood,
military surveillance, habitat and environmental moriiigr ~ within a configurable range. If no active node replies, the

To increase the network lifetime, activity scheduling imode decides to keep its active status until running out of
considered as a solution of prime importance: it aims ahergy. Otherwise, the node goes back to another sleeping
switching devices from an active (and energy expensivpgriod. The behavior of this algorithm highly depends on the
state to a suspended one. As WSN are decentralized, thed® between the sensing and the communication radii, bwhic
decisions must be madecally (i.e., based on neighborhoodmay be difficult to determine. Moreover, the connectivity of
information) to avoid communication overhead. Moreovethe resulting set was not studied in [1].
such approach is very scalable against the size and thetylensiZhang and Hou [2] described an algorithm for selecting
of the network. covering sensors in synchronized network. In each round, a

However, activity scheduling must not disturb the monitossingle sensor starts the decision process, which then gatgs
ing task of the WSN. This means that, regardless of the gloltal the whole network. New sensors are selected so that the
state of sensors, the area on which they were deployed musphberity is given to sensors located near to vertices in aliaag
completely monitoreddovered. Most of the known solutions hexagonal tiling. The need for a single sensor to start the
consider an ideal communication model, where signal strengrocess may cause problems in applying it, including ireda
attenuation is not considered. Thus, no message neveogets latency. Another problem is that the original sensing area

o coverage is not preserved, as shown by experimental results
B. Contribution An activity scheduling mechanism, providing a global cov-

Because of the radio channel randomness, neighborh@wdge, is proposed in [3]. After a neighbor discovery phase,

information may get corrupted, leading to incoherent aytiv each sensor waits for a random timeout and computes the

Il. RELATED WORK



coverage offered by its neighbors. If its own sensing aremvironment. Re-emission of corrupted messages supposes
is completely covered by others, it decides to be passittee existence of an acknowledgment process that may be
and sends a withdrawal message to its neighborhood. Thusavailable. We thus assumed that no special mechanism is
neighbors that have not yet made their decision may updateilable: we chose to locate our work at the applicatioefday
their area coverage. Otherwise, it decides to be active, amased only on link reliability. This is highly relevant toigh
no message is sent. Results provided for the ideal sigmesearch topic, because assuming that packet loss is taken c
propagation model show that this algorithm outperforms BE/Aat a lower layer could be very costly.
as it greatly reduces the percentage of active nodes whileThe reliability of a link is influenced by a lot of factors
preserving a complete coverage. We especially focusedisn tsuch as its length, the emitting power, or the existence of
algorithm since both the assumptions it relies on and thédtees obstacles. To model the reliability, we chose to use the
it provides illustrate the typical area coverage protocol. lognormal shadowingnodel, described by Quin and Kunz

In [4], a low communication overhead protocol was proin [5]. G is thus transformed into a weighted graph, where
posed. Initially, each node is active and waits for a randothe weight of each edge:, v) € E is equal to the probability
timeout to advertise its status. Several variants have bemfncorrect reception @ist(u, v)) for the two nodes: andwv.
proposed depending on the nature of the announcementldrour simulations, we used an approximated functigm)P
one of these variants, callgmbsitive only if a node is covered described by Kuruvila et al. in [6] as follows:
by all of its known neighbors, it decides to be passive withou

sending any message. If the provided coverage is not coeplet ()2
it decides to be active and sends a positive acknowledgment. 1 === if0<z <R,
This method was shown to be very resistant to message loss. Sh o
Furthermore, no a priori neighbor information is requiratte ) = @ if Re <z <2x R, (4)
knowledge comes with activity messages themselves.
0 otherwise.

[1l. PRELIMINARIES
A. Network model In this formula, o is the power attenuation factor which
depends on the environment, is the considered distance
and R, is the theoretical communication range of a node.
This function assumes that the probability of correct réioep
for the rangeR,. is always equal to (R.) = 0.5. Fig. 1
illustrates this function forr = 2, which is a value frequently
encountered in the literature. For the sake of clarity, p) is
equivalent to Pdist(u, v)).

We model a wireless network by a gragh= (V, E), where
V is the set of vertices (the sensors, or tiogley andE C V2
the set of edges that gives the available communicatiopgeth
exists an ordered paiu, v) € E if the nodew is physically
able to send a messagedoThe neighborhood set(N) of a
nodew is defined as:

Nu)={veV]|v#uA (u,v) € E}. (1) C. Assumptions

Each sensor has a communication rafijeand a sensing We assume that a given nodés able to determine the value
rangeR,. We denote by G:) the area covered by a nodeand of p(v, u) for any neighbow. In a practical context, acquiring

S(A) the area covered by a set of nodés= {ai,as,...,a,} such a knowledge may be done by determining the signal-
such that: to-noise ratio of previous transmissions. Another methay m
consist in sending a given number of beacon messages and
=14 then in counting how many of them were correctly received.
S(A) = U S(ai). (2) We also assume that sensors are sufficiently synchronized,

B. Radio channel model

Given a graphG = (V, E) and a communication range., N _ Lo g o
the unit disk graph(UDG) model defines the set of edgés
as: 0s

E ={(u,v) € V?|u # v Adistlu,v) < R.}, 3)

dist(u, v) being the Euclidean distance between nodasdwv.
This model assumes that all links are equally reliable, tvhic

Probability of correct reception
e

is not a realistic assumption. Indeed, due to the naturedib ra 02

waves, the signal strength greatly decreases with thendista

This behavior is generally ignored, while it may greatly eap 0 i S

transmissions because of the errors it generates. L - - — !
Correction codes may be used to correct them if their rate ' Distance '

is sufficiently low, but this highly depends on the considere Fig. 1. The two considered physical mode$ (=1, o = 2).
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problem studied in [7], in order to organize decisions into
rounds and that sensors are able to compute their locatjpn [8

[9]. =y m

IV. | MPACT OF A REALISTIC PHYSICAL LAYER %

Results presented in this section were obtained thanks
to a home-made simulation tool. In order to determine the
knowledge of the sensors, a beacon message is sent by eachg

ensors (%)

node u at the start of each measure, this message being = ° i .,

affected by the considered physical layer. Then, each beigh 10 B i
v of u which receives this message addw its neighborhood \\

table. L

In our simulations, the WSN was deployed over a square %2 20 20 50 ) 70 20 0 10
areasS of size6 x 6. Sensors all have a communication range huerage densty
R, = R; = 1. To deploy nodes, we considered a Poisson (b) Active nodes
point process inS of intensity A > 0. We define the density
d of the network to be the average number of nodes in Fg. 3.  Performance of the considered protocols with thendomal
given communication area: we thus haie- A x TR? = \r. Shadowing modeld = 2).
Each measure was obtained by averadifg iterations, and

for each of the latter a new network was generated. On e%&Sin — 20, only 18% of the sensors are active while
figure is given the95% confidence interval. Evaluation of the nsuring a com’plete coverage. This percentage varies keith t

covered area was done by discretizing the network area asﬂisityﬁ% of activity is needed forl = 60 and only3.6%
by observing each point thus obtained. for d :'100 '

we ch_ose fo focus on ex!stln_g protocols with NO MaYor yyowever, performance of this protocol greatly decreases
assumptions (e.g., no centralization, no hexagonal jilig when a more realistic model is used, as shown on Fig. 3. Thus,
thus selected: with the lognormal shadowing modek (= 2), the coverage
+ [3], referred to as TG. is nearly complete only for very small densities, and is very
« [4], referred to as PO, because it is based on the use|gf; for higher ones. Only1% of the environment is covered
positivemessages which may be lost without impactinghen d = 60 against only9% whend = 100.
area coverage. This performance decrease is obviously caused by the loss
Both of them provide a total coverage of the environmef withdrawal messages: when a nodelecides to switch to
when no packet loss occur. We did not considered PEAS asldep mode and alerts its neighborhood, the sent message may
its variants because they are also based on positive massaget be correctly received by all its neighbors. Conseqyentl
just like PO. the latter may falsely believe thatis still active and may then
We provide in Fig. 2 the performance of the selectedecide to turn off. The global coverage of the network thus
protocols within the ideal environment of the unit disk drap decreases. This is obvious when observing Fig. 3(b), where
One can obviously observe that TG keep far less sensorgactvlarger part of the sensors are asleep. This phenomenon is
than PO to provide a total coverage. These results are attheless visible in sparser networks, because the probabilitya
with [4]. The percentage of active sensors is kept very lomode finds a covering set of neighbors is lower. The decision
and demonstrates the efficiency of the mechanism. For tteebecome passive is thus taken less frequently.



The protocol PO, by using positive messages, is protected Threshold

against these packet loss and ensures a complete coverage

within the realistic environment. However, this is donetie t Ay=| ay | @ | a3 | a | as | ae‘ ‘ a, | (a)
detriment of energy savings: intuitively, as messages @gtf |

more nodes become active. This behavior is clearly illtstra Au={ @ | @ | a3| i as‘ ae‘ ‘ a, | (b)
by Fig. 3(b).

Fig. 4. Only removing weak neighbors may lead to overesgntlaé risk.
V. OUR ACTIVITY SCHEDULING METHOD
The most straightforward solution, using positive message
was shown in the previous section to preserve area cover&geeption is too low. In other words, a node would immediatel
to the detriment of energy savings. We present in this sectigemove from its neighborhood table all the neighbors with a
an original method to minimize energy consumption whilgrobability lower than a given threshold, and would thusyonl
preserving area coverage. Our solution works correctlyoiin b considerstrong neighbors.

ideal and realistic physical environments. However, such a simple solution still artificially increase
o ) the risk level, as illustrated by Fig. 4. In the latted,,
A. Description of our solution is supposed to be sorted by descending probabilities, such

Our method is based on TG, and is denoted by TGirthat plai,u) > p(az,u) > ... > p(an,u), and grey cells
In this section, for a node:, active neighborsdenote the represent the mandatory neighbors to form a covering set.
neighbors that are supposed to be active, i.e., the neighbOne can clearly see in case (b) that nadeis going to be
from which u did not receive any withdrawal message. Ouwonsidered for the computation of the risk becauga ) is
solution introduces the concept of confidence in the actitdgh enough, while it is not needed to cover the sensing area
neighbors: the principle, for a node is to determine the risk of w.
run when granting its confidence to its active neighbors. Whe A better solution consists in determining a covering subset
u makes its activity decision, three cases may happen:  composed of the most reliable neighbors, and then to compute
1) The set of active neighbors does not cover the sensitii¢ risk run by trusting this subset. In the worst case, the
area ofu: the latter decides to be active. risk will be too high and the result will be equivalent to
2) Active neighbors form a covering set, but the risk is tobid. 4(a). In most cases however, the result will be betefie(r
high: « decides to be active. to Fig. 4(b)).
3) Active neighbors form a covering set, and the risk is Intuitively, finding such an optimal set is a NP-complete
sufficiently low: v decides to turn off. problem. In order to find an approximated solution, we use a
For a given nodeu, the risk level may be expressed asSimple greedy heuristic, referred toBest Subset . Given a

‘among all my active neighbors, what is the probability thdiodeu, a Ii.s_t.Au of active neighbors sqrted in descend_ing order
at least one of them sent me a withdrawal message that | @fjProbabilities, and an empty sét,, it may be described as
not receivé If this probability is high, then the probability that follows. While 4, is notempty and &) £ S(B.,), remove the
the area will not be covered oneeasleep is also high. If we !€2ding element froral,, and add it toB,,. This algorithm thus
denote byA, = {a1,as,...,a,} the set of active neighborscor_‘StrUthS a covering s@u_ compoge_d of the most rel_lable
of u, then the risk is equal to: active neighbors of;. The final decision process, applied at
each round, is described by the algorithm 1.
i=|Ay
Risk(A,) =1 — H ‘p(ai,u). (5) C. Using a risk threshold
i=1 We consider in this section that each node has a static
This formula is based on probabilistic logic: the probapili threshold, which is used to determine how high the risk
thatat leastone event did not occur is the oppositealf of may be. The results we provide here were obtained with the
them occurred. We now suppose that each node computessa@e parameters as in Sec. IV. We considered three static
risk level of its active neighbors and compares it with a givethresholds0.4, 0.6 and0.8.
threshold. Beyond the latter, the risk is too important tangr  In Fig. 5(a) is given the percentage of covered area provided
its confidence to its neighbors: the decision to be activhust by TGim with the lognormal shadowing model. One can
taken. observe that in the three cases, the percentage of coverad ar
o ] is far better than the one obtained with the original protoco
B. Limiting the risk level TG. With a threshold equal t0.8, for which sensors run
In order to correctly approximate the risk level, it is esgdn high risks, the coverage is very good for low densities. A
for a node to not consider all its active neighbors. Indeed, nthreshold equal t6.6 provides an excellent coverage level for
all of them are needed to form a covering set, and the risk densities, as it is always ové2%. Such high thresholds
may thus artificially increase. may be used while preserving area coverage, because only the
A first and straightforward solution could consist in remost reliable active neighbors are considered when evatyat
moving weak neighbors, for which the probability of correctthe risk, which is thus generally low.



Algorithm 1: Activity decision for a node:

Input: A list N of neighbors known by
Output: True if u is active, false otherwise
Data: A and B: lists of nodestimeout: duration

A—N
timeout «<—Randomly chosen timeout
while current time< timeout do
if reception of a message from a neighhothen
A — A\ {v}
end
end
B < Best Subset (A)

if B covering set andRi sk( B) < threshold then
SendW t hdr awal Msg()
return false

else
return true

end
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Performance of TGim with the lognormal shadowing eidd = 2).

The corresponding percentage of active nodes is given in
Fig. 5(b). As expected, this value varies with the considere
threshold. One can observe that even with a threshold equal
to 0.4, which provides more thaf8% of covered area for
all densities, the percentage of actives sensors is alveayey |
than the one obtained with PO in the same environment.

VI. CONCLUSION

From the variety of results presented, we saw that a realisti
signal propagation model leads either to incoherent or too
expensive activity scheduling. We especially focused an th
protocol proposed by Tian and Georganas, but we foresee that
our results may be expanded to most other existing solutions
We also proposed a fault-tolerant and efficient solutioredas
on link reliability, which may be used whenever a realistic
physical layer is considered. It is also interesting to rib,
with an ideal model, our method behaves just like the prdtoco
by Tian and Georganas.

As future work, we would like to improve our solution by
using a dynamic computation of the risk threshold, so that
there would be no need for tuning depending on the network
density. We are also investigating the impact of a non ideal
MAC layer, where message loss would not rely only on the
distance between the emitter and the receiver.
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