N
N

N

HAL

open science

Aerodynamic Shape Optimization with Uncertain
Operating Conditions using Metamodels

Régis Duvigneau

» To cite this version:

Régis Duvigneau. Aerodynamic Shape Optimization with Uncertain Operating Conditions using Meta-
models. [Research Report] 2007, pp.32. inria-00136494v1

HAL Id: inria-00136494
https://inria.hal.science/inria-00136494v1
Submitted on 14 Mar 2007 (v1), last revised 15 Mar 2007 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00136494v1
https://hal.archives-ouvertes.fr

%I 1N RIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Aerodynamic Shape Optimization
with Uncertain Operating Conditions
using Metamodels

Régis Duvigneau

N° 2?77
Mars 2007

Théme NUM

apport
derecherche

ISRN INRIA/RR--????--FR+ENG

ISSN 0249-6399







% I N R I A

SOPHIA ANTIPOLIS

Aerodynamic Shape Optimization
with Uncertain Operating Conditions
using Metamodels

Régis Duvigneauﬁ

Théme NUM — Systémes numériques
Projet OPALE

Rapport de recherche n® 77?7 — Mars 2007 — B2 pages
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meta-modeling techniques in order to develop a two-level modeling procedure for statistics estimation. Radial
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Optimisation de forme aérodynamique
avec conditions de fonctionnement incertaines utilisant des
métamodéles

Résumé : On aborde dans ce rapport des problémes d’optimisation de forme aérodynamique incluant des
conditions de fonctionnement incertaines. Aprés un bilan des approches possibles pour prendre en compte
les incertitudes, on propose d’utiliser des méta-modéles pour développer une procédure & deux niveaux de
modélisation pour 'estimation de statistiques. Des fonctions & base radiale sont utilisées pour approcher les
coefficients aérodynamiques lorsque les conditions de fonctionnement varient. Ensuite, une méthode de Monte-
Carlo est employée pour estimer des statistiques en utilisant le modéle approché. La méthode proposée est
appliquée & 'optimisation robuste de ’aile d’un avion d’affaire, en minimisant la moyenne et la variance du
coefficient de trainée avec un nombre de Mach amont uncertain.

Mots-clés : Optimisation de forme, incertitudes, conception robuste, métamodéles, aérodynamique.
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4 R. Duvigneau

Introduction

Thanks to the recent improvements of numerical methods in Computational Fluid Dynamics (CFD) and the
developement of high performance computing capabilities, complex and realistic problems for industrial appli-
cations are now addressed by engineers using numerical simulation. In this context, the study of the sources of
uncertainty and error in CFD results has been an increasing research topic for the last years.

Before discussing of uncertainty and error sources and their classification, their definition is reminded:
according to ATAA (American Institute of Aeronautics ans Astronautics), the uncertainty in CFD is “a potential
deficiency in any phase or activity of the modeling process that is due to lack of knowledge” [1]. This definition
underlines the stochastic nature of uncertainty. On the contrary, error in CFD simulations is clearly deterministic
and is defined as “a recognizable deficiency in any phase or activity of the modeling process that is not due to
lack of knowledge” [I]. These two concepts sometimes lead to confusion.

In [35)], sources of uncertainty and error are analysed and classified into four main categories:

1. Physical modeling:

(a) Assumptions in the PDE: inviscid flow, viscous flow, incompressible flow, chemically reacting gas,
transitional or turbulent flow, etc ;

(b) Auxiliary models: state equation, thermodynamic properties, tranports properties, chemical models,
reaction and rates, turbulence model, etc ;

(c) Boundary conditions : wall roughness, far field conditions, free-surface conditions, geometry descrip-
tion, etc ;

2. Discretization and solution : truncation error (spatial and temporal), iterative convergence, discrete ge-
ometry representation, etc ;

3. Round-off error: finite precision arithmetic ;
4. Programming and user error ;

The analysis and quantification of uncertainty and error due to these different sources have been studied by
several authors. Particularly, discretization error has been studied in [38]. Grid adaption techniques (see for
instance [9, 22, 25, B4]) have been proposed to control this error. The influence of geometrical uncertainty has
been addressed in [I3, [20], whereas uncertainty related to turbulence modeling has been studied in [21], 411, 42].
The influence of uncertain physical parameters for boundary conditions has been adressed in [23].

Some sources of error can be made negligible thanks to the increase of computational resources, such as
discretization error, iterative convergence error, etc. However, other sources of error or uncertainty remain
significant and motivate further research in this field.

This paper deals with uncertainty analysis related to fluctuating operating conditions. We are interested in
quantifying the influence of this uncertainty on aerodynamic performance for shape optimization purpose. The
final goal of this study is to propose an algorithm to take into account this uncertainty into an automatic shape
optimization procedure.

In the first part of the paper, the optimization problem under uncertainty is defined and a review of the
possible approaches to take into account uncertainty in the design procedure is achieved.

In a second part, we propose a method that relies on meta-models to estimate statistics in a two-level
modeling procedure.

In a third part, the proposed method is demonstrated by optimizing a wing shape of a business aircraft with
uncertain free-stream Mach number. The objective of the problem is to reduce both the mean and the variance
of the drag coefficient.

INRIA
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1 Introduction to robust design

1.1 Deterministic shape optimization problem

A deterministic simulation-based shape optimization problem consists in minimizing a cost function 7, which
depends on a shape I' and state variables W. In parametric approaches, the shape I' is represented by a small
number of design variables x = (xi)izl ,,,,, n, which are considered as optimization variables. The use of such a
parametric approach allows to replace the initial shape optimization problem of infinite dimension by a problem
with a finite number n of unknowns. State variables W (i.e. physical flow fields) depend implicitly on the design
variables through the state equations £(x, W(x,a)) = 0, where a = (a™),,=1,... m represents some parameters
which define operating conditions such as Mach number, angle of attack, etc. Finally, a general parametric
shape optimization problem can be expressed as :

Minimize J(x, W(x,a)) x € R",

1
Subject to C(x, W(x,a)) <0, e

where C represents additional (physical or geometrical) constraints. Several optimization strategies and nu-
merical methods can be carried out to solve such a problem. Nevertheless, a typical algorithm to solve such a
problem can be described as follows:

1. choose initial design variables x(©) ;
k+—0;

2. begin iteration k of the optimization loop ;
solve the state equations &(x*), W (x(*), a)) = 0 yielding the state variables W (x(*), a) ;
estimate the cost function J(x(*), W (x(*) a)) and possibly its gradient V.7 (x*), W (x(*), a)) ;

update the design variables to x(**1) according to the optimization algorithm ;

IR

finish iteration k of the optimization loop ;
if a stopping criterion is reached then STOP ;
else k — k+1 GOTO step (2).

This deterministic optimization problem has been solved using gradient-based methods or evolutionnary ap-
proaches in various fields, such as aerodynamics [4. B, 16|, 26|, BT, B4], hydrodynamics |7, [I5], turbomachinery [10],
thermodynamics [T4], etc.

1.2 Motivation for optimization under uncertainty

Simulation-based design optimization in aerodynamics has been an active research topic for the last years and
is now applied to industrial problems, as shown in previous references. For a long time, optimization exercises
were carried out neglecting uncertainty. It is mainly due to the fact that CFD-based design methodologies were
developed by CFD experts, who were not very familiar with uncertainty analysis and management.

However, application of such deterministic methods can lead to unexpected performance losses in practice
and unacceptable results. Indeed, the prescribed optimized design is subject to inherent geometrical variations
due to manufacturing tolerances. Moreover, operating conditions, such as Mach number, angle of attack, etc,
are subject to variability and random fluctuations. Therefore, the fitness of the optimal design predicted by
CFD is usually not obtained in practice, due to geometrical uncertainty and operating condition uncertainty.

To overcome this difficulty, robust and reliability-based design methods are developed, that assess the effects
of uncertainty on the design performance during the optimization procedure. The objective of robust design
methods is to minimize the performance loss due to everyday fluctuations, whereas the aim of reliability-based
design methods is to manage the consequences of extreme events (see figure [l from [23]). The present work is
focused on the development of numerical methods for robust design in the framework of realistic aerodynamic
problems. Moreover, we suppose in the next sections that uncertainty only originates from fluctuating operating
conditions. Uncertainty due to geometrical tolerances is not addressed here.

RR n° 0123456789
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Figure 1: Optimization under uncertainty classification.

1.3 Methods for robust design
1.3.1 Multipoint approach

In aerodynamics, first attempts to reduce the sensitivity of the optimal design to operating conditions consisted
in solving multipoint optimization problems, to prevent from a possibly severe degradation in the off-design
performance. A multipoint optimization problem consists in replacing the cost function in the classical formula-
tion (), that is evaluated for a particular set of operating conditions a, by a weighted sum of N cost functions
evaluated at different sets of operating conditions (a;);=1,.. n:

N N
Minimize Zwij(x, W(x,a;)) xeR" Zwi =1,
i=1 i=1

Subject to C(x, W(x,a;)) <0 i=1,...,N.

(2)

This strategy has been applied to airfoil design in order to reduce the drag over a Mach range or optimize
the shape at cruise and landing flight conditions simultaneously (see for instance [17, 29, B3]). The main
difficulty related to this approach is the well known “point-optimization effect”: the solution depends critically
on the choice of operating conditions (a;);=1,.. n. Since no requirement is imposed for the cost function at
other operating conditions, the optimizer yield a design fully adapted to the N operating conditions under
consideration (a;);=1,... v, and the optimized design presents performance degradation for intermediate operating
conditions. It was shown in [29] that in order to avoid the point-optimization effect, the number N of operating
conditions should be larger than the number n of design variables. Therefore, this approach cannot be considered
as a satisfactory answer to robust design problems.

Some improvements of the classical multipoint approach have been reported in [24] and [29]. In the former,
a random choice of the operating conditions (a;);=1, .. n in a given interval [a,in, mae] for each cost function
evaluation was proposed to avoid the tedious choice of operating conditions. In the latter, a new scheme was
proposed, called profile optimization method, that relies on adaptive adjustments of the weights (w;);=1.... ~ to
achieve a consistent reduction of the cost function J over a range of operating conditions. In [A7] adaptive
weigths is also proposed in conjunction with a new scheme that permits to automatically add new points to
prevent from off-design loss.

1.3.2 Worst-case approach

This approach proposes to mitigate the detrimental effects of the worst-case performance. The objective of
such a method is to determine a shape, whose worst performance for operating conditions varying in a given

INRIA
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interval, is as good as possible. Then, the aim is not to obtain a satisfactory fitness for random fluctuations of
operating conditions, but to ensure that the performance degradation at the worst operating conditions is as
small as possible.

For a given shape defined by x, suppose that a(x) represents the operating conditions for which the cost
function is the worst over a given range [amin, &maz):

Maximize J(x, W (x,a)) a € [amin, amaz],

Subject to C(x, W(x,a)) <0. ®)
The corresponding cost function value is:
Tmaz(x) = T (x, W(x,a(x))). (4)
Then, the shape optimization problem becomes:
Minimize Jpqz(x) x € R™. (5)

This problem belongs to the class of well known “MinMax” problems, since for each step of the minimization
problem (), the maximization subproblem (B)) has to be solved first. Due to the difficulty to solve such problems
(that can be non-differentiable), a discrete formulation is often adopted in practice by replacing @) by:

Maximize J(x, W(x,a;)) i=1,...,N,

6
Subject to C(x, W(x,a;)) <0, ©)

where (a;);=1,... v is a discretization of the interval [amin,amaqz]- Although this formulation seems different
than the multipoint approach, it has been shown in the context of airfoil design (see [29]) that these problems
can be mathematically equivalent under some assumptions. Therefore, the discrete approach (@) tends also to
produce results that depend critically on the choice of operating conditions (a;);—1,. . n. More generally, this
approach only improves the worst-case performance and does not consider the global behavior of the fitness
when operating conditions fluctuate.

1.3.3 Interval analysis approach

The basic idea of interval analysis is to determine the interval in which the cost function varies as the operating
conditions fluctuate in a given interval. Then, a two-objective optimization problem is solved, that consists in
minimizing the median value of the cost function, while minimizing the extent of its interval of variation.

Suppose that operating conditions fluctuate in the interval [a,,in, amaz]. For a given shape defined by x,
the operating conditions a(x) and a(x) that respectively correspond to the best and worst cost function values,
are obtained by solving the two following subproblems:

Maximize J(x, W(x,a)) a € [amin, &maz],

7
Subject to C(x, W(x,a)) < 0; @
Minimize J(x, W(x,a)) a € [amin, Amaz), (8)
Subject to C(x, W(x,a)) < 0.
The corresponding best and worst cost function values are:
Tmin(x) = T (x, W(x,8(x)))  Tmaz(x) = T (x, W(x,a(x))). 9)
Then, the two-objective shape optimization problem is solved:
e . (jmaz(x)+t7mln(x)) /2 n
Minimize x € R". 10
{ (jmaz(x) - jmzn(x)) ( )

Contrary to the previous methods, the interval analysis approach clearly defines robust design as a compromise
between two goals: increase the fitness of the system and reduce the fitness variations. Despite this improvement,
the method has several drawbacks. First, the two subproblems are similar to [B)) for the worst-case approach.
As explained above, solving directly this kind of problems is tedious for complex applications. Some softwares
exist, that automatically perform interval analysis. However, as explained in [46], their use in the context of
CFD solvers exhibits significant difficulties, due to the algorithmic complexity of such codes. Secondly, this
approach does not take into account the fitness variations inside the interval [Jmin (X), Jmaz (X)]- Only extreme
events are considered for the shape optimization problem ([I0).

RR n° 0123456789



8 R. Duvigneau

1.3.4 Statistical approach

In the statistical approach, one considers the fluctuating operating conditions a = (a™)mn=1,... 1 as samples of
random variables A = (A™);,—=1,... M, Whose statistical characteristics are known (mean pa = (0'¥)m=1,... M,
variance 03 = (04" )m=1....
(A™)m=1,...m are independent. The statistical characteristics of operating conditions can be determined by
experimental measurements or engineering experience. Gaussian Probability Density Functions (PDFs) or
truncated Gaussian PDFs are often used in practice (see [23] for instance).

The main consequence of this assumption is that the cost function of the problem is also a random variable J.
According to the Von Neumann-Morgenstern decision theory [B, 23], the best choice is then to select the design
which leads to the best expected fitness. This is known as the Maximum Expected Value (MEV) criterion.
The decision or design that minimizes the risk is known as the “Bayes’decision” and is solution of the following
problem:

Minimize py = J(x,W(x,a))pa(a)da x e R",
Q(A) (11)

Subject to P[C(x, W (x,A)) < 0] > p.

Q(A) and pa are the range and the PDF of the random variable A. Then, the MEV criterion just consists in
minimizing the statistical mean p; of the cost function. One can notice that the constraint is now expressed
with a probabilistic formulation: the probability P that the constraint C(x, W(x, A)) < 0 is verified should be
larger than a prescribed value p.

This approach is a significant improvement over previous methods. The robust design problem is now
considered within a rigorous statistical framework. This allows to take into account the random fluctuations of
the fitness in the optimization problem, but also to care about the frequency of occurence of the events, thanks
to PDFs. Then, the most probable events have a larger influence in the decision than extreme and unlikely
events.

However, problem () does not address the variability of the fitness. The mean value of the fitness is the
only criterion that is considered in the “Bayes’decision”. For engineering problems, one also would like to select
a design for which the fitness is not subject to large variations as operating conditions fluctuate. Then, a second
criterion is often joined to the MEV criterion, that relies on the minimization of the variance 0% of the fitness:

= J(x,W(x,a)) pa(a)da
Minimize { Q(A) x € R",
75 = [T a) ) pala) da (12

Subject to P[C(x, W (x,A)) < 0] > p.

This approach aims at determining a trade-off between the expected fitness and the expected fitness variation
as operating conditions randomly fluctuate. Although this approach is satisfactory from theorical and practical
viewpoints, its application is not straigthforward. Particularly, the estimation of the mean and variance can be
tedious for complex CFD applications. This issue is detailled in the next sections.

INRIA
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2 Statistical approach for robust design

2.1 Uncertainty estimation

The statistical approach described above relies on the estimation of statistical quantities related to the random
cost function J, such as the mean p; and the variance 0. One supposes that the characteristics of the random
operating conditions A are exactly known, such as its PDF pa, its mean p, and its variance 0% .

The random variable J is an output of a complex numerical simulation tool, such as a CFD solver, whereas
A is an input parameter. Therefore, the main issue is the estimation of output uncertainty according to the
knowledge of input uncertainty, i.e. the propagation of uncertainty through the CFD solver.

This problem can be addressed [46] by either deterministic or stochastic viewpoints.

2.1.1 Deterministic viewpoint
For a given design determined by x, the statistical mean p; and variance 0% are defined by:

Ky = J(x,W(x,a)) pa(a)da, (13)
Q(A)

= [ (T W @)~ u)? pala) da (14)
Q(A)

These integrals cannot be analytically evaluated since no analytical formulation of 7 is available. To estimate
them, one should either provide an analytical approximation of the cost function or discretize the integrals.
The latter solution is quite similar to the multipoint approach, since the integrals become weighted sums
of cost functions evaluated for some prescribed operating conditions. Then, the former approach using an
approximation .7 is usually preferred:

[LJ = j(X, a) PA (a) daa (15)
Q(A)

3= [ (Gxa) - w) pala) da (16)
Q(A)

2.1.2 Stochastic viewpoint

To estimate the mean and variance of the random variable J, one can simply use statistical estimators in a
classical Monte-Carlo approach. A sample of operating conditions (a;);—1.. n of size N is generated according
to the PDF pa. Then, unbiased estimators of the mean and variance are:

.....

My = %ZJ(X, W(x,a;)), (17)
83 = 1 ST Wk ) — M) (18)

i=1
This approach does not suffer from “point-optimization effect” since the sample (a;);=1,.. v is generated ran-
domly according to the PDF pa. However, it is well known that this stochastic approach requires a large
sample to provide an accurate estimation of the statistics. For CFD applications, a direct Monte-Carlo method
is not conceivable presently. Nevertheless, a cheaper approximation J of the cost function can be used in a
Monte-Carlo approach to estimate the mean and the variance, as suggested in [27]:

N
My = %Zj(x, a;), (19)
N
. ﬁ E(j(x, as) — M), (20)

RR n° 0123456789



10 R. Duvigneau

2.2 Cost function approximation

Approximate the cost function is mandatory for robust design, as explained above, to integrate the cost function
over the range of operating conditions or to estimate the statistical characteristics using a Monte-Carlo method.
Two possibilities are examined in the next sections: Taylor Series (TS) or Radial Basis Functions (RBFs).

2.2.1 Taylor series approximation

The cost function can be approximated by linear TS J;, or quadratic TS jQ in the vicinity of the expected
operating conditions p4:

Tulxa) = T Wik pa)) + 32 500 (6 Wik AN (0™ = i), (21)
m=1 Ha
~ M )
jQ(Xa a) = j(X, W(Xa /'I’A))+ Z Wj(xv W(Xa A)) (a’m - MZL)
m=1 27N (22)

(a™ — ) (a' — ply).
27N

1 L& 92
t3 Z Z WJ(X, W(x, A))

The use of the linear approximation (1)) of the cost function to estimate the integral ([3) yields a First-Order
(FO) approximation of the statistical mean. This approach is known as the First-Order First-Moment (FOFM)
method:

()0 = T(x, W(x, p))- (23)

The use of the linear approximation (£I]) of the cost function to estimate the integral (IBl) provides a first-order
approximation of the variance, yielding the First-Order Second-Moment (FOSM) method:

M P 2
CAREDY (Wj(x, W(x,A)) ) (o). (24)
KA

m=1

Alternatively, the use of the quadratic approximation [22) of the cost function yields a Second-Order (SO)
approximation of the mean. The Second-Order First-Moment (SOFM) method reads:

M 5
(120 = W) + 3 3 . WO A)| (o) (25)

12N

If the quadratic approximation (2) of the cost function is employed to estimate the variance, a far more complex
formula is obtained, that requires the third and forth moments of A. Then, the Second-Order Second-Moment
(SOSM) method usually relies on the integration of ([IH8) using the linear approximation (ZIl) of the cost function
and the second-order estimation of the mean (2H), which yields:

82
mj(wi(xa A)| (o) (oY)
"

A 2N

However, if one supposes that A is ruled by a Gaussian PDF, the quadratic approximation ([Z2) can be easily
employed in conjunction with the second-order estimation of the mean ([25). Then, the SOSM method reads:

INRIA
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As can be seen, for the FOFM method ([23), the mean of the cost function is simply the cost function
evaluated at the mean value of operating conditions. This assumption is only true for linear systems. In the
SOFM method ([ZH), a correction term is added that uses the second derivatives of the cost function. Note that
the first derivatives have no influence on the mean value of the cost function. The estimation of the variance
requires the first derivatives in the FOSM method (£4)) and the second derivatives in the SOSM method (Z6H21).

A polynomial approximation of the cost function can also be obtained using a Least-Squares (LS) fitting
approach, instead of using TS from the nominal operating conditions. In that case, no derivatives are required,
but several CFD analyses must be performed. Moreover, the cost function value at the nominal operating
conditions obtained by CFD is usually different from the one predicted by LS fitting.

The FOSM method was applied to uncertainty propagation in aerodynamics in [I3), B7, @3]. Comparisons
between FOSM and SOSM methods are provided in [46]. Some robust optimization problems in aerodynamics
have been addressed using the FOSM or SOSM methods to solve the problem ([[l) (MEV criterion) [23] or the
two-objective problem ([2) [37].

2.2.2 Radial Basis Functions

Radial Basis Functions (RBFs) are non-polynomial interpolation methods for scattered data [36]. They have
been found to be very accurate for highly non-linear data in high dimension [6]. RBFs seek an approximation
of the cost function of the form:

Trpr(x,a) ZWJ o(lla —ayll), (28)

where (a;),=1,... n, are called RBFs centers. Several radial functions ¢ can be considered. For the present study

a Gaussian function is employed:

2

o(r) =e 7, (29)
where s is a parameter called attenuation factor. Suppose that the cost function value is known for a set of N,
operating conditions that correspond to the RBF centers (a;);=1,... n,. Then, the weights (w;(z));=1,.. . are
determined from the interpolation conditions:

J(x,W(x,a;)) ij o(lai —aj]|) i=1,...,N.. (30)
Thus, (w;(x))j=1,...,n. is the solution of the following linear system:
¢(0) o(lar —azl) ... o(fla AN\ wr(2) I (% W(x,a1))
o(llaz —aul)) ¢(0) o o(la | wele) U ) TeeWian)) L gy
dlay, —ail) éllay, —aal) .. 6(0) @) (76 Wik ax,)
The matrix of the system is obviously symmetric. It is also positive-definite if the RBFs centers (a;);=1,... n, are

distinct. One can notice that it is a full matrix. However, its dimension NV, is usually moderate in practice and
its inversion is not time consuming. The attenuation factor s can be optimized or determined experimentally
by the user. For the present study, the empirical formula is adopted [32]:

$ = dyag (MN,) ™, (32)

where M is the number of operating conditions under consideration a = (a™);,=1,....pm and di,q, the maximum
distance between RBFs centers.

To represent the cost function variability using this technique, some cost function evaluations are required,
that correspond to the RBFs centers (a;); =1, . n.. These evaluations should be located in a region that depends
on the PDF pa. This point will be discussed later for a practical application. Then, the approximation of the
cost function is built by solving the system (ZII).

Once the approximation is computed, the cost function statistics can be estimated, either using numerical
integration of integrals ([H) and (I8 or using Monte-Carlo estimates ([d) and ). The computational cost
related to these estimations, which require only RBFs evaluations, is negligible.

RR n° 0123456789



12 R. Duvigneau

2.3 Robust optimization problem

Since the computation of the cost function derivatives is a difficult task, if possible, the stochastic viewpoint is
preferred in the present study. Then, for each design variable set, some cost function evaluations are performed
to build a database, that is used to construct an approximation of the cost function as the operating conditions
vary. Finally, a Monte-Carlo method is used to estimate the mean M ; and variance S3.

A two-objective optimization problem (I2) should be solved to reduce the mean of the cost function as well
as its variance. In the present study, this task is achieved by introducing a weighted sum of the two criteria as

cost function:
TIrn=My;+(1- )\)83. (33)

Using different weights allows to travel along the Pareto front. In the future, we plan to use evolutionary
algorithms or game strategies dedicated to multi-objective problems.

INRIA
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3 Application to wing design with uncertain Mach number

3.1 Problem description
3.1.1 Testcase

The testcase considered here corresponds to the optimization of the wing shape of a business aircraft (courtesy
of Piaggio Aero Ind.), for a transonic regime. The nominal operating conditions are defined by the free-stream
Mach number M., = 0.83 and the incidence o = 2°. Initially, the wing section is supposed to correspond to the
NACA 0012 airfoil. The initial wing shape is depicted in figure ). The test-case is described in depth in [2].
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Figure 2: Initial wing shape and mesh in the symmetry plane.

We suppose that the free-stream Mach number is subject to random fluctuations. For simplicity, we assume
that its PDF is Gaussian with a given mean p; and variance o3,. The mean Mach number corresponds to
the nominal Mach number p); = 0.83 and its standard deviation is oj; = 0.0166. Figure Bl depicts the Mach
number distribution.
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Figure 3: Probability density function of the free-stream Mach number.

The goal of the optimization is to reduce the drag coefficient Cp subject to the constraint that the lift
coefficient Cf, should not be lower than a prescribed value, that corresponds to 99, 9% of the lift for the initial
shape at nominal operating conditions. The constraint is taken into account using a penalization approach. The
aerodynamic coefficients are computed using an inviscid flow solver. The mesh employed counts 31124 nodes
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and includes a refined area to accurately capture the shock wave (see figure ). The next sections describe the
shape parameterization, the flow solver and the optimization algorithm considered for this study.

3.1.2 Parameterization

The shape deformation is parameterized using the Free-Form Deformation (FFD) approach. The FFD technique
originates from the Computer Graphics field [39]. It allows the deformation of an object in a 2D or 3D space,
regardless of the representation of this object. Instead of manipulating the surface of the object directly, by using
classical B-Splines or Bézier parameterization of the surface, the FFD techniques defines a deformation field
over the space embedded in a lattice which is built around the object. By transforming the space coordinates
inside the lattice, the FFD technique deforms the object, regardless of its geometrical description.

More precisely, consider a three-dimensional hexahedral lattice embedding the object to be deformed. Fig-
ure (H) shows an example of such a lattice built around a realistic wing. A local coordinate system (&, 7, () is
defined in the lattice, with (£, 7, () € [0,1] x [0,1] x [0, 1]. During the deformation, the displacement Ag of each
point ¢ inside the lattice is here defined by a third-order Bézier tensor product:

ng Ny ng

Aq=3"3">" BI(&)B) (0) By (C)APyr. (34)

i=0 j=0 k=0

B, B;” and B* are the Bernstein polynomials of order n;, n; and n; (see for instance [I8]):

BI(t) = CotP (1 —t)"P. (35)

(APiji)o<i<n;,0<j<n;0<k<n, are weighting coefficients, or control points displacements, which are used to mon-
itor the deformation and are considered as design variables during the shape optimization procedure.

Figure 4: Example of FFD lattice around a wing,.

The FFD technique described above is well suited to complex shape optimization, thanks to the following
properties:

e the initial shape can be exactly represented (no deformation occurs when all weighting coefficients are
7Z€ero) ;

e the deformation is performed whatever the complexity of the shape (this is a free-form technique) ;
e geometric singularities can be taken into account (the initial shape including its singularities is deformed) ;
¢ the smoothness of the deformation is controlled (the deformation is ruled by Bernstein polynomials) ;

¢ the number of design variables depends on the user’s choice (the deformation is independent of the shape
itself) ;

e it nicely deals with multi-level representation (thanks to the Bézier degree elevation property).

INRIA



Aerodynamic Shape Optimization with Uncertain Operating Conditions using Metamodels 15

The FFD technique is implemented in the shape optimization procedure and is used to control the shape
deformation for complex applications in aerodynamics (see [I1] for details).

The FFD lattice is built around the wing with £, n and ¢ in the chordwise, spanwise and thickness directions
respectively. The lattice is chosen in order to fit the planform of the wing (see figure H). Then, the leading and
trailing edges are kept fixed during the optimization by freezing the control points that correspond to i = 0 and
i = n;. On figure @ filled markers correspond to frozen control points, whereas empty markers correspond to
moving control points. Moreover, control points are only moved vertically. The parameterization used in the
present study corresponds to n; = 9, n; = 1 and ng = 1 and counts (10 — 2) x 2 x 2 = 32 degrees of freedom.
The FFD method is also used to deform the mesh in accordance with the boundary displacement.

3.1.3 Aerodynamic analysis

Modeling This study is restricted to three-dimensional inviscid compressible flows governed by the Euler
equations. Then, the state equations can be written in the conservative form :
ow n OF, (W) n OF, (W) n OF3(W)
ot ox dy 0z

=0, (36)

-
where W are the conservative flow variables (p, pu, pv, pw, E), with p the density, U = (u,v,w) the velocity

vector and F the total energy per unit of volume. F = (FL (W), Fy (W), F5(W)) is the vector of the convective
fluxes, whose components are given by :

pU pU pw
pu2 +0p puv puw
(W)= puv RBRW)=| p*+p F3(W) = pow : (37)
puw pow pw2 +p
u(E +p) v(E +p) w(E + p)

The pressure p is obtained from the perfect gas state equation :

p=(r—1(E - 5ol TP, (39)

where v = 1.4 is the ratio of the specific heat coefficients.

Spatial discretization An unstructured mesh, composed of 31124 nodes and 173 445 tetrahedral elements,
is generated around the wing, including a refined area in the vicinity of the shock (see figure {@)). Provided that
the flow domain (2 is discretized by a tetrahedrization 7}, a discretization of equation (B8] at the mesh node s;
is obtained by integrating (B8l over the volume C;, that is built around the node s; by joining barycenters of
the tetrahedra and triangles containing s; and midpoints of the edges adjacent to s; :

ow;
Vol =5+ > (Wi, Wi, T iy) =0, (39)
JEN(i)
where W; represents the cell averaged state and Vol; the volume of the cell C;. N (i) is the set of the neighboring
nodes. ®(W;, W;, @;;) is an approximation of the integral of the fluxes (BZ) over the boundary OC;; between

C,; and C;, which depends on W;, W; and &;; the integral of a unit normal vector over dC;;. These numerical
fluxes are evaluated using upwinding, according to the approximate Riemann solver of Roe :

FW) + FW,)

W, — W,
(Wi, Wy, 0 4j) = T — |AR(Wi, Wy, 0 i) | ——. (40)

2 2
Ap is the jacobian matrix of the fluxes for the Roe average state and verifies:
— —
Ar(Wi, Wy, @ 35) (W = Wy) = (F (W) — F(W;)) - 0. (41)

A high order scheme is obtained by interpolating linearly the physical variables from s; to the midpoint of
[sis;], before equation (D) is employed to evaluate the fluxes. Nodal gradients are obtained from a weighting
average of the P1 Galerkin gradients computed on each tetrahedron containing s;. In order to avoid spurious
oscillations of the solution in the vicinity of the shock, a slope limitation procedure using the Van-Albada
limiter is introduced. The resulting discretization scheme exhibits a third order accuracy in the regions where
the solution is regular.
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Time integration A first order implicit backward scheme is employed for the time integration of ([B9), which

yields :
VOli

At

Wi+ > eWit Wit 7 5) =0, (42)
JEN(i)

with 6W; = W™ — W7. Then, the linearization of the numerical fluxes provides the following integration

scheme :

VOZZ' n n n

( A +Ji)6Wi:— > oW WL T ). (43)
JEN(9)

Here, J is the Jacobian matrix of the first order numerical fluxes, whereas the right hand side of E3J) is

evaluated using high order approximations. The resulting integration scheme provides a high order solution of
the steady problem.

3.1.4 Optimization algorithm

The optimization algorithm used in the present study is a Particle Swarm Optimization (PSO) approach, that is
employed in conjunction with a multi-level parameterization strategy. The method is described in depth in [12].

PSO algorithm was first introduced by Kennedy and Eberhart [28], as a simplified social model. It mimics
the behavior of birds flocking and is based on underlying rules that enable sudden direction changes, scattering,
regrouping, etc. These moves are motivated in nature by food seeking or predators avoiding and can be
implemented in a simple algorithm for global optimization purpose [19, &0, 45].

The algorithm consists in building the trajectories of the particles of a swarm in the search space of dimen-
sion n. These trajectories are adjusted dynamically to take into account the information collected about the
cost function value. Consider a set of p particles that constitutes the swarm. The location of each particle i

at the time step (k) is determined by its coordinates (ng))lgigp € R™. The behavior of each particle is then

characterized by its velocity (ng))lgigp € R". Initially, particule locations are randomly chosen in a given in-
terval [xMIN xMAX] Velocities are initialized randomly with a maximum modulus (x4 —xMIN) /2 Hence,
particles can cover half of the initialization interval during the first time step. At each time step, the velocity
of each particle is then updated according to some criteria:

e the particle inertia : parameter w ;
e the best location ever found by the particle ¢ : (x})1<i<p (individual memory) ;
e the best location ever found by the swarm : x* (collective memory).

Hence, the velocity of the particle i is defined in practice by:

vgk) = wvgk_l) +ear(x] — X(k)) + cara(x* — ng)) l<i<p, (44)
——

i
term @ term @ term @

where r; and 7y are uniformly distributed random numbers € [0, 1]. The term (I) corresponds to the inertia,
whereas the terms (2) and () correspond to attractions towards the individual and collective memories. The
particle location is then updated by time integration during a time step of length unity:

x§k+1) = xz(-k) + ng) 1<i<p. (45)

c1 and c¢g in (@) are called trust coefficients and are set to the value two [28]. Then, the two related attraction
terms in () yield the particle to overfly the locations corresponding to the individual and collective memories
with a probability one half every time step. This algorithm does not exactly correspond to the original one
proposed by Kennedy and Eberhart [28], which did not use inertia. Moreover, velocity were updated by taking
into account the best location found by the swarm at each time. The use of the inertia term was proposed by
Shi and Eberhart [40], whereas the use of the best location ever found by the swarm to update the velocity
was introduced by Fourie and Groenwold [I9]. These works reported some improvements related to these
modifications.

Moreover, these works reported the critical influence of the inertia parameter w on the results. Indeed,
for large w values the exploration in the search space is promoted, whereas a small w value favors a straight
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convergence towards the best locations ever found. A mathematical analysis of the dynamical system, including
stability conditions, can be found in the work of Clerc and Kennedy [§]. Shi and Eberhart [40] proposed
practically that w value be selected such that w € [0.8,1.4]. They also reported improved convergence rates
when w is decreased linearly during the optimization. The present implementation is based on a dynamic
update of w proposed by Fourie and Groenwold [I9]. A starting w® is chosen with a quite large value in order
to promote an exploratory search. Then, its value is decreased by a factor « if no improved solution is found
within h consecutive time steps: Therefore, if the exploratory search fails, the convergence towards the best
locations ever found is promoted.

Some authors include in the basic algorithm a craziness operator whose role is to add random perturbations.
This operator is inspired from the mutation operator in GAs. First, Kennedy and Eberhart [28] proposed to
randomly perturbate the velocity of some particles, but they concluded that this operator was not mandatory.
Fourie and Groenwold [I9] reintroduced a craziness operator that randomly modifies the velocities with a
predetermined probability and with a decreasing amplitude of perturbation. Venter and Sobieski [45] also used
such an operator, but they decided to perturbate both particles location and velocity. In the current work, a
craziness operator is implemented in the spirit of Fourie and Groenwold operator. Especially, a probability of
craziness p. € [0, 1] is predetermined. Then, at each time step and for each particle, the velocity direction is
randomly modified with the probability p., but the velocity modulus is kept constant. Therefore, large random
perturbations occur at the beginning of the optimization procedure, which promote random global search,
whereas small random perturbations are performed when the swarm is close to the solution, which promote
random local search. This approach is inspired from the so-called non-uniform mutation operator in GAs [30].

Finally, Shi and Eberhart [40] proposed to introduce a maximum velocity value v™4X for stability purpose
and observed an improvement of the convergence rate. This strategy is also used in the present study.

Finally, the algorithm implemented in the current study can be described as follows:

MIN’XMAX];

1. initialize randomly the locations (xgo))lgigp in the interval [x
initialize the inertia w(® ;
k+—0;

2. begin time step k ;

3. estimate the fitness of all particles 1 <i <p;

4. update the individual memory (x})1<;<, and the collective memory x* ;
5. Check if the inertia should be updated
If 7(x*)|p = T (x*)|p_n then w® = o k=D,

6. compute the velocity of the particles
vgk) = w(k)vgk_l) + e (x7 — xz(-k)) + cora(x* — xgk)) 1 <i < p;

7. check if the velocities are not above vM4X .
8. apply craziness with a probability p. : random perturbation of the velocity with a constant velocity
modulus

9. update the location of the particles
XZ(_k+1) _ XZ(_k) " vgk);
10. if termination condition reached then stop ;
else k — k + 1 and goto (2);

The main weakness of such semi-stochastic optimizers is that the number of cost function evaluations in-
crease dramatically with the dimension of the problem. This observation has motivated the development of an
algorithm that relies on a multi-level parameterization [I2]. It consists in using a parameterization of the shapes
that uses a progressively increasing number of design variables.

Numerical parameters for the PSO algorithm are set using results from the literature and prior tests:
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TMAX =200 max number of time steps
Wwl=12 initial inertia
h=3 inertia reduction criterion
a =0.98 inertia reduction rate
c1=cy =2 trust coefficients
pe = 0.05 craziness probability
vMAX — .25 (xMAX _ xMIN) maximum velocity

For all the computations, the number of particles is p = 30.

3.2 Single-point optimization

We first solve a deterministic optimization problem, with fixed operating conditions. Hence, the Mach number
is supposed to have its nominal value M., = 0.83. An optimal shape is obtained by minimizing the drag
coefficient constrained by a minimum lift coefficient.

We now analyze the variation of the aerodynamic coefficients for the optimal design found, as the Mach

number varies around its nominal value. The next table compares the aerodynamic coefficients for Mach numbers
equal to 0.81, 0.83 and 0.85:

Mach number | Drag coef. | Lift coef.
0.81 0.01029 0.2929

0.83 (nominal) 0.01139 0.3188
0.85 0.01811 0.3512

As can be seen in the above table, the drag coefficient abruptly increases as the Mach number goes beyond
its nominal value. One can also notice that the lift coefficient decreases significantly if the Mach number is
below its nominal value. Figure H shows a comparison of the Mach number fields at the wing surface for the
three Mach numbers under consideration. The optimization procedure yields a wing shape that minimizes the
shock wave at nominal Mach number. Then, the intensity of the shock does not change significantly as the
Mach number varies from 0.81 to 0.83. However, at Mach number 0.85, the shock wave strongly reinforces. It
results an increase of the drag coeflicient.

The behavior of the initial wing (NACA 0012 section) and the optimal wing shape at nominal Mach number
is systematically analyzed for a Mach number that varies in the interval [y — 30, piar + 30as]. Twenty-one
flow analyses are performed. Results are depicted in figurel As expected, the optimum design is fully adapted
to the nominal Mach number: the drag coefficient is maintained at a low value until the nominal Mach number
and then increases abruptly. Figure [ddepicts the relative drag reduction with respect to the Mach number:

op —CY
o

T =

; (46)

where C7, is the drag coefficient for the optimal wing shape and C,(jo) for the initial wing shape. As expected,
the drag reduction is maximum at the nominal Mach number.

The optimization of the wing shape at various Mach numbers yields a set of shapes, that are all adapted to
a precise Mach number. Figure B shows the drag variation for shapes optimized at M., = 0.82, M., = 0.84,
My, = 0.86 and M., = 0.88. Each of these shapes is optimum for a precise Mach number but has not a
satisfactory behavior as the Mach number varies in the whole interval [ — 30 s, par + 30 ). The relative drag
reduction depicted in figure @ shows that each optimization exercise adapts the wing shape to the particular
operating conditions used during the optimization. One can observe that the wing shapes obtained have different
characteristics (figure [I0).

These observations motivate the robust design of the wing subject to uncertain Mach number. Then, the
classical problem () is replaced by the robust formulation [[Z). Our purpose is now to reduce the mean drag
as well as its variance. The lift constraint is now: the probability for the lift to be higher than the prescribed
value should be higher than p = 0.95.
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(c) Moo = 0.85

Figure 5: Mach number field at the wing surface and iso-Mach contours for a shape optimized at nominal Mach
number; top: Mach number 0.81; middle: Mach number 0.83 (nominal); bottom: Mach number 0.85.
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Figure 6: Drag variation for fluctuating Mach number: initial design and optimum design at nominal Mach
number (0.83).
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Figure 7: Relative drag reduction for a wing shape optimized at nominal Mach number.
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Figure 8: Drag variation for fluctuating Mach number: initial design and optimum designs at different Mach
number values.
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Figure 9: Relative drag reduction for a wing shape optimized at different Mach number values.
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Figure 10: Comparison of the wing shape at
values.
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3.3 Study of uncertainty propagation

We study in this section the uncertainty propagation. We try to determine the PDF of the drag coefficient for
the optimum design found previously, yielding its mean and its variance. We adopt the stochastic viewpoint
described previously. Then, models of the aerodynamic coefficients are constructed and used to estimate the
statistics in a Monte-Carlo approach. We consider linear and quadratic approximations of the aerodynamic
coefficients, as well as RBFs. Polynomial approximations are not constructed using Taylor series and sensitivity
analysis, but using a least-squares fitting method.

First, a reference result is obtained by using the previous twenty-one analyses to construct a very fine model
(RBFs) and propagate the uncertainty by the Monte-Carlo approach. This reference result is then compared
to the use of three possible models that rely on N, = 5 points in the database: linear fitting, quadratic fitting
and RBFs. The five points are uniformly distributed in the interval [y — 30, par + 30 Figure [ shows
the data fitting for the linear and quadratic least-squares approximations. The resulting PDFs are compared to
the reference result in figures [[2] and

0.04 T

x  CFD evaluations
L O training data ]
—— linear LS

— quadraticLS

drag coefficient

Mach number

Figure 11: Five-point fitting using linear and quadratic least-squares approximation.
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Figure 12: Probability density function of the drag coefficient: reference result compared to linear fitting.
The linear fitting has obviously a poor accuracy and the resulting PDF is Gaussian. This is far from the
reference result, for which the PDF has a more complex shape and is characterized by a peak at low drag values.

The quadratic fitting is closer to the CFD calculations for high Mach numbers. Then, the tail of the PDF is
quite well reproduced. However, the peak description is not satisfactory.
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Figure 13: Probability density function of the drag coefficient: reference result compared to quadratic fitting,.

Figures [[4 and [[H depict the results obtained with RBFs. Obviously, the capability of RBFs to fit the data
is better than that of linear or quadratic functions. The resulting PDF is similar to the reference PDF, except
for the peak intensity. This is due to the discrepancy that can be observed between the RBFs fitting and the
CFED results at Mach number 0.82. To accurately represent the curvature in this region, the database must be
enlarged. Using N, = 7 points in the database provides satisfactory results (figures [[6 and ). This choice is
adopted for the next computations. Table [l compiles the statistics obtained for the different cases.

004 ‘ ‘

x  CFD evaluations
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— RBFfitting
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| | | |
8.78 0.8 0.82 0.84 0.86 0.88
Mach number

Figure 14: Five-point fitting using RBFs.

Case Mean Variance
Reference 0.013154 | 1.5658E-05
Linear fit (5 pts) 0.017229 | 1.7953E-05
Quadratic fit (5 pts) | 0.013262 | 1.9482E-05
RBFs (5 pts) 0.013029 | 1.7229E-05
RBFs (7 pts) 0.013068 | 1.5899E-05

Table 1: Statistics for the drag obtained with the different methods.
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Figure 15: Probability density function of the drag coefficient: reference result

Figure 17: Probability density function of the drag coefficient: reference result
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Figure 16: Seven-point fitting using RBFs.
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3.4 Results for robust design

Once uncertainty propagation relies on a safe basis, the robust optimization problem ([[2) can be addressed. In
the present study, the two-objective problem is solved using a composite cost function, which is the weighted
sum of the mean and variance.

3.4.1 Pareto front

Five optimization exercises are solved using different weights to draw the Pareto front (see figure [¥). The
results corresponding to these five optimization exercises are summarized in table

18e:05 ‘ ‘ ‘ ‘

G—o pareto front for robust design

1.6e-05 A optimum design at M=0.83

1.4e-05

1.2e-05

1e-05

8e-06

drag variance

6e-06

4e-06

2e-06

| | | | | | | | | | | | |
0.014 0.016 0.018 0.02 0.022 0.024 0.026
drag mean

1
(9012

Figure 18: Pareto front for the two-objective robust design problem.

Weight for the mean | Weight for the variance | Mean | Variance | Constraint probability
1.0 0.0 0.0144 | 1.001E-05 0.9504
0.75 0.25 0.0146 | 6.607E-06 0.9501
0.5 0.5 0.0155 | 3.316E-06 0.9504
0.25 0.75 0.0172 | 2.085E-06 0.9512
0.0 1.0 0.0248 | 3.355E-07 0.9576

Table 2: Statistics for the different robust optimization exercises.

One can notice that the design optimized at nominal Mach number has a lower mean drag than the design
found by minimizing the mean drag. It is due to the fact that the optimum design at nominal Mach number
does not respect the lift constraint in the probabilistic sense. For this design, the probability to reach the
prescribed lift value is only 0.5057.

3.4.2 Drag coefficient variations

The evolution of the drag coefficient as the Mach number varies can be seen in figure [[9 for three points on the
Pareto front. These results are obtained by performing a posteriori twenty-one CFD analyses in the interval
[urr — 3oa, i + 3oas) for the three designs under consideration. The corresponding PDFs are depicted
on figure As can be seen, a design is found, for which the drag is almost constant over the interval
[tar =30, ar+3oas]. However, its mean drag is poor, since it is not taken into account during the optimization.
On the contrary, a second design optimizes the mean drag, but exhibits a significant drag increase for high Mach
numbers. Finaly, a trade-off design is shown, for which the mean is slightly degraded but the drag fluctuations
are moderate. The comparison of the PDFs clearly shows the characteristics of these different designs.
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Figure 19: Drag variation for fluctuating Mach number: robust designs from the Pareto front.
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Figure 20: Probability density functions for the drag coefficient: robust designs from the Pareto front.

3.4.3 A posteriori validation

The twenty-one CFD analyses performed for the robust design found (weights of value 0.5) are used for an a
posteriori validation of the uncertainty analysis. These CFD analyses provide a reference model for uncertainty
propagation, that is compared to the seven- point RBFs fitting used during the optimization procedure. Fig-
ure 21l shows that the RBFs fitting using seven points is quite accurate. A comparison of the PDFs obtained
is depicted in figure As can be seen, a satisfactory agreement between the RBFs model and the reference
model is obtained. The table Bl compares the corresponding mean and variance estimated. The accuracy of the
statistics estimation for the robust design found is fine, which yields an a posteriori validation of the robust

design optimization procedure.

Model Mean Variance
Reference | 0.0155 | 3.3120E-06
RBFs 0.0155 | 3.3163E-06

Table 3: Statistics for the drag for the robust design obtained with the reference model and the seven-point

RBEFs fitting.
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Figure 21: Seven-point fitting using RBFs for the robust design.
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Figure 22: Probability density functions for the drag coefficient: reference result for the robust design compared
to RBFs (7 points).

3.4.4 Shape comparison

A comparison of the wing shapes at the root section is depicted in figure 23 for the optimum design at nominal
Mach number and three robust designs from the Pareto front. One can notice that the pressure side of the
robust design is more and more flat as the weight for the variance increases.

3.4.5 Flow analysis

Figure Bdshows a comparison of the Mach number fields at the wing surface for the robust design found (weights
of value 0.5) as the Mach number varies. This figure has to be compared to the figure B which depicts the same
results for the wing shape optimized at nominal Mach number. One can notice that the flow field evolves
progressively as the Mach number varies. Contrary to the latter case, the birth of a strong shock is not observed
when the Mach number increases from 0.83 to 0.85. Thus, the wing shape is more “robust” with respect to
Mach number variations.
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-~ optimum design at M=0.83
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Figure 23: Comparison of the wing shape at the root section: optimum design at nominal Mach number and
robust designs from the Pareto front.
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(b) Moo = 0.83

(c) Moo = 0.85

Figure 24: Mach number field at the wing surface and iso-Mach contours for the robust design; top: Mach
number 0.81; middle: Mach number 0.83 (nominal); bottom: Mach number 0.85.
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Conclusion

The problem of aerodynamic shape optimization with uncertain operating conditions is addressed in this paper.
To overcome the difficulty related to the high computational cost required by robust design, a two-level modeling
strategy is proposed, that relies on the use of meta-models, such as radial basis functions, to estimate statistics
in a Monte-Carlo method. A robust optimization problem is then solved by minimizing the mean and the
variance of the cost function.

This methodology is demonstrated for a realistic wing design in transonic regime. A robust design problem
with uncertain Mach number is solved using the proposed approximate statistics evaluation.

The proposed approach has been found particularly effective to estimate statistics for a reasonnable compu-
tational cost and drive a shape optimization procedure to a robust wing design.
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