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#### Abstract

In predicate logic, the proof that a theorem $P$ holds in a theory Th is typically conducted in natural deduction or in the sequent calculus using all the information contained in the theory in a uniform way. Introduced ten years ago, Deduction modulo allows us to make use of the computational part of the theory Th for true computations modulo which deductions are performed.

Focussing on the sequent calculus, this paper presents and studies the dual concept where the theory is used to enrich the deduction system with new deduction rules in a systematic, correct and complete way. We call such a new deduction system "superdeduction".

We introduce a proof-term language and a cutelimination procedure both based on Christian Urban's work on classical sequent calculus. Strong normalisation is proven under appropriate and natural hypothesis, therefore ensuring the consistency of the embedded theory and of the deduction system.

The proofs obtained in such a new system are much closer to the human intuition and practice. We consequently show how superdeduction along with deduction modulo can be used to ground the formal foundations of new extendible proof assistants. We finally present lemuridæ, our current implementation of superdeduction modulo.


## 1 Introduction

Formal proofs are central objects in mathematics as well as informatics. For instance, security and safety assessments are backed by the common criteria setting up levels of certification where the highest ones require formal proofs to be constructed, communicated and independently verifiable or replayable. In a given context formalised by

[^0]a set of axioms, one has to build "good" proofs for some propositions that describe mathematical properties (e.g. the four colours theorem) or safety or security properties (e.g. reachability properties). This proof engineering process is now well mastered with the use of proof assistants like Coq, Isabelle, PVS, HOL, Mizar and large libraries of formalised theories ease this task.

In this context one has to deal with at least two difficulties. First, the theories describing the context become huge and may consist of thousand of axioms, some of them being quite elaborate. Second, the proof assistant needs to provide the user with the best way to understand and to guide the proof. Both concerns are currently tackled by making libraries available, by providing specific tactics, tacticals or strategies (see typically coq.inria.fr), by integrating decision procedures safely into the proof assistants [23, 1, 21], or by interfacing first-order automated theorem provers with proof assistants like [2] or like the use of Zenon in Focal [26].

Indeed these approaches rise the question of structuring the theories of interest. For instance one would like to identify the subtheory of lists or of naturals to apply specific decision procedures, e.g. [19] and of course finding a good modular structure is one of the first step in an engineering process.

In this context, we propose a foundational framework making use of three complementary dimensions. First, as pioneered by deduction modulo, the computational axioms shall be identified. Typically the definition of addition on naturals shall better be embedded into a congruence modulo which deduction is performed [11]. In this case, the deduction rules like the one of natural deduction or of the sequent calculus are not modified but they are applied modulo a congruence embedding part of the theory. Second, we are proposing a complementary approach where new deduction rules are inferred from part of the theory in a correct, systematic and complete way. Third, the rest of the theory will be used as the context on which all the standard and
new deduction rules will act, modulo some congruence.
To sum up, a theory is splitted in three parts $\mathcal{T} h=\mathcal{T} h_{1} \cup$ $\mathcal{T} h_{2} \cup \mathcal{T} h_{3}$ and instead of seeking for a proof of $\mathcal{T} h_{1} \cup \mathcal{T} h_{2} \cup$ $\mathcal{T} h_{3} \vdash \varphi$, we are building a proof of $\mathcal{T} h_{3} \vdash_{\sim}^{\mathcal{T} h_{1}} \varphi$, i.e. we use the theory $\mathcal{T} h_{3}$ to prove $\varphi$ using the extended deduction system modulo the congruence $\sim_{\mathcal{T} h_{1}}$. We assume that the propositions in $\mathcal{T} h_{2}$ are all proposition rewrite rules, i.e. are of the form $\forall \bar{x} .(P \Leftrightarrow \varphi)$, where $P$ is atomic.

To ease the presentation of the main ideas, we will not consider in this paper the case of deduction modulo even if in addition to simplicity it allows one for unbounded proof size speed-up [5]. We call superdeduction the new deduction system embedding the newly generated deduction rules, and the extended entailment relation is denoted $\vdash^{+}$Th or simply $\vdash^{+}$.

Intuitively, a superdeduction rule supplants the folding of an atomic proposition $P$ by its definition $\varphi$, as done by Prawitz [25], followed by as much introductions as possible of the connectives appearing in $\varphi$. For instance, the axiom

$$
\text { Inc }: \forall X . \forall Y .(X \subseteq Y \Leftrightarrow \forall x .(x \in X \Rightarrow x \in Y))
$$

is translated into a right deduction rule by first applying the rules of the classical sequent calculus to $\Gamma \vdash \forall x .(x \in X \Rightarrow$ $x \in Y), \Delta$ :

$$
\begin{aligned}
& \Rightarrow_{R} \frac{\Gamma, x \in X \vdash x \in Y, \Delta}{\Gamma \vdash x \in X \Rightarrow x \in Y, \Delta} \\
\forall_{R} & \frac{\Gamma \vdash \forall x .(x \in X \Rightarrow x \in Y), \Delta}{\Gamma \vdash \mathcal{F} \mathcal{V}(\Gamma, \Delta)}
\end{aligned}
$$

then by collecting the premises and the side conditions, we get the new deduction rule:

$$
\operatorname{INC}_{R} \frac{\Gamma, x \in X \vdash^{+} x \in Y, \Delta}{\Gamma \vdash^{+} X \subseteq Y, \Delta} x \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta)
$$

The left rule is similarly obtained by applying deduction rules to $\Gamma, \forall x .(x \in X \Rightarrow x \in Y) \vdash \Delta$.

$$
\operatorname{INC}_{L} \frac{\Gamma \vdash^{+} t \in X, \Delta \quad \Gamma, t \in Y \vdash^{+} \Delta}{\Gamma, X \subseteq Y \vdash^{+} \Delta}
$$

These new deduction rules are quite natural and translate the usual mathematical reasoning w.r.t. this axiom. For instance, the right rule can be read as "if any element of $X$ is an element of $Y$, then $X \subseteq Y^{\prime \prime}$. Let us see on a simple example the difference between a proof in sequent calculus and the corresponding one in the extended deduction sys-
tem. The proof that $\operatorname{INC} \vdash A \subseteq A$ is the following:

$$
\begin{aligned}
& \operatorname{Ax} \overline{\ldots, x \in A \vdash A \subseteq A, x \in A} \\
& \begin{aligned}
\Rightarrow_{R} & \frac{\cdots, x \in A \vdash A \subseteq A, x \in A}{\ldots \vdash A \subseteq A, x \in A \Rightarrow x \in A} \\
\forall_{R} & \vdash A \subseteq A, \forall x(x \in A \Rightarrow x \in A)
\end{aligned} \\
& \forall_{R} \ldots \vdash A \subseteq A, \forall x .(x \in A \Rightarrow x \in A) \\
& \begin{array}{c}
\vdots \\
\Rightarrow_{L} \frac{\vdots}{\ldots,(\forall x .(x \in A \Rightarrow x \in A)) \Rightarrow A \subseteq A \vdash A \subseteq A} \\
\wedge_{L} \xrightarrow{\ldots, A \subseteq A \vdash A \subseteq A} \\
\hline
\end{array} \\
& \begin{array}{l}
\wedge_{L} \frac{(A \subseteq A) \Leftrightarrow \forall x .(x \in A \Rightarrow x \in A) \vdash A \subseteq A}{} \\
\forall_{L} \frac{\forall Y .(A \subseteq Y) \Leftrightarrow \forall x .(x \in A \Rightarrow x \in Y) \vdash A \subseteq A}{\text { Inc } \vdash A \subseteq A}
\end{array}
\end{aligned}
$$

In the superdeduction system, the axiom Inc has been used to generate a new deduction rule and the proof becomes simply:

$$
\begin{gathered}
\mathrm{Ax} \\
\mathrm{INC}_{R} \frac{x \in A \vdash^{+\mathrm{INc}} x \in A}{\vdash^{+\mathrm{Inc}} A \subseteq A}
\end{gathered}
$$

These new rules are not just "macros" collapsing a sequence of introductions into a single one: they apply to a predicate, not a connector, and therefore do not solely contain purely logical informations. This therefore raises non trivial questions solved in this paper, like the conditions under which the system is complete or consistent and sufficient conditions to get cut-elimination.

Superdeduction is based on previous works on supernatural deduction, a deduction system introduced by Benjamin Wack in [32] and providing a logical interpretation of the $\rho$-calculus [6, 7]. A first presentation of superdeduction for the sequent calculus has been given in [4] and the consistency of such systems is studied in [18].

In this context, our contributions are the following:

- We define in a systematic way the extension of the classical sequent calculus by new deduction rules inferred from the axioms of the theory that are proposition rewrite rules; We prove that this is correct and complete taking into account permutability problems; This is described in the next section.
- Building on Urban's proof-term language for the sequent calculus [28], we propose a simple and expressive calculus that we show to provide a Curry-Howardde Bruijn correspondence for superdeduction; Assuming the proposition rewrite system used to extend deduction to be weakly normalising and confluent, we show in section 3 that the calculus is strongly normalising and therefore that the theory is consistent and that the superdeduction system has the cut-elimination property.
- Last, we investigate in section 4 the consequence of these results for the foundation of a new generation of
proof assistants for which we have a first downloadable prototype, lemuridæ(rho.loria.fr).

The proof of the main results are given in the appendix for refereeing purposes, and are part of the full version of the paper available on the authors web page (e.g. www. loria.fr/~houtmann).

## 2 Super sequent calculus

As mentioned in the introduction and similarly as in deduction modulo, we focus our attention to formulae of the form $\forall \bar{x} .(P \Leftrightarrow \varphi)$ where $P$ is atomic:

Definition 2.1 (Propositions rewrite rule). The notation $R$ : $P \rightarrow \varphi$ denotes the axiom $\forall \bar{x} .(P \Leftrightarrow \varphi)$ where $R$ is a name for it, $P$ is an atomic proposition, $\varphi$ some proposition and $\bar{x}$ their free variables.

Notice that $P$ may contain first-order terms and therefore that such an axiom is not just a definition. For instance, $\operatorname{is} \operatorname{Zero}(\operatorname{succ}(n)) \rightarrow \perp$ is a proposition rewrite rule.

For the classical sequent calculus, let us now describe how the computation of the superdeduction new inference rules is performed.

Definition 2.2 (Super sequent calculus rules computation). Let $\mathcal{C}$ alc be a set of rules composed by the subset of the sequent calculus deduction rules formed of $\mathrm{Ax}, \perp_{L}, \top_{R}$, $\vee_{L}, \vee_{R}, \wedge_{L}, \wedge_{R}, \Rightarrow_{L}, \Rightarrow_{R}, \forall_{L}, \forall_{R}, \exists_{L}$ and $\exists_{R}$, as well as of the two following rules $\top_{L}$ and $\perp_{R}$

$$
\top_{L} \frac{\Gamma \vdash \Delta}{\Gamma, \top \vdash \Delta} \quad \perp_{R} \frac{\Gamma \vdash \Delta}{\Gamma \vdash \perp, \Delta}
$$

Let $R: P \rightarrow \varphi$ be a proposition rewrite rule .

1. To get the right rule associated with $R$, initialise the procedure with the sequent $\Gamma \vdash \varphi, \Delta$. Next, apply the rules of $\mathcal{C}$ alc until there is no open leave anymore on which they can be applied. Then, collect the premises, the side conditions and the conclusion and replace $\varphi$ by $P$ to obtain the right rule $R_{R}$.
2. To get the left rule $R_{L}$ associated with $R$, initialise the procedure with the sequent $\Gamma, \varphi \vdash \Delta$. apply the rules of $\mathcal{C}$ alc and get the new left rule the same way as for the right one.

Definition 2.3 (Super sequent calculus). Given a proposition rewrite system $\mathcal{R}$, the super sequent calculus associated with $\mathcal{R}$ is formed of the rules of classical sequent calculus and the rules built upon $\mathcal{R}$. The sequents in such a system are written $\Gamma \vdash^{+\mathcal{R}} \Delta$.

To ensure good properties of the system, we need to put some restrictions on the axioms though. Although the deduction rules of the classical sequent calculus propositional fragment may be applied in any order to reach axioms, the application order of rules concerning quantifiers is significant. Let us consider the following cases:

$$
\begin{aligned}
& \mathrm{Ax} \frac{P\left(x_{0}\right) \vdash P\left(x_{0}\right)}{\forall_{L}} \\
& \forall_{R} \frac{P x \cdot P(x) \vdash P\left(x_{0}\right)}{\forall x . P(x) \vdash \forall x . P(x)} \quad \forall_{L} \frac{P(t) \vdash \forall x \cdot P(x)}{\forall x \cdot P(x) \vdash \forall x . P(x)}
\end{aligned}
$$

The left-hand side proof succeeds because the early application of the $\forall_{R}$ rule provides the right term for instantiating the variable of the proposition present in the context. On the other hand, the second proof can not be completed since the $\forall_{R}$ side condition requires the quantified variable to be substituted for a fresh one. Such a situation may occur when building the super sequent calculus custom rules and therefore may break its completeness w.r.t. classical predicate logic. This common permutability problem of automated proof search appears here since superdeduction systems are in fact embedding a part of compiled automated deduction. Thereby we apply an idea inspired by focussing techniques, namely replacing every subformula of $\varphi$ leading to a permutability problem by a fresh predicate symbol parameterised by the free variables of the subformula. To formalise this, we first need to recall the polarity notion:

Definition 2.4 (Polarity of a subformula). The polarity $\operatorname{pol}_{\varphi}(\psi)$ of $\psi$ in $\varphi$ where $\psi$ is a subformula of $\varphi$ is defined as follows:

- if $\varphi=\psi$, then $\operatorname{pol}_{\varphi}(\psi)=\mathrm{T}$;
- if $\varphi=\varphi_{1} \wedge \varphi_{2}$ or $\varphi_{1} \vee \varphi_{2}$, then $\operatorname{pol}_{\varphi}(\psi)=\operatorname{pol}_{\varphi_{1}}(\psi)$ if $\psi$ is a subformula of $\varphi_{1}, \operatorname{pol}_{\varphi_{2}}(\psi)$ else;
- if $\varphi=\forall x . \varphi_{1}$ or $\exists x . \varphi_{1}$, then $\operatorname{pol}_{\varphi}(\psi)=\operatorname{pol}_{\varphi_{1}}(\psi)$;
- if $\varphi=\varphi_{1} \Rightarrow \varphi_{2}$, then $\operatorname{pol}_{\varphi}(\psi)=\neg \operatorname{pol}_{\varphi_{1}}(\psi)$ if $\psi$ is a subformula of $\varphi_{1}, \operatorname{pol}_{\varphi_{2}}(\psi)$ else.

Definition 2.5 (Set of permutability problems). A formula $\psi$ is in the set $P P(\varphi)$ of $\varphi$ permutability problems if there exists $\varphi^{\prime}$ a subformula of $\varphi$ such that $\psi$ is a subformula of $\varphi^{\prime}$ and one of these propositions holds:

- $\varphi^{\prime}=\forall x \cdot \varphi_{1}^{\prime}, \psi=\forall x . \psi_{1}^{\prime}$ and $\operatorname{pol}_{\varphi^{\prime}}(\psi)=\perp$
- $\varphi^{\prime}=\exists x \cdot \varphi_{1}^{\prime}, \psi=\exists x \cdot \psi_{1}^{\prime}$ and $\operatorname{pol}_{\varphi^{\prime}}(\psi)=\perp$
- $\varphi^{\prime}=\forall x \cdot \varphi_{1}^{\prime}, \psi=\exists x \cdot \psi_{1}^{\prime}$ and $\operatorname{pol}_{\varphi^{\prime}}(\psi)=\top$
- $\varphi^{\prime}=\exists x \cdot \varphi_{1}^{\prime}, \psi=\forall x . \psi_{1}^{\prime}$ and $^{\operatorname{pol}}{ }_{\varphi^{\prime}}(\psi)=\top$

This allows us to define the most appropriate generalisation of a proposition rewrite rule $R: P \rightarrow \varphi$ :

$$
\begin{aligned}
& \operatorname{Ax} \frac{\operatorname{Cut} \frac{\Gamma \vdash \varphi, \Delta \quad \Gamma, \varphi \vdash \Delta}{\Gamma, \varphi \vdash \varphi, \Delta} \quad \perp_{L} \overline{\Gamma \vdash \Delta} \quad \mathrm{~T}_{R} \overline{\Gamma \vdash \vdash^{\top}, \Delta}}{} \\
& \wedge_{L} \frac{\Gamma, \varphi_{1}, \varphi_{2} \vdash \Delta}{\Gamma, \varphi_{1} \wedge \varphi_{2} \vdash \Delta} \quad \wedge_{R} \frac{\Gamma \vdash \varphi_{1}, \Delta \quad \Gamma \vdash \varphi_{2}, \Delta}{\Gamma \vdash \varphi_{1} \wedge \varphi_{2}, \Delta} \quad \vee_{L} \frac{\Gamma, \varphi_{1} \vdash \Delta \quad \Gamma, \varphi_{2} \vdash \Delta}{\Gamma, \varphi_{1} \vee \varphi_{2} \vdash \Delta} \quad \vee_{R} \frac{\Gamma \vdash \varphi_{1}, \varphi_{2}, \Delta}{\Gamma \vdash \varphi_{1} \vee \varphi_{2}, \Delta} \\
& \Rightarrow_{R} \frac{\Gamma, \varphi_{1} \vdash \varphi_{2}, \Delta}{\Gamma \vdash \varphi_{1} \Rightarrow \varphi_{2}, \Delta} \quad \Rightarrow_{L} \frac{\Gamma \vdash \varphi_{1}, \Delta \quad \Gamma, \varphi_{2} \vdash \Delta}{\Gamma, \varphi_{1} \Rightarrow \varphi_{2} \vdash \Delta} \quad \forall_{R} \frac{\Gamma \vdash \varphi, \Delta}{\Gamma \vdash \forall x . \varphi, \Delta} x \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta) \quad \forall_{L} \frac{\Gamma, \varphi[t / x] \vdash \Delta}{\Gamma, \forall x . \varphi \vdash \Delta} \\
& \exists_{R} \frac{\Gamma \vdash \varphi[t / x], \Delta}{\Gamma \vdash \exists x . \varphi, \Delta} \quad \exists_{L} \frac{\Gamma, \varphi \vdash \Delta}{\Gamma, \exists x . \varphi \vdash \Delta} x \notin \mathcal{F V}(\Gamma, \Delta) \quad \operatorname{ContR}_{R} \frac{\Gamma \vdash \varphi, \varphi, \Delta}{\Gamma \vdash \varphi, \Delta} \quad \operatorname{Contr}_{L} \frac{\Gamma, \varphi, \varphi \vdash \Delta}{\Gamma, \varphi \vdash \Delta}
\end{aligned}
$$

Figure 1. Classical sequent calculus.

Definition 2.6 (Set of delayed proposition rewrite rules).
$D l(R: P \rightarrow \varphi)=$
$\left\{P \rightarrow C\left[Q_{1}\left(\overline{x_{1}}\right), \ldots, Q_{n}\left(\overline{x_{n}}\right)\right]\right\} \bigcup_{i=1 \ldots n} \operatorname{Dl}\left(Q_{i} \rightarrow \varphi_{i}\right)$
such that:

- $C$ is the largest context in $\varphi$ with no formula in $P P(\varphi)$ such that $\varphi=C\left[\varphi_{1} \ldots \varphi_{n}\right]$;
- $\forall i \in\{1 \ldots n\}, \overline{x_{i}}$ is the vector of $\varphi_{i}$ free variables;
- $Q_{1} \ldots Q_{n}$ are fresh predicate symbols.

As an example, let us consider the proposition rewrite rule defining the natural numbers as the set of terms verifying the inductive predicate:

$$
\begin{aligned}
& \in_{\mathbb{N}}: n \in \mathbb{N} \rightarrow \\
& \forall P \cdot(0 \in P \Rightarrow \forall m .(m \in P \Rightarrow S(m) \in P) \Rightarrow n \in P)
\end{aligned}
$$

This axiom can be found in [14] which introduces an axiomatisation of constructive arithmetic with rewrite rules only. It uses a simple second-order encoding by expressing quantification over propositions by quantification over classes; $x \in P$ should therefore be read as $P(x)$. The delayed set $D l\left(\in_{\mathbb{N}}\right)$ of proposition rewrite rules derived from the rules above is:

$$
\begin{aligned}
\in_{\mathbb{N}}: n \in \mathbb{N} & \rightarrow \forall P .(0 \in P \Rightarrow H(P) \Rightarrow n \in P) \\
\text { hered }: H(P) & \rightarrow \forall m .(m \in P \Rightarrow S(m) \in P)
\end{aligned}
$$

Let us notice that the proposition $H(P)$ revealed by the elimination of permutability problems expresses heredity, a well-known notion. Focussing on parts of the propositions which raise some non-trivial choice at some phase on the proof has been naturally done by mathematicians. Then we obtain the following deduction rules for the natural numbers definition:

$$
\begin{aligned}
\epsilon_{\mathbb{N}_{L}} & \frac{\Gamma \vdash^{+} 0 \in P, \Delta \quad \Gamma \vdash^{+} H(P), \Delta \quad \Gamma, n \in P \vdash^{+} \Delta}{\Gamma, n \in \mathbb{N} \vdash^{+} \Delta} \\
& \in_{\mathbb{N}_{R}} \frac{0 \in P, H(P) \vdash^{+} n \in P, \Delta}{\Gamma \vdash^{+} n \in \mathbb{N}, \Delta} P \notin \mathcal{F V}(\Gamma, \Delta)
\end{aligned}
$$

The left rule translates exactly the usual induction rule. The hered proposition rewrite rule generates new deduction rules too:

$$
\begin{aligned}
\operatorname{hered}_{L} & \frac{\Gamma \vdash^{+} m \in P, \Delta \quad \Gamma, S(m) \in P \vdash^{+} \Delta}{\Gamma, H(P) \vdash^{+} \Delta} \\
\operatorname{hered}_{R} & \frac{\Gamma, m \in P \vdash^{+} S(m) \in P, \Delta}{\Gamma \vdash^{+} H(P), \Delta} m \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta)
\end{aligned}
$$

Once again, the right rule corresponds to the usual semantics of heredity.

Main properties of the super sequent calculus associated with a delayed set of axioms are its soundness and completeness w.r.t. classical predicate logic.

Theorem 2.1 (Soundness and completeness of super sequent calculus). Given $\mathcal{T h}$ an axiomatic theory made of axioms of the form $\forall \bar{x} .(P \Leftrightarrow \varphi)$ with $P$ atomic and $\mathcal{R}$ the associated proposition rewrite rules, every proof of $\Gamma \vdash_{D l(\mathcal{R})} \Delta$ in super sequent calculus can be translated into a proof of $\Gamma, \mathcal{T h} \vdash \Delta$ in sequent calculus (soundness) and conversely (completeness).

The proof is detailed in [4].

## 3 Curry-Howard-de Bruijn correspondence and cut-elimination

The relation between classical logic and computation has been explored in various ways since early results such as Griffin's correspondence between classical logic and computations with continuations [16]. Recent attempts to find a Curry-Howard-de Bruijn correspondence for classical sequent calculus are concentrated in Herbelin's and in Urban's works [17, 27]. They ground two families of proof-term languages for classical sequent calculus.

On one hand, the $\bar{\lambda} \mu \tilde{\mu}$-calculus presented in [17, 9] and inspired from the $\lambda \mu$-calculus [24], proposes to focus on
one formula in each sequent. Thus the type of any welltyped proof-term is the formula focused in the corresponding sequent. The calculus is extended to all the usual logical connectors in [33] and two cut-elimination strategies are exhibited corresponding respectively to call-by-value and call-by-name which are proven to be De Morgan dual.

On the other hand Urban's proof-term language presented in $[27,29]$ is constructed from the opposite point of view. Instead of switching step by step from the $\lambda$-calculus for intuitionistic natural deduction to the $\lambda \mu$-calculus for classical natural deduction and finally to the $\bar{\lambda} \mu \tilde{\mu}$-calculus for classical sequent calculus, the starting point is the classical sequent calculus for which algebraic constructors are written, representing exactly each deduction rule. A large part of the work consists then in comparing the various possibilities for a cut-elimination procedure, such as Gentzen's original procedure [15]. In particular Urban proposes two cut-elimination procedures and proves their strong normalisation, amongst other appropriate properties. The first is exposed in $[27,29]$ while the second, presented as Gentzenlike, is introduced in [27, 28]. In [20] Lengrand names $\lambda \xi$ the implicational fragment of Urban's proof-term language and bridges the gap with the $\bar{\lambda} \mu \tilde{\mu}$-calculus by encoding one into the other. In particular, a simulation of the $\bar{\lambda} \mu \tilde{\mu}$ calculus in $\lambda \xi$ is exhibited, showing that the strong normalisation of the former is induced by the one of the latter (which is proven in [27]). $\lambda \xi$ is named $\mathcal{X}$ and reconsidered in [30] in an untyped setting. Its expressive power is demonstrated in particular by interpretations for the $\lambda$-calculus, the $\lambda \mu$-calculus and Bloo and Rose's calculus $\lambda \mathbf{x}$ [3].

To build an appropriate proof-term language for superdeduction, what is the best language to start from? To explain our choice, we need to take into account that the computation of the new deduction rules may contain changes of focus such as:

$$
\begin{aligned}
\vee_{L} & \frac{\varphi_{1}, \varphi_{3} \vdash \varphi_{4} \quad \varphi_{2}, \varphi_{3} \vdash \varphi_{4}}{\Rightarrow_{R} \frac{\varphi_{1} \vee \varphi_{2}, \varphi_{3} \vdash \varphi_{4}}{\varphi_{1} \vee \varphi_{2} \vdash \varphi_{3} \Rightarrow \varphi_{4}}}
\end{aligned}
$$

expressed in $\bar{\lambda} \mu \tilde{\mu}$-calculus with the following underlined focuses

$$
\begin{aligned}
& \vee_{L} \frac{\varphi_{3}, \underline{\varphi_{1}} \vdash \varphi_{4} \quad \varphi_{3}, \underline{\varphi_{2}} \vdash \varphi_{4}}{\varphi_{3}, \underline{\varphi_{1} \vee \varphi_{2}} \vdash \underline{\varphi_{4}}} \\
& \quad \text { FOCUS } \frac{\varphi_{1} \vee \varphi_{2}, \varphi_{3} \vdash \underline{\varphi_{4}}}{y_{R}} \\
& \quad y_{1} \vee \varphi_{2} \vdash \underline{\varphi_{3} \Rightarrow \varphi_{4}}
\end{aligned}
$$

These hidden steps in sequent calculus are explicit in $\bar{\lambda} \mu \tilde{\mu}-$ calculus: constructors $\mu$ and $\tilde{\mu}$ play indeed the role of focusers. Since the construction of new inference rules in superdeduction obviously contains focus steps which are hidden in the final deduction rule, they should be hidden in the new proof-term we are seeking for. This important difference between $\bar{\lambda} \mu \tilde{\mu}$-calculus and Urban's proof-term language conduces us to choose Urban's framework as the base
of our proof-term language for superdeduction. However slight changes are made to the original language to make it correspond with our version of classical sequent calculus (figure 1). Our specific version of Urban's calculus is depicted in the following subsection.

Since no focus is made on a particular formula of a sequent $\Gamma \vdash \Delta$ in Urban's calculus, a proof-term $M$ will always annotate the full sequent. Such typing judgements will be denoted $M \triangleright \Gamma \vdash \Delta$.

### 3.1 Urban's calculus

Urban's proof-term language for classical sequent calculus makes no use of the first-class objects of the $\lambda$-calculus such as abstractions or variables. Variables are replaced by names and conames. Let X and A be respectively the set of names and the set of conames. Symbols $x, y, \ldots$ will range over X while symbols $a, b, \ldots$ will range over A. Symbols $x, y, \ldots$ will range over the set of first-order variables. Left-contexts and right-contexts are sets containing respectively pairs $x: \varphi$ and pairs $a: \varphi$. Symbol $\Gamma$ will range over left-contexts and symbol $\Delta$ will range over the rightcontexts. Moreover, contexts cannot contain more than one occurrence of a name or coname. We will never omit the 'first-order' in 'first-order term' in order to avoid confusion with 'terms' (i.e. proof-terms). The set of terms is defined as follows.

```
\(M, N \quad::=\quad \mathrm{Ax}(x, a) \mid \operatorname{Cut}(\widehat{a} M, \widehat{x} N)\)
    \(\left|\quad \operatorname{False}_{L}(x)\right| \operatorname{True}_{R}(a)\)
    \(\operatorname{And}_{R}(\widehat{a} M, \widehat{b} N, c) \mid \operatorname{And}_{L}(\widehat{x} \widehat{y} M, z)\)
    \(\operatorname{Or}_{R}(\widehat{a} \widehat{b} M, c) \mid \operatorname{Or}_{L}(\widehat{x} M, \widehat{y} N, z)\)
    \(\operatorname{lmp}_{R}(\widehat{x} \widehat{a} M, b) \mid \operatorname{Imp}_{L}(\widehat{x} M, \widehat{a} N, y)\)
    Exists \(_{R}(\widehat{a} M, t, b) \mid \operatorname{Exists}_{L}(\widehat{x} \widehat{x} M, y)\)
    Forall \(_{R}(\widehat{a} \widehat{\times} M, b) \mid\) Forall \(_{L}(\widehat{x} M, t, y)\)
```

Names and conames are not called variables and covariables such as in $\bar{\lambda} \mu \tilde{\mu}$-calculus since they do not represent places where terms might be inserted. They still may appear bound: the symbol « ${ }^{\text {» }}$ is the unique binder of the calculus and thus we can compute the sets of free and bound names, conames and first-order variables in any term. We consequently adopt Barendregt's convention on names, conames and first-order variables: in a term or in a statement a name, a coname or a first-order variable is never both bound and free in the same context.

The type system is expressed in figure 2. The differences with Urban's type system is the use of
$\vee_{R} \frac{\Gamma \vdash \varphi_{1}, \varphi_{2}, \Delta}{\Gamma \vdash \varphi_{1} \vee \varphi_{2}, \Delta} \quad$ instead of $\quad \vee_{R}-i \frac{\Gamma \vdash \varphi_{i}, \Delta}{\Gamma \vdash \varphi_{1} \vee \varphi_{2}, \Delta}$
for $i \in\{1,2\}$ and similarly for $\wedge$.
A comma in a conclusion stands for the set union and a comma in a premise stands for the disjoint set union. This
allows our type inference rules to contain implicit contraction.

A term $M$ introduces the name $z$ if it is of the form $\operatorname{Ax}(z, a), \quad \operatorname{False}_{L}(z), \quad \operatorname{And}_{L}(\widehat{x} \widehat{y} M, z), \operatorname{Or}_{L}(\widehat{x} M, \widehat{y} N, z)$, $\operatorname{Imp}_{L}(\widehat{x} M, \widehat{a} N, z), \quad \operatorname{Exists}_{L}(\widehat{x} \widehat{x} M, z), \quad$ Forall $L_{L}(\widehat{x} M, t, z)$, and it introduces the coname $c$ is it is of the form $\mathrm{Ax}(x, c), \quad \operatorname{True}_{R}(c), \quad \operatorname{And}_{R}(\widehat{a} M, \widehat{b} N, c), \quad \operatorname{Or}_{R}(\widehat{a} \widehat{b} M, c)$, $\operatorname{Imp}_{R}(\widehat{x a} M, c), \operatorname{Exists}_{R}(\widehat{a} M, t, c)$, Forall $(\widehat{a} \widehat{x} M, c)$. A term $M$ freshly introduces a name or a coname if it introduces it, but none of its proper subterms do. It means that the corresponding formula is introduced at the top-level of the proof, but not implicitly contracted and consequently introduced in some subproof.

Appendix A presents a (non-confluent) cut-elimination procedure denoted $\xrightarrow{\text { cut }}$ proven to be strong normalising on well-typed terms in [27, 29]. It is complete in the sense that irreducible terms are cut-free.

### 3.2 Proof-terms for superdeduction

During the computation of the deduction rules for some proposition rewrite rule, the procedure computes an open derivation where two kinds of information still need to be provided: (1) premises that remain to be proved and (2) first-order terms written at a metalevel by rules $\exists_{R}$ and $\forall_{L}$ that still remain to be instantiated.

In order to represent these, we use a formal notion of open-terms: terms that contains (1) open leaves that represent premises that remain to be proved and are denoted $\square$, and (2) placeholders for first-order terms that represent uninstantiated first-order terms and are denoted by $\alpha, \beta, \ldots$ Substitutions over placeholder-terms are written $[\alpha:=t, \ldots]$ and are defined over first-order terms, formulae, sequents, and terms. The syntax of open-terms is then:

$$
\begin{aligned}
C, D::= & \square \triangleright \Gamma \vdash \Delta|\operatorname{Ax}(x, a)| \operatorname{Cut}(\widehat{a} C, \widehat{x} D) \\
\mid & \ldots \\
& \operatorname{Exists}_{R}(\widehat{a} C, \alpha, b) \mid \operatorname{Exists}_{L}(\widehat{x} \widehat{C} C, y) \\
& \operatorname{Forall}_{R}(\widehat{a} \widehat{x} C, b) \mid \operatorname{Forall}_{L}(\widehat{x} C, \alpha, y)
\end{aligned}
$$

Urban's cut-elimination procedure is extended to openterms in the obvious way. Typing is also extended to openterms by adding the following rule to the type inference rules of figure 2 .

$$
\overline{(\square \triangleright \Gamma \vdash \Delta) \triangleright \Gamma \vdash \Delta}
$$

Theses leaves will be denoted for short $\overline{\square \triangleright \Gamma \vdash \Delta}$. Type inference derivation for open-terms are called open type inference derivations. Their open leaves are the later leaves, i.e. the open leaves of the open-term. For some open-term $C$, its number of occurrences of $\square$ is denoted $n_{C}$. Then for some placeholder-term substitution $\sigma=$
[ $\alpha_{1}:=t_{1}, \ldots, \alpha_{p}:=t_{p}$ ] where all placeholder-terms appearing in $C$ are substituted by $\sigma$ (we say that $\sigma$ covers $C$ ) and for $M_{1}, \ldots, M_{n_{C}}$ some terms, we define the term $\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right]$ as follows.

- if $C$ is a term and $n_{C}=0$ then trivially $\sigma C[] \triangleq \sigma C$;
- if $C=\square \triangleright \Gamma \vdash \Delta$ and $n_{C}=1$ then $\sigma C[M] \triangleq M$;
- if $C=\operatorname{And}_{R}\left(\widehat{a} C_{1}, \widehat{b} C_{2}, c\right)\left[M_{1}, \ldots, M_{n_{C}}\right]$ then
$\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleq$
$\operatorname{And}_{R}\left(\widehat{a} \sigma C_{1}\left[M_{1}, \ldots, M_{n_{C_{1}}}\right], \widehat{b} \sigma C_{2}\left[M_{n_{C_{1}}+1}, \ldots, M_{n_{C}}\right], c\right) ;$
- if $C=\operatorname{Exists}_{L}\left(\widehat{x} \widehat{x} C_{1}, y\right)$, then
$\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleq \operatorname{Exists}_{L}\left(\widehat{x} \widehat{x} \sigma C_{1}\left[M_{1}, \ldots, M_{n_{C}}\right], y\right) ;$
- if $C=\operatorname{Exists}_{R}\left(\widehat{a} C_{1}, \alpha, b\right)$, then
$\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleq \operatorname{Exists}_{R}\left(\widehat{a} \sigma C_{1}\left[M_{1}, \ldots, M_{n_{C}}\right], \sigma \alpha, b\right) ;$
- the other remaining cases are similar.

First, we can prove the following simple result.
Lemma 3.1. For some well-typed open-term $C \triangleright \Gamma \vdash \Delta$ whose open leaves are $\square \triangleright \Gamma_{i} \vdash \Delta_{i}$ for $1 \leqslant i \leqslant n_{C}$, for some $\sigma$ covering $C$, iffor all $1 \leqslant i \leqslant n_{C}, M_{i} \triangleright \sigma \Gamma_{i} \vdash \sigma \Delta_{i}$ is a well-typed term, then $\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma \vdash \sigma \Delta$ is a well-typed term.

Proof. We proceed by induction on the context $C$. The proof is detailed in appendix B.

Let us define now the extended terms and reduction rules associated with the proposition rewrite rule $R: P \rightarrow \varphi$. For some formula $\varphi$, for $x$ and $a$ some name and coname, the open-terms denoted $\backslash \vdash a: \varphi \searrow$ and $\backslash x: \varphi \vdash \downarrow$ are defined in figure 3. The definition is non-deterministic just as the definition of new deduction rules in super sequent calculus systems. We may pick any of the possibilities just as we do for the computation of new deduction rules. Before writing terms representing respectively the introduction of $P$ on the right and on the left for some proposition rewrite rule $R$ : $P \rightarrow \varphi$, we prove the following lemma.

Lemma 3.2. Let $R: P \rightarrow \varphi$ be some proposition rewrite rule and let $C$ be the open-term $\backslash \vdash a: \varphi \downarrow$. Then, for any instance of the right rule $R_{R}$ having $\Gamma \vdash a: P, \Delta$ as its conclusion, $C \triangleright \Gamma \vdash a: \varphi, \Delta$ is well-typed, and moreover there exists some substitution $\sigma$ for placeholderterms covering $C$ such that the sequents in the premises of $C$ substituted by $\sigma$ are the premises of this instance of $R_{R}$.

$$
\operatorname{Ax} \overline{\operatorname{Ax}(x, a) \triangleright \Gamma, x: \varphi \vdash a: \varphi, \Delta}
$$

$$
\perp_{L} \overline{\text { False }_{L}(x) \triangleright \Gamma, x: \perp \vdash \Delta}
$$

$$
\wedge_{R} \frac{M \triangleright \Gamma \vdash a: \varphi_{1}, \Delta \quad N \triangleright \Gamma \vdash b: \varphi_{2}, \Delta}{\operatorname{And}_{R}(\widehat{a} M, \widehat{b} N, c) \triangleright \Gamma \vdash c: \varphi_{1} \wedge \varphi_{2}, \Delta}
$$

$$
\vee_{R} \frac{M \triangleright \Gamma \vdash a: \varphi_{1}, b: \varphi_{2}, \Delta}{\operatorname{Or}_{R}(\widehat{a} \widehat{b} M, c) \triangleright \Gamma \vdash c: \varphi_{1} \vee \varphi_{2}, \Delta}
$$

$$
\Rightarrow_{R} \frac{M \triangleright \Gamma, x: \varphi_{1} \vdash b: \varphi_{2}, \Delta}{\operatorname{lmp}_{R}(\widehat{x} a M, b) \triangleright \Gamma \vdash b: \varphi_{1} \Rightarrow \varphi_{2}, \Delta}
$$

$$
\exists_{R} \frac{M \triangleright \Gamma \vdash a: \varphi[\mathrm{x}:=t], \Delta}{\operatorname{Exists}_{R}(\widehat{a} M, t, b) \triangleright \Gamma \vdash b: \exists \mathrm{x} \cdot \varphi, \Delta}
$$

$$
\forall_{R} \frac{M \triangleright \Gamma \vdash a: \varphi, \Delta}{\text { Forall }_{R}(\widehat{a} \times M, b) \triangleright \Gamma \vdash b: \forall \times \cdot \varphi, \Delta} \times \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta)
$$

$$
\begin{gathered}
\operatorname{Cut} \frac{M \triangleright \Gamma \vdash a: \varphi, \Delta \quad N \triangleright \Gamma, x: \varphi \vdash \Delta}{\operatorname{Cut}(\widehat{a} M, \widehat{x} N) \triangleright \Gamma \vdash \Delta} \\
\mathrm{T}_{R} \frac{\operatorname{True}_{R}(a) \triangleright \Gamma \vdash a: \top, \Delta}{\wedge_{L}} \frac{M \triangleright \Gamma, x: \varphi_{1}, y: \varphi_{2} \vdash \Delta}{\operatorname{And}_{L}(\widehat{x} \widehat{y} M, z) \triangleright \Gamma, z: \varphi_{1} \wedge \varphi_{2} \vdash \Delta} \\
\vee_{L} \frac{M \triangleright \Gamma, x: \varphi_{1} \vdash \Delta \quad N \triangleright \Gamma, y: \varphi_{2} \vdash \Delta}{\operatorname{Or}_{L}(\widehat{x} M, \widehat{y} N, z) \triangleright \Gamma, z: \varphi_{1} \vee \varphi_{2} \vdash \Delta} \\
\Rightarrow_{L} \frac{M \triangleright \Gamma, x: \varphi_{2} \vdash \Delta \quad N \triangleright \Gamma \vdash a: \varphi_{1}, \Delta}{\operatorname{lmp}_{L}(\widehat{x} M, \widehat{a} N, y) \triangleright \Gamma, y: \varphi_{1} \Rightarrow \varphi_{2} \vdash \Delta} \\
\exists_{L} \frac{M \triangleright \Gamma, x: \varphi \vdash \Delta}{\operatorname{Exists}_{L}(\widehat{x x} M, y) \triangleright \Gamma, y: \exists x . \varphi \vdash \Delta} \times \notin \mathcal{F V}(\Gamma, \Delta) \\
\forall_{L} \frac{M \triangleright \Gamma, x: \varphi[\mathrm{x}:=t] \vdash \Delta}{\operatorname{Forall}_{L}(\widehat{x} M, t, y) \triangleright \Gamma, y: \forall x . \varphi \vdash \Delta}
\end{gathered}
$$

Figure 2. Type system.

Proof. By construction, an instance of $R_{R}$ can be transformed into a decomposition of the logical connectors of $\varphi$, and thus into some open type inference of $C \triangleright \Gamma \vdash a: \varphi, \Delta$, by construction of $C$. The substitution $\sigma$ substitutes for the placeholder-terms in this open type inference derivation the terms that are used in this instance of $R_{R}$. We obtain thus that the sequents in the premises of $C$ substituted by $\sigma$ are the premises of this instance of $R_{R}$.

An analogous version of lemma 3.2 can be proven for the introduction of $P$ on the left. So we propose the type inference rules presented in figure 4 for introducting $P$ on the left and on the right. We obtain the extended proof-terms for a super sequent calculus system. Proofs substitutions are extended in the obvious way on proof-terms.

We define the extended cut-elimination associated with $\xrightarrow{\text { cut }}$, denoted $\xrightarrow{\text { excut }}$ as follows. For each proposition rewrite rule $R: P \rightarrow \varphi$, for each reduction

$$
\operatorname{Cut}(\widehat{a} \backslash \vdash a: \varphi\rangle, \widehat{x} \backslash x: \varphi \vdash \searrow) \xrightarrow{\operatorname{cut}^{+}} C
$$

where $C$ is a normal form for $\xrightarrow{\text { cut }}$, we add to $\xrightarrow{\text { cut }}$ the rewrite rule depicted in figure 5 . The cut-elimination $\xrightarrow{\text { excut }}$ is complete: any instance of a cut is a redex and thus a normal form for $\xrightarrow{\text { excut }}$ is cut-free. Subject reduction is implied by lemmas 3.1 and 3.2.
Lemma 3.3 (Subject Reduction). If $M \xrightarrow{\text { excu** }} M^{\prime}$ and $M \triangleright$ $\Gamma \vdash \Delta$ is well-typed, then $M^{\prime} \triangleright \Gamma \vdash \Delta$ is well-typed.

We define a rewrite system denoted $\xrightarrow{\text { prop }}$ on propositions by turning each proposition rewrite rule into a rewrite rule in
the standard way (see for example [11]). We define a rewrite system denoted $\xrightarrow{\text { term }}$ on extended proof-terms as follows. It contains for each $R: P \rightarrow \varphi$ the rewrite rules written in figure 6.

As $\xrightarrow{\text { term }}$ is orthogonal, it is confluent. Besides if $\xrightarrow{\text { term }}$ is confluent and weakly normalising, then the unique normal form of an extended term $M$ is denoted $M \downarrow^{\mathrm{t}}$. Similarly if $\xrightarrow{\text { prop }}$ is confluent and weakly normalising, then the unique normal form of a formula $\varphi$ is denoted $\varphi \downarrow^{\text {p. . This notation }}$ is extended to contexts and sequents. It is also extended to open-terms, since they also contain sequents through the $\square \triangleright \Gamma \vdash \Delta$ constructor.

Let us prove now that $\xrightarrow{\text { excut }}$ is strongly normalising on well-typed extended terms under the following hypothesis.

Hypothesis 3.1. For a set of proposition rewrite rules $\mathcal{R}$ and for each of its rule $R: P \rightarrow \varphi$ :

- the rewrite relation $\xrightarrow{\text { prop }}$ associated with $\mathcal{R}$ is weakly normalising and confluent;
- P contains only first-order variables (no function or constant);
- $\mathcal{F V}(\varphi) \subseteq \mathcal{F V}(P)$.

The second hypothesis restricts the use of first-order constants and functions in particular to avoid counterexamples such as the presentation of Russel'paradox from [13] for which the set of proposition rewrite rules terminates but the cut-elimination does not.

Now we can state the main result:

$$
\begin{aligned}
& \backslash \Gamma \vdash \Delta \downarrow \triangleq \square \triangleright \Gamma \vdash \Delta \quad \text { if } \Gamma \text { and } \Delta \text { only contain atomic formulae } \\
& \langle\Gamma, x: \varphi \vdash a: \varphi, \Delta\rangle \triangleq \operatorname{Ax}(x, a) \\
& \left.\backslash \Gamma \vdash a: \varphi_{1} \Rightarrow \varphi_{2}, \Delta\right\rangle \triangleq \operatorname{Imp}_{L}\left(\widehat{x} \widehat{b} \backslash \Gamma, x: \varphi_{1} \vdash b: \varphi_{2}, \Delta \downarrow, a\right) \\
& \left.\left.\left.\backslash \Gamma, x: \varphi_{1} \Rightarrow \varphi_{2} \vdash \Delta\right\rangle \triangleq \operatorname{Imp}_{R}\left(\widehat{y} \backslash \Gamma, y: \varphi_{2} \vdash \Delta\right\rangle, \widehat{a} \backslash \Gamma \vdash a: \varphi_{1}, \Delta\right\rangle, x\right) \\
& \left\langle\Gamma \vdash a: \varphi_{1} \vee \varphi_{2}, \Delta\right\rangle \triangleq \operatorname{Or}_{R}\left(\widehat{b} \widehat{c} \backslash \Gamma \vdash b: \varphi_{1}, c: \varphi_{2}, \Delta \downarrow, a\right) \\
& \left.\left.\backslash \Gamma, x: \varphi_{1} \vee \varphi_{2} \vdash \Delta\right\rangle \triangleq \operatorname{Or}_{L}\left(\widehat{y} \backslash \Gamma, y: \varphi_{1} \vdash \Delta \, \widehat{z} \backslash \Gamma, z: \varphi_{2} \vdash \Delta\right\rangle, x\right) \\
& \left.\left.\backslash \Gamma \vdash a: \varphi_{1} \wedge \varphi_{2}, \Delta\right\rangle \triangleq \operatorname{And}_{R}\left(\widehat{b} \backslash \Gamma \vdash b: \varphi_{1}, \Delta \downarrow, \widehat{c} \backslash \Gamma \vdash c: \varphi_{2}, \Delta\right\rangle, a\right) \\
& \left.\left\langle\Gamma, x: \varphi_{1} \vee \varphi_{2} \vdash \Delta\right\rangle \triangleq \operatorname{And}_{L}\left(\widehat{y} \widehat{z} \backslash \Gamma, y: \varphi_{1}, z: \varphi_{2} \vdash \Delta\right\rangle, x\right) \\
& \left.\backslash \Gamma \vdash a: \exists \mathrm{x} \cdot \varphi, \Delta\rangle \triangleq \operatorname{Exists}_{R}(\widehat{b} \backslash \Gamma \vdash b: \varphi[\mathrm{x}:=\alpha], \Delta\rangle, \alpha, a\right) \quad \alpha \text { is fresh } \\
& \left.\langle\Gamma, x: \exists \mathrm{x} . \varphi \vdash \Delta\rangle \triangleq \operatorname{Exists}_{L}(\widehat{y} \widehat{\widehat{x}} \backslash \Gamma, y: \varphi \vdash \Delta\rangle, x\right) \quad \text { if } \mathrm{x} \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta) \\
& \left.\langle\Gamma \vdash a: \forall \mathrm{x} . \varphi, \Delta\rangle \triangleq \operatorname{Forall}_{R}(\widehat{b} \widehat{\mathrm{x}} \backslash \Gamma \vdash b: \varphi, \Delta\rangle, a\right) \quad \text { if } \mathrm{x} \notin \mathcal{F} \mathcal{V}(\Gamma, \Delta) \\
& \backslash \Gamma, x: \forall \mathrm{x} . \varphi \vdash \Delta\rangle \triangleq \operatorname{Forall}_{L}(\widehat{y} \backslash \Gamma, y: \varphi[\mathrm{x}:=\alpha] \vdash \Delta \downarrow, \alpha, x) \quad \alpha \text { is fresh }
\end{aligned}
$$

Figure 3. Definition of $\ \_\downarrow$

$$
R_{R} \frac{\left(M_{i} \triangleright \Gamma, x_{1}^{i}: A_{1}^{i}, \ldots, x_{p_{i}}^{i}: A_{p_{i}}^{i} \vdash a_{1}^{i}: B_{1}^{i}, \ldots, a_{q_{i}}^{i}: B_{q_{i}}^{i}, \Delta\right)_{1 \leqslant i \leqslant n}}{R_{R}\left(\widehat{x_{1}} \ldots \widehat{x_{p}},\left(\widehat{x_{1}^{i}} \ldots \widehat{x_{p_{i}}^{i}} \widehat{a_{1}^{i}} \ldots \widehat{a_{q_{i}}^{i}} M_{i}\right)_{1 \leqslant i \leqslant n}, \alpha_{1}, \ldots, \alpha_{q}, a\right) \triangleright \Gamma \vdash a: P, \Delta} \mathcal{C}
$$

$n$ is the number of open leaves of $\langle\vdash a: \varphi\rangle$. The side condition $\mathcal{C}$ is the side condition of the corresponding rule in the super sequent calculus. The first-order variables $\mathrm{x}_{1}, \ldots, \mathrm{x}_{p}$ are the variables concerned by this side condition and by lemma 3.2, they are the bound first-order variables of $\langle\vdash a: \varphi\rangle$. The $\alpha_{1}, \ldots, \alpha_{q}$ are the placeholder-terms appearing in this later open-term. When using this type inference rule, these placeholder-terms are to be instantiated by first-order terms in the proof-terms as in the formulae.

$$
R_{L} \frac{\left(N_{j} \triangleright \Gamma, y_{1}^{j}: C_{1}^{j}, \ldots, y_{r_{j}}^{j}: C_{r_{j}}^{j} \vdash b_{1}^{j}: D_{1}^{j}, \ldots, b_{s_{j}}^{j}: D_{s_{j}}^{j}, \Delta\right)_{1 \leqslant j \leqslant m}}{R_{L}\left(\widehat{y_{1}} \ldots \widehat{y_{r}},\left(\widehat{y_{1}^{j}} \ldots \widehat{y_{r_{j}}^{j}} \widehat{j_{1}^{j}} \ldots \widehat{b_{s_{j}}} N_{j}\right)_{1 \leqslant j \leqslant m}, \beta_{1}, \ldots, \beta_{s}, x\right) \triangleright \Gamma, x: P \vdash \Delta} \mathcal{C}^{\prime}
$$

$m$ is the number of open leaves of $\backslash x: \varphi \vdash\rangle$. The side condition $\mathcal{C}^{\prime}$ is the side condition of the corresponding rule in the super sequent calculus. The first-order variables $\mathrm{y}_{1}, \ldots, \mathrm{y}_{r}$ are the variables concerned by this side condition and by the version of lemma 3.2 for introducing $P$ on the left, they are the bound first-order variables of $\backslash x: \varphi \vdash \downarrow$. The $\beta_{1}, \ldots, \beta_{s}$ are the placeholder-terms appearing in this later open-term. By duality it is expected that $p=s$ and $q=r$. When using this type inference rule, these placeholder-terms are to be instantiated by first-order terms in the proof-terms as in the formulae.

Figure 4. Type inference rules for some proposition rewrite rule $R: P \rightarrow \varphi$

$$
\begin{aligned}
\sigma \operatorname{Cut}( & \widehat{a} R_{R}\left(\widehat{x_{1}} \ldots \widehat{x_{p}},\left(\widehat{x_{1}^{i}} \ldots \widehat{x_{i_{i}}^{\hat{i}}} \widehat{a_{1}^{i}} \ldots \widehat{a_{q_{i}}^{i}} M_{i}\right)_{1 \leqslant i \leqslant n}, \alpha_{1} \ldots \alpha_{q}, a\right), \\
& \left.\widehat{x} R_{L}\left(\widehat{y_{1}} \ldots \widehat{y_{r}},\left(\widehat{y_{1}^{j}} \ldots \widehat{y_{r_{j}}} \widehat{b_{1}^{j}} \ldots \widehat{s_{s_{j}}^{j}} N_{j}\right)_{1 \leqslant j \leqslant m}, \beta_{1} \ldots \beta_{s}, x\right)\right) \xrightarrow{\text { excut }} \sigma C\left[M_{1}, \ldots, N_{m}\right]
\end{aligned}
$$

if $R_{R}(\ldots)$ and $R_{L}(\ldots)$ freshly introduce $a$ and $x$.
Here $\sigma$ substitutes for each placeholder-term a first-order term. However these terms are meta just as the symbol $t$ in the eighth and ninth rule of figure 2 .

Figure 5. Extended cut-elimination rule

$$
\sigma R_{R}\left(\widehat{x_{1}} \ldots \widehat{x_{p}},\left(\widehat{x_{1}^{i}} \ldots \widehat{x_{p_{i}}^{i}} \widehat{a_{1}^{i}} \ldots \widehat{a_{q_{i}}^{i}} M_{i}\right)_{1 \leqslant i \leqslant n}, \alpha_{1} \ldots \alpha_{q}, a\right) \xrightarrow{\text { term }} \sigma\langle\vdash a: \varphi\rangle\left[M_{1}, \ldots, M_{n}\right]
$$

where $\sigma$ is a substitution over placeholder-terms covering $\langle\vdash a: \varphi\rangle$. Here the bound names and conames of this later open-term are supposed different from the free and bound names and conames of $R_{R}(\ldots)$.

$$
\left.\sigma R_{L}\left(\widehat{y_{1}} \ldots \widehat{y_{r}},\left(\widehat{y_{1}^{j}} \ldots \widehat{y_{r_{j}}^{j}} \widehat{b_{1}^{j}} \ldots \widehat{b_{s_{j}}^{j}} N_{j}\right)_{j \in\{1, \ldots, m\}}, \beta_{1} \ldots \beta_{s}, x\right) \xrightarrow{\text { term }} \sigma \backslash x: \varphi \vdash\right\rangle\left[N_{1}, \ldots, N_{m}\right]
$$

where $\sigma$ is a substitution over placeholder-terms covering $\langle x: \varphi \vdash\rangle$. Here the bound names and conames of this later open-term are supposed different from the free and bound names and conames of $R_{L}(\ldots)$.

Figure 6. Rewrite system on extended terms

Theorem 3.1 (Strong Normalisation). If the set of proposition rewrite rules satisfies hypothesis 3.1, then $\xrightarrow{\text { excut }}$ is strongly normalising on well-typed extended terms.

Proof. The proof is done in two main steps. First we prove that since $\xrightarrow{\text { prop }}$ is weakly normalising and confluent, then $\xrightarrow{\text { term }}$ is also weakly normalising (and confluent) and moreover if $M \triangleright \Gamma \vdash \Delta$ is some well-typed term, then $M \downarrow^{\mathrm{t}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$ is also a well-typed term. The second step is to prove that if $M \xrightarrow{\text { excut }} M^{\prime}$, then $M \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M^{\prime} \downarrow^{\mathrm{t}}$. Finally strong normalisation follows from strong normalisation of $\xrightarrow{\text { cut }}$ on Urban's well-typed terms. The full proof is detailed in appendix B

It is interesting to notice that since hypothesis 3.1 implies the cut-admissibility in the super sequent calculus system, and since this system is sound and complete w.r.t. predicate logic, it implies the consistency of the corresponding firstorder theory.

### 3.3 Simple examples

The first example we consider is known as Crabbe's counterexample and consists in $R: A \rightarrow B \wedge(A \Rightarrow \perp)$. The open-terms associated with it are:

$$
\begin{array}{cc}
\forall \vdash a: B \wedge(A \Rightarrow \perp) \downarrow= & \left.\operatorname{And}_{R} \widehat{b} M_{1}, \widehat{c} \operatorname{lmp}_{R}\left(\widehat{x} \widehat{b^{\prime}} M_{2}, c\right), a\right) \\
\langle x: B \wedge(A \Rightarrow \perp) \vdash\rangle= & \operatorname{And}_{L}\left(\widehat{y z} \operatorname{lmp}_{L} \widehat{y^{\prime}} \operatorname{False}_{L}\left(y^{\prime}\right),\right. \\
\widehat{a} M, z), x)
\end{array}
$$

The reduction

$$
\begin{aligned}
& \operatorname{Cut}\left(\widehat{a} \operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} \operatorname{lmp}_{R}\left(\widehat{x} \widehat{b^{\prime}} M_{2}, c\right), a\right),\right. \\
& \left.\widehat{x} \operatorname{And}_{L}\left(\widehat{y} \widehat{z} \operatorname{lmp}_{L}\left(\widehat{y^{\prime}} \operatorname{False}_{L}\left(y^{\prime}\right), \widehat{a} M, z\right), x\right)\right) \\
& \xrightarrow{\text { cut }} \text { * } \\
& \operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} \operatorname{Cut}\left(\widehat{a} M, \widehat{x} M_{2}\right)\right)
\end{aligned}
$$

is replaced by

$$
\begin{aligned}
& \operatorname{Cut}\left(\widehat{a} R_{R}\left(\widehat{b} M_{1}, \widehat{x} \widehat{b^{\prime}} M_{2}, a\right), \widehat{x} R_{L}(\widehat{y} \widehat{a} M, x)\right) \\
\rightarrow \quad & \operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} \operatorname{Cut}\left(\widehat{a} M, \widehat{x} M_{2}\right)\right)
\end{aligned}
$$

with ad hoc conditions on freshly introduced variables. Let us define the two following terms.

$$
\begin{aligned}
\delta & \triangleq R_{L}(\widehat{y} \widehat{a} \mathrm{Ax}(x, a), x) \\
\Delta & \triangleq R_{R}\left(\widehat{b} \mathrm{Ax}(z, b), \widehat{x} \widehat{b^{\prime}} \delta, c\right)
\end{aligned}
$$

The following reduction does not terminate:

$$
\begin{aligned}
& \operatorname{Cut}(\widehat{c} \Delta, \widehat{x} \delta) \\
= & \operatorname{Cut}\left(\widehat{c} \Delta, \widehat{x} R_{L}(\widehat{y} \widehat{a} \mathrm{Ax}(x, a), x)\right) \\
& R_{L}(\widehat{y} \widehat{a} \mathrm{~A} \times(x, a), x) \text { does not freshly introduce } x \\
\rightarrow \quad & R_{L}(\widehat{y} \widehat{a} \mathrm{~A} \times(x, a), x)[x:=\widehat{c} \Delta] \\
= & \operatorname{Cut}\left(\widehat{c} \Delta, \widehat{x} R_{L}(\widehat{y} \widehat{a} \mathrm{Ax}(x, a)[x:=\widehat{c} \Delta], x)\right) \\
= & \operatorname{Cut}\left(\widehat{c} \Delta, \widehat{x} R_{L}(\widehat{y} \widehat{a} \Delta[c \mapsto a], a)\right) \\
={ }_{\alpha} & \operatorname{Cut}\left(\widehat{c} \Delta, \widehat{x} R_{L}(\widehat{y} \widehat{c} \Delta, a)\right) \\
= & \operatorname{Cut}\left(\widehat{c} R_{R}\left(\widehat{b} A \times(z, b), \widehat{x} \widehat{b^{\prime}} \delta, c\right), \widehat{x} R_{L}(\widehat{y c} \Delta, a)\right) \\
\rightarrow \quad & \operatorname{Cut}(\widehat{c} \operatorname{Cut}(\widehat{b} A \times(z, b), \widehat{y} \Delta), \widehat{x} \delta) \\
& \Delta \operatorname{does} \operatorname{not} \operatorname{freshly} \text { introduces } y \\
\rightarrow \quad & \operatorname{Cut}(\widehat{c} \Delta[y:=\widehat{b} A \times(z, b)], \widehat{x} \delta) \\
= & \operatorname{Cut}(\widehat{c} \Delta, \widehat{x} \delta) \\
\rightarrow \quad & \cdots
\end{aligned}
$$

This proposition rewrite rules thus breaks cut-elimination. It obviously does not verify hypothesis 3.1.

Another interesting cut-reduction is the following. Let us consider the proposition rewrite rule named Inc in section 1. First of all and by completeness of superdeduction, there exists a proof denoted $\pi_{1}$ of $\vdash^{+{ }_{\text {Inc }}}$ Inc. Besides we already constructed a proof, denoted $\pi_{2}$, in raw classical sequent calculus of Inc $\vdash A \subseteq A$. It is interesting to notice that cut-elimination applied to:

$$
\operatorname{CuT} \frac{\frac{\pi_{1}}{\vdash^{+\mathrm{Inc}} \mathrm{INC}} \quad \frac{\pi_{2}}{\vdash^{+ \text {Inc }}} A \subseteq A}{\text { Inc } \vdash A \subseteq A}
$$

gives the proof:

## 4 A foundation for new proof assistants

The first strong argument in favour of proof assistants based on superdeduction is the representation of proofs. Indeed, existing proof assistants such as COQ, Isabelle or PVS are based on the proof planning paradigm, where proofs are represented by a succession of applications of tactics and of tacticals. COQ also builds a proof-term, in particular to bring the proof check down to a micro kernel. In these approaches, the witness of the proof is bound to convince the user that the proof is correct but not to actually $e x$ plain it, as usual mathematical proofs often also do. Even if the proof-terms of COQ are displayed as trees or under the form of natural language text, the main steps of the proof are drown in a multitude of usually not expressed logical arguments due to both the underlying calculus and the presence of purely computational parts, e.g. the proof that $2+3$ equals 5 .

Deduction modulo is a first step forward addressing this later issue by internalising computational aspects of a theory inside a congruence. With the canonical rewrite system on naturals, $P(2+3) \vdash P(5)$ becomes an axiom. However a congruence defined by proposition rewrite rules whose right-hand side is not atomic does not bring the expected comfort to interactive proving: the choice of a proposition representative in the congruence introduces some nondeterminism which is neither useful nor wanted. Superdeduction solves this problem by narrowing the choice of a deduction rule to the presence in the goal of one of the extended deduction rules conclusions and goes a step further by also eliminating trivial logical arguments in a proof. Thereby, superdeduction provides a framework for naturally building but also communicating and understanding the essence of proofs.

Notice that extended deduction rules contain only atomic premises and conclusions, thus proof building in this system is like plugging in theorems, definitions and axioms together. This points out the fact that logical arguments of proofs are actually encoded by the structure of theorems, which explains why they are usually not mentionned.

Another important aspect of superdeduction is its potential ability to naturally encode custom reasoning schemes. Section 2 provides the example of structural induction over Peano naturals. Another interesting case is the encoding of other logics like higher-order logic which has been expressed through propositional rewrite rules in [10]. As an example, the propositional rewrite rule $\epsilon(\alpha(\forall, x)) \rightarrow$ $\forall y . \epsilon(\alpha(x, y))$ is translated into the following deduction rules which mimic the deduction rules of higher-order logic.

$$
\frac{\Gamma \vdash^{+} \epsilon(\alpha(x, y))}{\Gamma \vdash^{+} \epsilon(\alpha(\dot{\forall}, x))}(y \notin \mathcal{F} \mathcal{V}(\Gamma)) \quad \frac{\Gamma \vdash^{+} \epsilon(\alpha(\dot{\forall}, x))}{\Gamma \vdash^{+} \epsilon(\alpha(x, \varphi))}
$$

The interesting point is that these behaviours are not
encoded inside the underlying logic but are the result of the chosen theory which is only a parameter of superdeduction.

These properties led us to develop a proof assistant based on the super sequent calculus: lemuridae. It features extended deduction rules derivation with focussing, rewriting on first-order terms, proof building with the associated superdeduction system, as well as some basic automatic tactics. It is implemented with the TOM [22] language, which provides powerful (associative) rewriting capabilities and strategic programmation on top of Java. The choice of the Tom language has several beneficial consequences. First of all, the expressiveness of the language allows for clean and short code. This is in particular the case of the micro proofchecker, whose patterns faithfully translate deduction rules of sequent calculus. Thus, the proofchecker is only one hundred lines long and it is therefore more realistic to have everyone making its own belief that it is actually sound.

The other main contribution of TOM to lemuridae is the expression of tacticals by strategies. The TOM strategy language is directly inspired from early research on Elan [31] and $\rho$-calculus and allows to compose basic strategies to express complex programs using strategies combinators. In this formalism, a naive proof search tactical is simply expressed by topdown(elim), where topdown is a "call-byname" strategy and elim has the usual semantics of the corresponding command.

## 5 Conclusion

We have introduced superdeduction, a new systematic way of extending deduction systems with rules derived from an axiomatic theory. First, we have presented its application to classical sequent calculus along with its properties. After having exhibited a proof-term language associated with this deduction system, we have shown its strong normalisation under non-trivial hypothesis, therefore ensuring the consistency of instances of the system, as well as of a large class of theories. Finally, we have pointed out the benefits of superdeduction in the frame of interactive proof building by presenting our current implementation of superdeduction modulo.

The very promising results obtained when using lemuridæ, first in term of proof discovery agility and second in the close relationship between humain constructed proofs and superdeduction ones, are all very encouraging and trigger the further development of the concepts and implementation. Indeed, as seen in section 4, the behaviour of superdeduction systems with propositions considered modulo a congruence is important to finalize. This will for instance allow building proofs modulo the symmetry of equality. Another promising point is program extraction from
lemuridae proof-terms along with a computational interpretation of extended deduction rules. We anticipate the extracted programs to have modular structures inherited from the superdeduction proof.

The links between superdeduction and deduction modulo are being worked on, but we already can transpose theories expressed by proposition rewrite rules for deduction modulo to super sequent calculus systems. This is in particular the case of Peano's arithmetic [14], but also of Zermelo-Fraenkel axiomatisation of sets theory [12]. Finally, let us stress out the recent encoding of pure types systems in lambda pi calculus modulo [8]. Adapted to super sequent calculus, it could confirm the legitimacy of superdeduction as a foundation for proof assistants.
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## A Urban's cut-elimination procedure

This section presents a (non-confluent) cut-elimination procedure denoted $\xrightarrow{\text { cut }}$ proven to be strong normalising on well-typed terms in $[27,29] . \quad M[b \mapsto a]$ stands for the term $M$ where every free occurrence of the co-name $b$ is rewritten to $a$ (and similarly for $Q[y \mapsto x]$ ). Besides, the proof substitution operation denoted $M[a:=\widehat{x} N]$ and its dual $M[x:=\widehat{a} N]$ are defined in figure 8 .

## B Proofs of section 3

This section contains detailed proofs for lemma 3.1, and theorem 3.1.

Let us prove first some auxiliary results.
First, if no proper subterm of $M$ introduce some name or coname and if $M \xrightarrow{\text { term }}{ }^{*} M^{\prime}$, then no proper subterm of $M^{\prime}$ introduce this name of coname. This remark allows to prove the following lemma.

Lemma B.1. If $M \xrightarrow{\text { term }} M^{\prime}$ then $M$ freshly introduces some name or coname is equivalent to $M^{\prime}$ freshly introduces this name of coname.

By definition of $\xrightarrow{\text { term }}$ with respect to substitutions over first-order variables, the following lemma is straightforward

Lemma B.2. If $M \xrightarrow{\text { term }} M^{\prime}$, then for all substitution $[x:=$ $t], M[x:=t] \xrightarrow{\text { term }} M^{\prime}[x:=t]$. This result extends obviously to $\xrightarrow{\text { term* }}$.

This allows to prove the following corollary.
Corollary B.1. If $\xrightarrow{\text { term }}$ is weakly normalising, for all $M$ and $[x:=t],(M[x:=t]) \downarrow^{\mathrm{t}}=\left(M \downarrow^{\mathrm{t}}\right)[x:=t]$.

Proof. By lemma B. 2 and since $M \xrightarrow{\text { term }} M \downarrow^{\mathrm{t}}$, then $M[x:=t] \xrightarrow{\text { term }}\left(M \downarrow^{\mathrm{t}}\right)[x:=t]$. Moreover it is to be noticed that by definition of $\xrightarrow{\text { term }}$ and for all term $N, N$ contains a redex for $\xrightarrow{\text { term }}$ implies that $N[x:=t]$ contains a redex. Therefore $\left(M \downarrow^{\mathrm{t}}\right)[x:=t]$ is a normal form for $\xrightarrow{\text { term }}$ and it is $(M[x:=t]) \downarrow^{t}$.

We supposed that in any proposition rewrite rule $R: P \rightarrow \varphi, P$ (which is a predicate) only contains firstorder variables, and no first-order constant or function. Thus it implies the following lemma.

Lemma B.3. Let $\varphi$ and $\varphi^{\prime}$ be some first-order formulae such that $\varphi \xrightarrow{\text { prop }} \varphi^{\prime}$. Let $\times$ be some first-order variable and $t$ be some first-order term. Then $\varphi[\mathrm{x}:=t] \xrightarrow{\text { prop }} \varphi^{\prime}[\mathrm{x}:=t]$

## Logical Cuts:

$$
\begin{aligned}
& \operatorname{Cut}(\widehat{a} M, \widehat{x} \mathrm{Ax}(x, b)) \quad \xrightarrow{\text { cut }} \quad M[a \mapsto b] \quad \text { if } M \text { freshly introduces } a \\
& \operatorname{Cut}(\widehat{a} \mathrm{~A} \times(y, a), \widehat{x} M) \quad \xrightarrow{\text { cut }} \quad M[x \mapsto y] \quad \text { if } M \text { freshly introduces } x \\
& \operatorname{Cut}\left(\widehat{a} \operatorname{True}_{R}(a), \widehat{x} M\right) \quad \xrightarrow{\text { cut }} M \quad \text { if } M \text { freshly introduces } x \\
& \operatorname{Cut}\left(\widehat{a} M, \widehat{x} \mathrm{False}_{L}(x)\right) \xrightarrow{\text { cut }} M \quad \text { if } M \text { freshly introduces } a \\
& \operatorname{Cut}\left(\widehat{a} \operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, a\right), \widehat{x} \operatorname{And}_{L}(\widehat{y} \widehat{z} N, x)\right) \quad \xrightarrow{\operatorname{cut}} \quad\left\{\begin{array}{l}
\operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} \operatorname{Cut}\left(\widehat{c} M_{2}, \widehat{z} N\right)\right) \\
\operatorname{Cut}\left(\widehat{c} M_{2}, \widehat{z} \operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} N\right)\right)
\end{array}\right. \\
& \text { if And }{ }_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, a\right) \text { and } \operatorname{And}_{L}(\widehat{y} \widehat{z} N, x) \text { freshly introduce } a \text { and } x \\
& \operatorname{Cut}\left(\widehat{a} \operatorname{Or}_{R}(\widehat{b} \widehat{c} M, a), \widehat{x} \operatorname{Or}_{L}\left(\widehat{y} N_{1}, \widehat{z} N_{2}, x\right)\right) \quad \xrightarrow{\operatorname{cut}} \quad\left\{\begin{array}{l}
\operatorname{Cut}\left(\widehat{b} \operatorname{Cut}\left(\widehat{c} M, \widehat{z} N_{2}\right), \widehat{y} N_{1}\right) \\
\operatorname{Cut}\left(\widehat{c} \operatorname{Cut}\left(\widehat{b} M, \widehat{y} N_{1}\right), \widehat{z} N_{2}\right)
\end{array}\right. \\
& \text { if } \operatorname{Or}_{R}(\widehat{b} \widehat{c} M, a) \text { and } \operatorname{Or}_{L}\left(\widehat{y} N_{1}, \widehat{z} N_{2}, x\right) \text { freshly introduce } a \text { and } x \\
& \operatorname{Cut}\left(\widehat{a} \operatorname{lmp}_{R}(\widehat{x} \widehat{b} M, a), \widehat{y} \operatorname{lmp}_{L}\left(\widehat{z} N_{1}, \widehat{c} N_{2}, y\right)\right) \quad \xrightarrow{\operatorname{cut}} \quad\left\{\begin{array}{l}
\operatorname{Cut}\left(\widehat{b} \operatorname{Cut}\left(\widehat{c} N_{2}, \widehat{x} M\right), \widehat{z} N_{1}\right) \\
\operatorname{Cut}\left(\widehat{c} N_{2}, \widehat{x} \operatorname{Cut}\left(\widehat{b} M, \widehat{z} N_{1}\right)\right)
\end{array}\right. \\
& \text { if } \operatorname{Imp}_{R}(\widehat{x} \widehat{b} M, a) \text { and } \operatorname{Imp}_{L}\left(\widehat{z} N_{1}, \widehat{c} N_{2}, y\right) \text { freshly introduce } a \text { and } y \\
& \operatorname{Cut}\left(\widehat{a} \operatorname{Exists}_{R}(\widehat{b} M, t, a), \widehat{x} \operatorname{Exists}_{L}(\widehat{y} \widehat{\times} N, x)\right) \quad \text { cut } \quad \operatorname{Cut}(\widehat{b} M, \widehat{y} N[\mathrm{x}:=t]) \\
& \text { if Exists }{ }_{R}(\widehat{b} M, t, a) \text { and } \operatorname{Exists}_{L}(\widehat{y} \widehat{x} N, x) \text { freshly introduce } a \text { and } x \\
& \operatorname{Cut}\left(\widehat{a} \text { Forall }_{R}(\widehat{b} \widehat{x} M, a), \widehat{x} \operatorname{Forall}_{L}(\widehat{y} N, t, x)\right) \quad \xrightarrow{\text { cut }} \operatorname{Cut}(\widehat{b} M[\mathrm{x}:=t], \widehat{y} N) \\
& \text { if Forall }{ }_{R}(\widehat{b} \widehat{x} M, a) \text { and Forall }{ }_{L}(\widehat{y} N, t, x) \text { freshly introduce } a \text { and } x \\
& \text { Commuting Cuts: } \quad \operatorname{Cut}(\widehat{a} M, \widehat{x} N) \xrightarrow{\text { cut }}\left\{\begin{array}{ll}
M[a:=\widehat{x} N] \\
N[x:=\widehat{a} M]
\end{array} \quad \begin{array}{l}
\text { if } M \text { does not freshly introduce } a, \text { or } \\
\text { if } M \text { does not freshly introduce } x
\end{array}\right. \\
& \text { if } M \text { does not freshly introduce } x
\end{aligned}
$$

Figure 7. Urban's cut-reductions.

$$
\begin{aligned}
\mathrm{Ax}(x, c)[c:=\widehat{y} M] & \triangleq M[y \mapsto x] \\
\mathrm{Ax}(y, a)[y:=\widehat{c} M] & \triangleq M[c \mapsto a] \\
\operatorname{And}_{R}\left(\widehat{a} M_{1} \widehat{b} M_{2}, c\right)[c:=\widehat{y} N] & \triangleq \operatorname{Cut}\left(\widehat{c} \operatorname{And}_{R}\left(\widehat{a} M_{1}[c:=\widehat{y} N], \widehat{b} M_{2}[c:=\widehat{y} N], c\right), \widehat{y} N\right) \\
\operatorname{And}_{L}(\widehat{x} \widehat{y} M, z)[z:=\widehat{a} N] & \triangleq \operatorname{Cut}\left(\widehat{a} N, \widehat{z} \operatorname{And}_{L}(\widehat{x} \widehat{y} M[z:=\widehat{a} N], z)\right) \\
\cdots & \\
\operatorname{Exists}_{R}(\widehat{a} M, t, b)[b:=\widehat{x} N] & \triangleq \operatorname{Cut}\left(\widehat{b} \operatorname{Exists}_{R}(\widehat{a} M[b:=\widehat{x} N], t, b), \widehat{x} N\right) \\
\operatorname{Exists}_{L}(\widehat{x} \widehat{x} M, y)[y:=\widehat{a} N] & \triangleq \operatorname{Cut}\left(\widehat{a} N, \widehat{y} \operatorname{Exists}_{L}(\widehat{x} \widehat{x} M[y:=\widehat{a} N], y)\right)
\end{aligned}
$$

Otherwise :

$$
\begin{aligned}
\operatorname{Ax}(x, a)[\vartheta] & \triangleq \operatorname{Ax}(x, a) & \operatorname{Cut}(\widehat{a} M, \widehat{x} N)[\vartheta] & \triangleq \operatorname{Cut}(\widehat{a} M[\vartheta], \widehat{x} N[\vartheta]) \\
\operatorname{And}_{R}\left(\widehat{a} M_{1}, \widehat{b} M_{2}, c\right)[\vartheta] & \triangleq \operatorname{And}_{R}\left(\widehat{a} M_{1}[\vartheta], \widehat{b} M_{2}[\vartheta], c\right) & \operatorname{And}_{L}(\widehat{x} \widehat{y} M, z)[\vartheta] & \triangleq \operatorname{And}_{L}(\widehat{x} \widehat{y} M[\vartheta], z) \\
\ldots & & & \\
\operatorname{Exists}_{R}(\widehat{a} M, t, b)[\vartheta] & \triangleq \operatorname{Exists}_{R}(\widehat{a} M[\vartheta], t, b) & \operatorname{Exists}_{L}(\widehat{x} \widehat{x} M, y)[\vartheta] & \triangleq \operatorname{Exists}_{L}(\widehat{x} \widehat{x} M[\vartheta], y)
\end{aligned}
$$

Figure 8. Proof Substitution.

Proof. We first suppose that the reduction $\varphi \xrightarrow{\text { prop }} \varphi^{\prime}$ is done on the head of $\varphi$. If the reduction takes place inside a context, we proceed by induction on this context.

This result is extended to $\xrightarrow{\text { prop* }}$ in the obvious way. Besides, it implies the following corollary.

Corollary B.2. Let $\varphi$ be some first-order formula. Let $\times$ be some first-order variable and $t$ be some first-order term. Then $(\varphi[\mathrm{x}:=t]) \downarrow^{\mathrm{P}}=\varphi \downarrow^{\mathrm{P}}[\mathrm{x}:=t]$.

Proof. As $\varphi \xrightarrow{\text { prop* }} \varphi \downarrow^{\mathrm{p}}$, by lemma B.3,

$$
\varphi[\mathrm{x}:=t] \xrightarrow{\text { prop }} \varphi \varphi \downarrow^{\mathrm{p}}[\mathrm{x}:=t]
$$

If this later formula contains some redex, this redex is an instance of $P\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$. Then $\varphi \downarrow^{\mathrm{p}}$ also contains an instance of $P\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right)$. This is a contradiction to the fact that $\varphi \downarrow^{\mathrm{p}}$ is a normal form for $\xrightarrow{\text { prop }}$. Thus

$$
\varphi \downarrow^{\mathrm{p}}[\mathrm{x}:=t]=(\varphi[\mathrm{x}:=t]) \downarrow^{\mathrm{p}}
$$

We can also prove a result similar to corollary B. 2 on placeholder-terms substitutions.

Lemma B.4. Let $\varphi$ be some first-order formula. Let $\sigma$ be some placeholder-terms substitution. Then $(\sigma \varphi) \downarrow^{\mathrm{p}}=$ $\sigma\left(\varphi \downarrow^{\mathrm{p}}\right)$.

Proof. Similar to corollary B.2, with a lemma similar to lemma B.3.

The last hypothesis we did on the set of proposition rewrite rule is that for each $R: P \rightarrow \varphi$, we have $\mathcal{F} \mathcal{V}(\varphi) \subseteq \mathcal{F} \mathcal{V}(P)$. It allows to prove the following lemma.

Lemma B.5. Let $\varphi_{1}$ and $\varphi_{2}$ be some formulae such that $\varphi_{1} \xrightarrow{\text { prop }} \varphi_{2}$. Then $\mathcal{F} \mathcal{V}\left(\varphi_{2}\right) \subseteq \mathcal{F} \mathcal{V}\left(\varphi_{1}\right)$.

Proof. - If the reduction $\varphi_{1} \xrightarrow{\text { prop }} \varphi_{2}$ takes place on the head of $\varphi_{1}$. Then for some $R: P\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{p}\right) \rightarrow \varphi$, $\varphi_{1}$ is $P\left(t_{1}, \ldots, t_{p}\right)$ where the $t_{i}$ are first-order terms. Then $\varphi_{2}$ is $\varphi\left[\left(\mathrm{x}_{i}:=t_{i}\right)_{1 \leqslant i \leqslant p]}\right]$. As the free variables of $\varphi$ are by hypothesis included in $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{p}\right\}$, the free variables of $\varphi_{2}$ are included in $\mathcal{F} \mathcal{V}\left(t_{1}\right) \cup \cdots \cup \mathcal{F} \mathcal{V}\left(t_{p}\right)$, which is the set $\mathcal{F} \mathcal{V}\left(\varphi_{1}\right)$.

- If the reduction $\varphi_{1} \xrightarrow{\text { prop }} \varphi_{2}$ takes place inside a context, we proceed by induction on this context.

This result is extended to $\xrightarrow{\text { prop* }}$ in the obvious way.
Lemma B.6. Any open type inference derivation of $C \triangleright \Gamma \vdash$ $\Delta$ with open leaves $\square \triangleright \Gamma_{i} \vdash \Delta_{i}$ for $1 \leqslant i \leqslant n_{C}$ may be turned into an open type inference derivation of $C \downarrow^{\mathrm{p}}$ $\triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ with premises $\square \triangleright \Gamma_{i} \downarrow^{\mathrm{P}} \vdash \Delta_{i} \downarrow^{\mathrm{P}}$.

Proof. By induction on the open type inference derivation.

- One of the base cases is for instance the axiom case : if $C=\mathrm{Ax}(x, a)$, and $C \triangleright \Gamma^{\prime}, x: \varphi \vdash a: \varphi, \Delta^{\prime}$ welltyped (by the axiom rule), then it is straightforward that $C \downarrow^{\mathfrak{P}} \triangleright \Gamma^{\prime} \downarrow^{\mathrm{P}}, x: \varphi \downarrow^{\mathrm{P}} \vdash a: \varphi \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ is welltyped.
- Let us treat the case of an open leaf : if $C=\square \triangleright \Gamma \vdash$ $\Delta$, then $C \downarrow^{\mathrm{P}}=\square \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ is also well-typed.

$$
\overline{\left(\square \triangleright \Gamma \downarrow^{\mathrm{p}} \vdash \Delta \downarrow^{\mathrm{p}}\right) \triangleright \Gamma \downarrow^{\mathrm{p}} \vdash \Delta \downarrow^{\mathrm{p}}}
$$

- Let us treat the case of $\wedge_{R}$. In this case $C$ is And $_{R}\left(\widehat{b} C_{1}, \widehat{c} C_{2}, a\right)$ and the type inference derivation has the following form

$$
\begin{aligned}
& \frac{\left(\square \triangleright \Gamma_{i} \vdash \Delta_{i}\right)_{i \in\left\{1, \ldots, n_{C_{1}}\right\}}}{\ldots} \\
& \overline{C_{1} \triangleright \Gamma \vdash b: \varphi_{1}, \Delta^{\prime}} \\
& \vdots \frac{\left(\square \triangleright \Gamma_{i} \vdash \Delta_{i}\right)_{i \in\left\{n_{C_{1}}+1, \ldots, n_{C}\right\}}}{\ldots} \\
& \vdots \frac{C_{2} \triangleright \Gamma \vdash c: \varphi_{2}, \Delta^{\prime}}{} \\
& \wedge_{R} \frac{C \triangleright \Gamma \vdash a: \varphi_{1} \wedge \varphi_{2}, \Delta^{\prime}}{}
\end{aligned}
$$

Then by induction hypothesis on the open type inference derivations of $C_{1}$ and $C_{2}$, we obtain open type inference derivations of $C_{1} \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash b: \varphi_{1} \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ and of $C_{2} \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash c: \varphi_{2} \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ with open leaves $\square \triangleright \Gamma_{i} \downarrow^{\mathrm{P}} \vdash \Delta_{i} \downarrow^{\mathrm{P}}$. Finally as

$$
\left(\varphi_{1} \wedge \varphi_{2}\right) \downarrow^{\mathrm{p}}=\varphi_{1} \downarrow^{\mathrm{p}} \wedge \varphi_{2} \downarrow^{\mathrm{p}}
$$

and

$$
C \downarrow^{\mathrm{p}}=\operatorname{And}_{R}\left(\widehat{b} C_{1} \downarrow^{\mathrm{p}}, \widehat{c} C_{2} \downarrow^{\mathrm{p}}, a\right)
$$

this gives using the rule $\wedge_{R}$ an open type inference derivation of $C \downarrow^{\mathrm{p}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$.

- Let us treat the case of $\exists_{R}$. In this case $C$ is Exists $_{R}\left(\widehat{b} C_{1}, \alpha, a\right)$ and the type inference derivation has the following form.

$$
\exists_{R} \frac{\frac{\left(\square \triangleright \Gamma_{i} \vdash \Delta_{i}\right)_{1 \leqslant i \leqslant n_{C}}}{\ldots}}{\frac{C_{1} \triangleright \Gamma \vdash b: \varphi[\mathrm{x}:=\alpha], \Delta^{\prime}}{C \triangleright \Gamma \vdash a: \exists \mathrm{x} . \varphi, \Delta^{\prime}}}
$$

Then by induction hypothesis on the open type inference derivations of $C_{1}$, we obtain an open type derivation of $C_{1} \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash(\varphi[\mathrm{x}:=\alpha]) \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ with open leaves $\square \triangleright \Gamma_{i} \downarrow^{\mathrm{P}} \vdash \Delta_{i} \downarrow^{\mathrm{P}}$. By corollary B. $2(\varphi[\mathrm{x}:=\alpha]) \downarrow^{\mathrm{p}}$ is equal to $\varphi \downarrow^{\mathrm{p}}[\mathrm{x}:=\alpha]$. Finally as $(\exists \mathrm{x} . \varphi) \downarrow^{\mathrm{P}}=\exists \mathrm{x} .(\varphi) \downarrow^{\mathrm{P}}$ and as $C \downarrow^{\mathrm{P}}=$ Exists $_{R}\left(\widehat{b} C_{1}, \alpha, a\right) \downarrow^{\mathrm{p}}$, this give an open type inference derivation of $C \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$.

- Let us treat the case of $\exists_{L}$. In this case $C$ is Exists $_{L}\left(\widehat{y} \widehat{\times} C_{1}, x\right)$ and the type inference derivation has the following form.

$$
\exists_{L} \frac{\frac{\left(\square \triangleright \Gamma_{i} \vdash \Delta_{i}\right)_{1 \leqslant i \leqslant n_{C}}}{\ldots}}{\frac{\ldots}{\operatorname{Exists}_{L}\left(\widehat{y} \widehat{x} C_{1}, x\right) \triangleright \Gamma^{\prime}, y: \varphi \vdash \Delta}} \times \notin \mathcal{F} \mathcal{V}\left(\Gamma^{\prime}, \Delta\right)
$$

Then by induction hypothesis on the open type inference derivation of $C_{1}$, we obtain an open type inference derivation of $C_{1} \downarrow^{\mathrm{P}} \triangleright \Gamma^{\prime} \downarrow^{\mathrm{P}}, y: \varphi \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ with open leaves $\square \triangleright \Gamma_{i} \downarrow^{\mathrm{P}} \vdash \Delta_{i} \downarrow^{\mathrm{P}}$. First of all by lemma B. 5 and as $\mathrm{x} \notin \mathcal{F} \mathcal{V}\left(\Gamma^{\prime}, \Delta\right), \mathrm{x}$ is not in $\mathcal{F} \mathcal{V}\left(\Gamma^{\prime} \downarrow^{\mathrm{p}}\right.$ ,$\left.\Delta \downarrow^{\mathrm{p}}\right)$. Furthermore $(\exists \mathrm{x} . \varphi) \downarrow^{\mathrm{p}}=\exists \mathrm{x}$. $(\varphi) \downarrow^{\mathrm{p}}$. Since $C \downarrow^{\mathrm{p}}=\operatorname{Exists}_{L}\left(\widehat{y} \widehat{x} C_{1} \downarrow^{\mathrm{p}}, x\right)$, we can build an open type inference derivation of $C \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$.

- other cases are similar.

Now we can proceed with the proof of lemma 3.1.
Proof of lemma 3.1. We proceed by induction on the context $C$.

- If it is $\square \triangleright \Gamma \vdash \Delta$, typed by $\Gamma \vdash \Delta$, then its type inference derivation is the single leaf

$$
\square \triangleright \Gamma \vdash \Delta
$$

and $n_{C}=1$. As by hypothesis $M_{1} \triangleright \sigma \Gamma \vdash \sigma \Delta$ is welltyped, and as by definition $\sigma C\left[M_{1}\right]=M_{1}, \sigma C\left[M_{1}\right] \triangleright$ $\sigma \Gamma \vdash \sigma \Delta$ is well-typed.

- If it is $\operatorname{Ax}(x, a)$, typed by $\Gamma^{\prime}, x: \varphi \vdash a: \varphi, \Delta^{\prime}$. then its type inference derivation has no leaf since it is

$$
\operatorname{Ax} \overline{\operatorname{Ax}(x, a) \triangleright \Gamma^{\prime}, x: \varphi \vdash a: \varphi, \Delta^{\prime}}
$$

Then $C=\sigma C[]$ is a term and $\sigma C[] \triangleright \sigma \Gamma \vdash \sigma \Delta$ is a well-typed term.

- If it is $\operatorname{And}_{R}\left(\widehat{b} C_{1}, \widehat{c} C_{2}, a\right)$, the type inference is

$$
\wedge_{R} \frac{\frac{\cdots}{C_{1} \triangleright \Gamma \vdash b: \varphi_{1}, \Delta^{\prime}}}{\frac{\cdots}{\operatorname{And}_{2}\left(\widehat{b} C_{1}, \widehat{c} C_{2}, a\right) \triangleright \Gamma \vdash c: \varphi_{2}, \Delta^{\prime}}}
$$

By induction hypothesis,

$$
\sigma C_{1}\left[M_{1}, \ldots, M_{n_{C_{1}}}\right] \triangleright \sigma \Gamma, b: \sigma \varphi_{1}, \sigma \Delta^{\prime}
$$

and

$$
\sigma C_{2}\left[M_{n_{C_{1}}+1}, \ldots, M_{n_{C_{1}}+n_{C_{2}}}\right] \triangleright \sigma \Gamma, c: \sigma \varphi_{2}, \sigma \Delta^{\prime}
$$

are well-typed. Then

$$
\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma \vdash a: \sigma \varphi_{1} \wedge \sigma \varphi_{2}, \sigma \Delta^{\prime}
$$

is well-typed.

- If it is Exists $_{R}\left(\widehat{a} C_{1}, \alpha, b\right)$, the type inference is

$$
\exists_{R} \frac{\overline{C_{1} \triangleright \Gamma \vdash a: \varphi[\mathrm{x}:=\alpha], \Delta^{\prime}}}{\operatorname{Exists}_{R}\left(\widehat{a} C_{1}, \alpha, b\right) \triangleright \Gamma \vdash b: \exists x . \varphi, \Delta^{\prime}}
$$

By induction hypothesis,

$$
\sigma C_{1}\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma \vdash a:(\sigma \varphi)[\mathrm{x}:=\sigma \alpha], \sigma \Delta^{\prime}
$$

is well-typed and then

$$
\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma \vdash b: \exists \mathrm{x} . \sigma \varphi, \sigma \Delta^{\prime}
$$

is well-typed.

- If it is $\operatorname{Exists}_{L}\left(\widehat{x} \widehat{x} C_{1}, y\right)$, the type inference is

$$
\exists_{L} \frac{\frac{\cdots}{C_{1} \triangleright \Gamma, x: \varphi \vdash \Delta^{\prime}}}{\operatorname{Exists}_{L}\left(\widehat{x} \widehat{x} C_{1}, y\right) \triangleright \Gamma, y: \exists x . \varphi \vdash \Delta^{\prime}} \times \notin \mathcal{F} \mathcal{V}\left(\Gamma, \Delta^{\prime}\right)
$$

By induction hypothesis,

$$
\sigma C_{1}\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma, x: \sigma \varphi \vdash \sigma \Delta^{\prime}
$$

is well-typed, and then

$$
\sigma C\left[M_{1}, \ldots, M_{n_{C}}\right] \triangleright \sigma \Gamma, y: \exists \mathrm{x} . \sigma \varphi \vdash \sigma \Delta^{\prime}
$$

is well-typed.

- other cases are similar.

Now let us begin our strong normalisation proof with the following lemmas.
Lemma B.7. If $M \triangleright \Gamma \vdash \Delta$ is well-typed, then there exists $M^{\prime}$ such that $M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$ is well-typed. Besides $M \xrightarrow{\text { term }} M^{\prime}$ and $M^{\prime}$ is a normal form, denoted $M \xrightarrow{\text { term! }} M^{\prime}$.

Proof. By induction on the type inference derivation of $M \triangleright \Gamma \vdash \Delta$.

- If the bottom rule of the derivation is for instance the $A x$ rule. $M$ is $\mathrm{Ax}(x, a)$ and the derivation is

$$
\operatorname{Ax} \overline{\operatorname{Ax}(x, a) \triangleright \Gamma^{\prime}, x: \varphi \vdash a: \varphi, \Delta^{\prime}}
$$

Then we can build the following derivation.

$$
\operatorname{Ax} \overline{\mathrm{Ax}(x, a) \triangleright \Gamma^{\prime} \downarrow^{\mathfrak{p}}, x: \varphi \downarrow^{\mathfrak{P}} \vdash a: \varphi \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}}
$$

Finally we can check that $M \xrightarrow{\text { term! }} \mathrm{Ax}(x, a)$.

- If the bottom rule of the derivation is for instance the $\wedge_{R}$ rule. $M$ is $\operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, c\right)$ and the derivation is
$\wedge_{R} \frac{\frac{\cdots}{M_{1} \triangleright \Gamma \vdash b: \varphi_{1}, \Delta^{\prime}} \quad \frac{\cdots}{M_{2} \triangleright \Gamma \vdash c: \varphi_{2}, \Delta^{\prime}}}{M \triangleright \Gamma \vdash a: \varphi_{1} \wedge \varphi_{2}, \Delta^{\prime}}$
By induction hypothesis there exists $M_{1}^{\prime}$ and $M_{2}^{\prime}$ such
 $c: \varphi_{2} \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ are well-typed. Then we can build the following derivation.

$$
\begin{aligned}
& \overline{M_{1}^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash b: \varphi_{1} \downarrow^{\mathrm{p}}, \Delta^{\prime} \downarrow^{\mathrm{p}}} \\
& \vdots \\
& \vdots \\
& \wedge_{R} \frac{\ldots}{M_{2}^{\prime} \triangleright \Gamma \downarrow^{\mathrm{p}} \vdash c: \varphi_{2} \downarrow^{\mathrm{p}}, \Delta^{\prime} \downarrow^{\mathrm{p}}} \\
& M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{p}} \vdash a: \varphi_{1} \downarrow^{\mathrm{p}} \wedge \varphi_{2} \downarrow^{\mathrm{p}}, \Delta^{\prime} \downarrow^{\mathrm{p}}
\end{aligned}
$$

where $M^{\prime}$ stands for $\operatorname{And}_{R}\left(\widehat{b} M_{1}^{\prime}, \widehat{c} M_{2}^{\prime}, c\right)$. Finally as $\varphi_{1} \downarrow^{\mathrm{p}} \wedge \varphi_{2} \downarrow^{\mathrm{p}}=\left(\varphi \wedge \varphi_{2}\right) \downarrow^{\mathrm{p}}$ we have found $M^{\prime}$ such that $M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ is well-typed and such that $M \xrightarrow{\text { term! }} M^{\prime}$.

- If the bottom rule of the derivation is for instance $\exists_{R}$, $M$ is Exists ${ }_{R}\left(\widehat{b} M_{1}, t, a\right)$ and the derivation is

$$
\exists_{R} \frac{\cdots}{M_{1} \triangleright \Gamma \vdash a: \varphi[\mathrm{x}:=t], \Delta^{\prime}}
$$

By induction hypothesis there exists $M_{1}^{\prime}$ such that $M_{1}^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash a: \varphi[\mathrm{x}:=t] \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$ is well-typed. By corollary B.2, $\varphi[\mathrm{x}:=t] \downarrow^{\mathrm{P}}=\varphi \downarrow^{\mathrm{P}}[\mathrm{x}:=t]$ and then we can build the derivation.

$$
\exists_{R} \frac{\frac{\cdots}{M_{1}^{\prime} \triangleright \Gamma \downarrow^{\mathfrak{P}} \vdash a: \varphi \downarrow^{\mathrm{P}}[\mathrm{x}:=t], \Delta^{\prime} \downarrow^{\mathrm{P}}}}{M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash a: \exists \mathrm{x} \cdot \varphi \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{p}}}
$$

where $M^{\prime}$ stands for Exists ${ }_{R}\left(\widehat{b} M_{1}^{\prime}, t, a\right)$. Finally as $(\exists \mathrm{x} . \varphi) \downarrow^{\mathrm{p}}=\exists \mathrm{x} . \varphi \downarrow^{\mathrm{p}}$, we have found $M^{\prime}$ such that $M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$ is well-typed and $M \xrightarrow{\text { term! }} M^{\prime}$.

- If the bottom rule of the derivation is for instance $\exists_{L}$, $M$ is $\operatorname{Exists}_{L}\left(\widehat{y} \widehat{x} M_{1}, x\right)$ and the derivation is

$$
\exists_{L} \frac{\overline{M_{1} \triangleright \Gamma^{\prime}, y: \varphi \vdash \Delta}}{M \triangleright \Gamma^{\prime}, x: \exists \mathrm{x} . \varphi \vdash \Delta} \times \notin \mathcal{F} \mathcal{V}\left(\Gamma^{\prime}, \Delta\right)
$$

By induction hypothesis there exists $M_{1}^{\prime}$ such that $M_{1}^{\prime} \triangleright \Gamma^{\prime} \downarrow^{\mathrm{p}}, x: \varphi \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$ is well-typed. As $\times \notin$
$\mathcal{F} \mathcal{V}\left(\Gamma^{\prime}, \Delta\right)$ and by lemma B.5, $x \notin \mathcal{F} \mathcal{V}\left(\Gamma^{\prime} \downarrow^{\mathrm{p}}, \Delta \downarrow^{\mathrm{p}}\right)$, we can build the following derivation.
$\exists_{L} \frac{\overline{M_{1}^{\prime} \triangleright \Gamma^{\prime} \downarrow^{\mathrm{p}}, y: \varphi \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}}}{M^{\prime} \triangleright \Gamma^{\prime} \downarrow^{\mathrm{P}}, x: \exists \mathrm{x} . \varphi \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}} \times \notin \mathcal{F} \mathcal{V}\left(\Gamma^{\prime} \downarrow^{\mathrm{p}}, \Delta \downarrow^{\mathrm{p}}\right)$
where $M^{\prime}$ stands for $\operatorname{Exists}_{L}\left(\widehat{y} \widehat{x} M_{1}^{\prime}, x\right)$. Finally as $\exists \mathrm{x} . \varphi \downarrow^{\mathrm{p}}=\exists \mathrm{x} . \varphi \downarrow^{\mathrm{p}}$, we have found $M^{\prime}$ such as $M^{\prime} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ is well-typed and $M \xrightarrow{\text { term! }} M^{\prime}$.

- If the bottom rule of the derivation is not an extended rule, other cases are similar.
- If the bottom rule of the derivation is an extended rule, say $R_{R}$ for $R: P \rightarrow \varphi$, it has the form

$$
R_{R} \frac{\left(M_{i} \triangleright \Gamma_{i} \vdash \Delta_{i}\right)_{i}}{R_{R}\left(\ldots,\left(\ldots M_{i}\right)_{i}, \ldots, a\right) \triangleright \Gamma \vdash a: P, \Delta^{\prime}} \mathcal{C}
$$

Let us denote $C=\langle\vdash a: \varphi\rangle$. By induction hypothesis there exists $M_{1}^{\prime}, \ldots, M_{n_{C}}^{\prime}$ such that for all $i$, $M_{i}^{\prime} \triangleright \Gamma_{i} \downarrow^{\mathrm{P}} \vdash \Delta_{i} \downarrow^{\mathrm{p}}$ is well-typed and $M_{i} \xrightarrow{\text { term! }} M_{i}^{\prime}$. Besides by lemma 3.2, there exists a substitution for placeholder-terms $\sigma$ and an open type inference derivation whose open leaves are the $\square \triangleright \Gamma_{i}^{\prime} \vdash \Delta_{i}^{\prime}$ with $\sigma \Gamma_{i}^{\prime}=\Gamma_{i}$ and $\sigma \Delta_{i}^{\prime}=\Delta_{i}$ for all $i$ and whose conclusion is $C \triangleright \Gamma \vdash a: \varphi, \Delta^{\prime}$. By lemma B.6, this open type inference derivation can be turned into one with open leaves $\square \triangleright \Gamma_{i}^{\prime} \downarrow^{\mathrm{P}} \vdash \Delta_{i}^{\prime} \downarrow^{\mathrm{p}}$ and with conclusion $C \downarrow^{\mathrm{P}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash a: \varphi \downarrow^{\mathrm{P}}, \Delta^{\prime} \downarrow^{\mathrm{P}}$. Let us notice that for all $i$ and by lemma B.4, $\Gamma_{i} \downarrow^{\mathrm{p}}=\left(\sigma \Gamma_{i}^{\prime}\right) \downarrow^{\mathrm{p}}=\sigma\left(\Gamma_{i}^{\prime} \downarrow^{\mathrm{p}}\right)$ and $\Delta_{i} \downarrow^{\mathrm{p}}=\left(\sigma \Delta_{i}^{\prime}\right) \downarrow^{\mathrm{p}}=\sigma\left(\Delta_{i}^{\prime} \downarrow^{\mathrm{p}}\right)$. Thus by lemma 3.1, $\sigma C \downarrow^{\mathfrak{p}}\left[\left(M_{i}^{\prime}\right)_{i}\right] \triangleright \sigma\left(\Gamma \downarrow^{\mathrm{p}}\right) \vdash a: \sigma\left(\varphi \downarrow^{\mathrm{p}}\right), \sigma\left(\Delta^{\prime} \downarrow^{\mathrm{p}}\right)$ is well-typed. Since $\sigma \Gamma \downarrow^{\mathfrak{P}}=\Gamma \downarrow^{\mathfrak{P}}, \sigma \varphi \downarrow^{\mathfrak{P}}=\varphi \downarrow^{\mathfrak{P}}$ and $\sigma \Delta^{\prime} \downarrow^{\mathfrak{P}}=\Delta^{\prime} \downarrow^{\mathfrak{P}}\left(\Gamma, \varphi\right.$ and $\Delta^{\prime}$ appear in a derivation in the super sequent calculus and therefore do not contain placeholder-terms !) and since $P \downarrow^{\mathrm{p}}=\varphi \downarrow^{\mathrm{p}}$, this is a type inference of $\sigma C \downarrow^{\mathrm{P}}\left[\left(M_{i}^{\prime}\right)_{i}\right] \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash a: P \downarrow^{\mathrm{P}}$ ,$\Delta^{\prime} \downarrow^{\mathrm{p}}$. Finally as for all $i, M_{i} \xrightarrow{\text { term! }} M_{i}^{\prime}$, then

$$
\begin{array}{rll}
M & R_{R}\left(\ldots,\left(\ldots M_{i}\right)_{i}, \ldots, a\right) \\
\xrightarrow{\text { term }} & \sigma C\left[\left(M_{i}\right)_{i}\right]=\sigma C \downarrow^{\mathrm{P}}\left[\left(M_{i}\right)_{i}\right] \\
\xrightarrow{\text { term }} & \sigma C \downarrow^{\mathrm{P}}\left[\left(M_{i}^{\prime}\right)_{i}\right]
\end{array}
$$

As this later term is a normal form,

$$
M \xrightarrow{\text { term! }} \sigma C \downarrow^{\mathfrak{p}}\left[\left(M_{i}^{\prime}\right)_{i}\right]
$$

Corollary B.3. $\xrightarrow{\text { term }}$ is weakly normalising on well-typed extended terms. Moreover for all $M \triangleright \Gamma \vdash \Delta$ well-typed, $M \downarrow^{\mathrm{t}} \triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{P}}$ is well-typed in Urban's type system.

Proof. From lemma B.7.
Lemma B.8. If $M \xrightarrow{\text { excut }} M^{\prime}$, then $M \downarrow^{\mathrm{t}} \xrightarrow{\mathrm{cut}} M^{\prime} \downarrow^{\mathrm{t}}$.
Proof of lemma B.8. Let us suppose first that the reduction $M \xrightarrow{\text { excut }} M^{\prime}$ is done on the head of $M$. We can distinguish two cases.

- if the reduction is a $\xrightarrow{\text { cut }}$ reduction, then $M$ is a redex for the $\xrightarrow{\text { cut }}$ reduction. Let us consider for instance the $\wedge$ case. Thus $M$ has the form

$$
\operatorname{Cut}\left(\widehat{a} \operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, a\right), \widehat{x} \operatorname{And}_{L}(\widehat{y} \widehat{z} N, x)\right)
$$

where $\operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, a\right)$ and $\operatorname{And}_{L}(\widehat{y} \widehat{z} N, x)$ freshly introduces $a$ and $x$ and $M^{\prime}$ may have the form

$$
\operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} \operatorname{Cut}\left(\widehat{c} M_{2}, \widehat{z} N\right)\right)(\text { case } 1)
$$

or the form

$$
\operatorname{Cut}\left(\widehat{c} M_{2}, \widehat{z} \operatorname{Cut}\left(\widehat{b} M_{1}, \widehat{y} N\right)\right)(\text { case } 2)
$$

Then $M \downarrow^{\mathrm{t}}$ is
$\operatorname{Cut}\left(\widehat{a} \operatorname{And}_{R}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, \widehat{c} M_{2} \downarrow^{\mathrm{t}}, a\right), \widehat{x} \operatorname{And}_{L}\left(\widehat{y} \widehat{z} N \downarrow^{\mathrm{t}}, x\right)\right)$
where $\operatorname{And}_{R}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, \widehat{c} M_{2} \downarrow^{\mathrm{t}}, a\right)$ and $\operatorname{And}_{L}\left(\widehat{y} \widehat{z} N \downarrow^{\mathrm{t}}\right.$ ,$x$ ) freshly introduces $a$ and $x$ (lemma B.1) and reduces in one step into

$$
\operatorname{Cut}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, \widehat{y} \operatorname{Cut}\left(\widehat{c} M_{2} \downarrow^{\mathrm{t}}, \widehat{z} N \downarrow^{\mathrm{t}}\right)\right)
$$

and also into

$$
\operatorname{Cut}\left(\widehat{c} M_{2} \downarrow^{\mathrm{t}}, \widehat{z} \operatorname{Cut}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, \widehat{y} N \downarrow^{\mathrm{t}}\right)\right)
$$

The first is $M^{\prime} \downarrow^{\mathrm{t}}$ in case 1 , the second is $M^{\prime} \downarrow^{\mathrm{t}}$ in case 2. So in both cases, $M \downarrow^{\mathrm{t}} \xrightarrow{\mathrm{cut}^{+}} M^{\prime} \downarrow^{\mathrm{t}}$.

- If the reduction is a $\xrightarrow{\text { cut }}$ reduction, let us consider for instance the $\exists$ case. Thus $M$ has the form

$$
\operatorname{Cut}\left(\widehat{a} \operatorname{Exists}_{R}(\widehat{b} M, t, a), \widehat{x} \operatorname{Exists}_{L}(\widehat{y} \widehat{\times} N, x)\right)
$$

where $\operatorname{Exists}_{R}(\widehat{b} M, t, a)$ freshly introduces $a$ and $M^{\prime}$ is

$$
\operatorname{Cut}(\widehat{b} M, \widehat{y} N[\mathrm{x}:=t])
$$

Then $M \downarrow^{\mathrm{t}}$ is

$$
\operatorname{Cut}\left(\widehat{a} \operatorname{Exists}_{R}\left(\widehat{b} M \downarrow^{\mathrm{t}}, t, a\right), \widehat{x} \operatorname{Exists}_{L}\left(\widehat{y} \widehat{x} N \downarrow^{\mathrm{t}}, x\right)\right)
$$

where Exists ${ }_{R}\left(\widehat{b} M \quad \downarrow^{\mathrm{t}}, t, a\right)$ freshly introduces $a$ (lemma B.1) and reduces in one step into

$$
\operatorname{Cut}\left(\widehat{b} M, \widehat{y} N \downarrow^{\mathrm{t}}[\mathrm{x}:=t]\right)
$$

By corollary B.1, $N \downarrow^{\mathrm{t}}[\mathrm{x}:=t]=(N[\mathrm{x}:=t]) \downarrow^{\mathrm{t}}$ and we obtain that the later one-step reduct of $M \downarrow^{\mathrm{t}}$ is in fact $M^{\prime} \downarrow^{\mathrm{t}}$.

- If the reduction is a $\xrightarrow{\text { cut }}$ reduction, let us consider the case where $M$ is

$$
\operatorname{Cut}\left(\widehat{a} M_{1}, \widehat{x} M_{2}\right)
$$

with $M_{1}$ does not freshly introduce $a$ (the case where $M_{2}$ does not freshly introduce $x$ is symmetrical) and $M^{\prime}$ is

$$
M_{1}\left[a:=\widehat{x} M_{2}\right]
$$

Then $M \downarrow^{\mathrm{t}}$ is

$$
\operatorname{Cut}\left(\widehat{a} M_{1} \downarrow^{\mathrm{t}}, \widehat{x} M_{2} \downarrow^{\mathrm{t}}\right)
$$

and since $M_{1} \downarrow^{\mathrm{t}}$ does not freshly introduce $a$ (lemma B.1), we deduce that it reduces to

$$
M_{1} \downarrow^{\mathrm{t}}\left[a:=\widehat{x} M_{2} \downarrow^{\mathrm{t}}\right]
$$

As this later is a normal form and a reduct of $M^{\prime}$ for $\xrightarrow{\text { term }}$, it is $M^{\prime} \downarrow^{\mathrm{t}}$.

- Other cases of $\xrightarrow{\text { cut }}$ reductions are similar.
- If the reduction is a $\xrightarrow{\text { excut }}$ reduction, then $M$ is of the form

$$
\operatorname{Cut}\left(\widehat{a} R_{R}\left(\ldots,\left(\ldots M_{i}\right)_{i}, \ldots, a\right), \widehat{x} R_{L}\left(\ldots,\left(\ldots N_{j}\right)_{j}, \ldots, x\right)\right)
$$

with $R: P \rightarrow \varphi$. Let us denote $C_{R}$ and $C_{L}$ respectively $\langle\vdash a: \varphi\rangle$ and $\langle x: \varphi \vdash\rangle$. Thus we may write the following reduction in $\xrightarrow{\text { term }}$.

$$
\begin{aligned}
M= & \operatorname{Cut}\left(\widehat{a} R_{R}\left(\left(\ldots M_{i}\right)_{i}, a\right), \widehat{x} R_{L}\left(\left(\ldots N_{j}\right)_{j}, x\right)\right) \\
\xrightarrow{\text { term }} & \operatorname{Cut}\left(\widehat{a} \sigma C_{R}\left[\left(M_{i}\right)_{i}\right], \widehat{x} \sigma^{\prime} C_{L}\left[\left(N_{j}\right)_{j}\right]\right) \\
\xrightarrow{\text { term }} & \operatorname{Cut}\left(\widehat{a} \sigma C_{R}\left[\left(M_{i} \downarrow^{\mathrm{t}}\right)_{i}\right], \widehat{x} \sigma^{\prime} C_{L}\left[\left(N_{j} \downarrow^{\mathrm{t}}\right)_{j}\right]\right)
\end{aligned}
$$

where $\sigma$ and $\sigma^{\prime}$ are ad hoc placeholder-term substitutions. As this later term is a normal form for $\xrightarrow{\text { term }}$, it is in fact $M \downarrow^{\mathrm{t}}$. Besides by definition of $\xrightarrow{\text { excut }}$, there exists an open-term $C$ such that $\operatorname{Cut}\left(\widehat{a} C_{R}, \widehat{x} C_{L}\right) \xrightarrow{\text { cut }^{+}} C$ with $M^{\prime}=\sigma^{\prime \prime} C\left[M_{1}, \ldots, N_{p}\right]$, and thus $M^{\prime} \downarrow^{\mathrm{t}}=$ $\sigma^{\prime \prime} C\left[M_{1} \downarrow^{\mathrm{t}}, \ldots, N_{p} \downarrow^{\mathrm{t}}\right] . \operatorname{As} \operatorname{Cut}\left(\widehat{a} C_{R}, \widehat{x} C_{L}\right) \xrightarrow{\text { cut }^{+}}$ $C$, we deduce finally that $M \downarrow^{\mathrm{t}} \xrightarrow{\mathrm{cut}}{ }^{+} M^{\prime} \downarrow^{\mathrm{t}}$.
Now let us suppose that the reduction $M \xrightarrow{\text { excut }} M^{\prime}$ is done under some context. We reason by induction on this context. We just treated the case of an empty context.

- Let us consider now for instance the case of $R_{R}$. $M$ is of the form $R_{R}\left(\ldots,\left(\ldots, M_{i}\right)_{i}, \ldots, a\right)$ and $M^{\prime}$ is $R_{R}\left(\ldots,\left(\ldots, M_{i}^{\prime}\right)_{i}, \ldots, a\right)$ with some $k$ such that $M_{k} \xrightarrow{\text { excut }} M_{k}^{\prime}$ and for all $i \neq k, M_{i}^{\prime}=M_{i}$. By induction hypothesis, $M_{k} \downarrow^{\mathrm{t}} \xrightarrow{\mathrm{cut}}{ }^{+} M_{k}^{\prime} \downarrow^{\mathrm{t}}$ and then

$$
\begin{array}{cc}
M \downarrow^{\mathrm{t}} & = \\
\xrightarrow{\text { cut }}+ & \sigma C\left[\left(M_{i} \downarrow^{\mathrm{t}}\right)_{i}\right] \\
= & \sigma C\left[\left(M_{i}^{\prime} \downarrow^{\mathrm{t}}\right)_{i}\right] \\
= & M^{\prime} \downarrow^{\mathrm{t}}
\end{array}
$$

- Let us consider now for instance the case of And $_{R}$. $M$ is of the form $\operatorname{And}_{R}\left(\widehat{b} M_{1}, \widehat{c} M_{2}, a\right)$ and $M^{\prime}$ is of the form $\operatorname{And}_{R}\left(\widehat{b} M_{1}^{\prime}, \widehat{c} M_{2}^{\prime}, a\right)$ with some $i$ in $\{1,2\}$ such that $M_{i} \xrightarrow{\text { excut }} M_{i}^{\prime}$ and $M_{k}=M_{k}^{\prime}$ for $k \neq i$. By induction hypothesis, $M_{i} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M_{i}^{\prime} \downarrow^{\mathrm{t}}$ and thus

$$
\begin{aligned}
& M \downarrow^{\mathrm{t}}=\operatorname{And}_{R}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, \widehat{c} M_{2} \downarrow^{\mathrm{t}}, a\right) \\
& \xrightarrow{\text { cut }}{ }^{+} \text {And }_{R}\left(\widehat{b} M_{1}^{\prime} \downarrow^{\mathrm{t}}, \widehat{c} M_{2}^{\prime} \downarrow^{\mathrm{t}}, a\right) \\
& =\quad M^{\prime} \downarrow^{\mathrm{t}}
\end{aligned}
$$

- Let us consider now for instance the case Exists ${ }_{R}$. $M$ is of the form $\operatorname{Exists}_{R}\left(\widehat{b} M_{1}, t, a\right)$ and $M^{\prime}$ is of the form Exists $_{R}\left(\widehat{b} M_{1}^{\prime}, t, a\right)$ with $M_{1} \xrightarrow{\text { excut }} M_{1}^{\prime}$. By induction hypothesis, $M_{1} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M_{1}^{\prime} \downarrow^{\mathrm{t}}$ and thus

$$
\begin{aligned}
& M \downarrow^{\mathrm{t}}=\operatorname{Exists}_{R}\left(\widehat{b} M_{1} \downarrow^{\mathrm{t}}, t, a\right) \\
& \xrightarrow{\text { cut }}+ \\
& \operatorname{Exists}_{R}\left(\widehat{b} M_{1}^{\prime} \downarrow^{\mathrm{t}}, t, a\right) \\
&= M^{\prime} \downarrow^{\mathrm{t}}
\end{aligned}
$$

- Let us consider now for instance the case Exists ${ }_{L}$. $M$ is of the form $\operatorname{Exists}_{L}\left(\widehat{y} \widehat{\times} M_{1}, x\right)$ and $M^{\prime}$ is Exists $_{L}\left(\widehat{y} \widehat{x} M_{1}^{\prime}, x\right)$ with $M_{1} \xrightarrow{\text { excut }} M_{1}^{\prime}$. By induction hypothesis, $M_{1} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M_{1}^{\prime} \downarrow^{\mathrm{t}}$ and thus

$$
\begin{aligned}
& M \downarrow^{\mathrm{t}}=\operatorname{Exists}_{L}\left(\widehat{y} \times M_{1} \downarrow^{\mathrm{t}}, x\right) \\
& \xrightarrow{\text { cut }} \operatorname{Exists}_{L}\left(\widehat{y} \times M_{1}^{\prime} \downarrow^{\mathrm{t}}, x\right) \\
&=M^{\prime} \downarrow^{\mathrm{t}}
\end{aligned}
$$

- Let us consider now for instance the case $R_{R}$. $M$ is of the form $R_{R}\left(\ldots,\left(\ldots M_{i}\right)_{i}, \ldots, a\right)$ and $M^{\prime}$ is $R_{R}\left(\ldots,\left(\ldots M_{i}^{\prime}\right)_{i}, \ldots, a\right)$ with some $k$ such that
- if $i \neq k$ then $M_{i}^{\prime}=M_{i} ;$
$-M_{k} \xrightarrow{\text { excut }} M_{k}^{\prime}$.
By induction hypothesis, $M_{k} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M_{k}^{\prime} \downarrow^{\mathrm{t}}$ and thus

$$
\begin{aligned}
M \downarrow^{\mathrm{t}} & =R_{R}\left(\ldots,\left(\ldots M_{i} \downarrow^{\mathrm{t}}\right)_{i}, \ldots, a\right) \\
& \xrightarrow{\text { cut }} R_{R}\left(\ldots,\left(\ldots M_{i}^{\prime} \downarrow^{\mathrm{t}}\right)_{i}, \ldots, a\right) \\
& =M^{\prime} \downarrow^{\mathrm{t}}
\end{aligned}
$$

- Other cases are similar.

We are now able to prove the strong normalisation of $\xrightarrow{\text { excut }}$, using the strong normalisation of $\xrightarrow{\text { cut }}$ proven by Urban [27].

Proof of theorem 3.1. Let us suppose that $\xrightarrow{\text { prop }}$ is convergent. Let $M \triangleright \Gamma \vdash \Delta$ be some well-typed extended term. Let us suppose that there exists an infinite reduction

$$
M=M_{0} \xrightarrow{\text { excut }} M_{1} \xrightarrow{\text { excut }} M_{2} \ldots
$$

First by corollary B.3, term is weakly normalising and $M \downarrow^{\mathrm{t}}$ $\triangleright \Gamma \downarrow^{\mathrm{P}} \vdash \Delta \downarrow^{\mathrm{p}}$. Besides by lemma B.8, there is an infinite reduction

$$
M \downarrow^{\mathrm{t}}=M_{0} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}+M_{1} \downarrow^{\mathrm{t}} \xrightarrow{\text { cut }}{ }^{+} M_{2} \downarrow^{\mathrm{t}} \ldots
$$

This is impossible since $M \downarrow^{\mathrm{t}}$ is well-typed in Urban's calculus and $\xrightarrow{\text { cut }}$ is strongly normalising on well-typed terms [27].
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