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Un adre analytique pour l'homogénéisation numérique -Partie II : le as du sur-éhantillonnageRésumé : Dans un artile réent (Multisale Model. Simul., 5 (2006), No. 3, pp. 996-1043),l'auteur a introduit un adre analy tique qui permet d'étudier les propriétés de onvergenede ertaines méthodes d'homogénéisation numérique des prob lèmes aux limites elliptiques.Dans les appliations, es méthodes sont ependant ouplées à des tehniques de sur-éhantillonnage. Dans e rapport, l'auteur analyse es méthodes ave sur-éhantillonnage, pourdes énergies onvexes et quasio nvexes, pour des hétérogénéités générales. Au ours deette analyse, nous donnons une interprétation variationne lle intéressante de la formulationPetrov-Galerkin de la méthode des éléments �nis multiéhelles.Mots-lés : homogénéisation, éléments �nis, sur-éhantillonnage



Oversampling in numerial homogenization 3n a reent paper (Multisale Model. Simul., 5 (2006), No. 3, pp. 996-1043), the author hasintrodued an analytial framework to study the onvergene properties of some numerialhomogenization methods for ellipti problems. In the appliations however, these methodsare oupled with oversampling tehniques. In the present work, the author addresses thisissue within the latter framework and proves the onvergene of the methods with oversam-pling, for onvex and quasionvex energies, in the ontext of general heterogeneities. Thisanalysis provides us with an interesting variational interpretation of the Petrov-Galerkinformulation of the nononforming multisale �nite element method for periodi problems.1 IntrodutionThe goal of this paper is to ontinue the analysis of multisale methods for the numerialhomogenization of ellipti equations initiated in [15℄ and [14℄, where the onvergene and thenumerial analysis of some numerial homogenization methods are addressed under quitegeneral hypotheses on the heterogeneities (general spatial dependene of the operator) andon the nature of the operator (onvex or quasionvex assoiated energy density). In pra-tie however, these methods are usually ombined with more sophistiated tehniques suhas oversampling - whih is refered to in [1℄, [16℄, [17℄, [7℄, [8℄, [10℄, [12℄, and theoretiallyanalyzed in [18℄, [9℄ and [6℄ in the linear and periodi or stohasti ases. In the latter,error estimates are also provided. In the present work, we fous on proving the onvergeneof some numerial homogenization methods with oversampling under the same general hy-potheses as in [14℄, onerning both the approximation of the homogenized solution and theorretor whenever the notion is well-established. The paper is organized as follows. In the�rst Setion, we very brie�y reall the ontext, the main results of [14℄ and two numerialmethods. Then we disuss the issue of oversampling in the periodi ase, before addressingit in a more general setting in Setion 4. We also give an energeti interpretation of thenononforming Petrov-Galerkin formulation of the multisale �nite element method thatallows us to prove its onvergene in a general setting. Some arguments and proofs are onlyskethed whenever they are mainly based on the orresponding ones in [14℄. We refer thereader to [14, Setion 1℄ and the referenes therein for further details on notations and usefulresults that may not be extensively realled in Setion 2.2 Numerial homogenization methodsLet us reall the analytial framework introdued in [14℄, and two numerial methods towhih the analysis applies: the Heterogeneous Multisale Method (HMM) and the MultisaleFinite Element Method (MsFEM).2.1 Minimization problemIn what follows, we onsider minimization problems, or the assoiated Euler-Lagrange equa-tions whenever the two approahes are equivalent, e.g. for monotone operators. The problemRR n° 6127



4 A. Gloriaunder investigation is
inf

{
∫

Ω

Wǫ(x,∇u)dx, u ∈ W 1,p(Ω, Rd) + BC

}

, (1)where Wǫ is a family of energy densities, Ω is an open bounded domain of R
n and BC de-notes lassial boundary onditions (let say Dirihlet or mixed Dirihlet-Neumann boundaryonditions, see [14, pp 999℄) in weak form.Denoting by Iǫ : W 1,p(Ω) → R, u 7→ Iǫ(u) =

∫

Ω
Wǫ(x,∇u)dx, we want to study thebehaviour of Iǫ when ǫ vanishes and to numerially approximate the minimizers of Iǫ on setsof presribed boundary onditions.Under the following sets of hypotheses on Wǫ, both issues an be answered positively:The onvex ase� H1: Wǫ is a Carathéodory funtion;� H2: for almost every x ∈ R

n, Wǫ(x, ·) is onvex on R
d×n;� H3: there exist 0 < c ≤ C and p ≥ 1 suh that

c|ξ|p ≤ Wǫ(x, ξ) ≤ C(1 + |ξ|p)for almost all x ∈ R
n and for all ξ ∈ R

n.The quasionvex ase: n > 1 and d > 1� H1;� H4: for almost every x ∈ R
n, Wǫ(x, ·) is quasionvex on R

d×n;� H3.Assumption H4 generalizes Assumption H2. An energy density satisfying H1-H4-H3 willbe refered to as a standard energy density. The diret method of the alulus of variationsshows that the minimization problem (1) has at least one solution uǫ ∈ W 1,p(Ω, Rd).In addition, there exist a standard energy density Whom and the assoiated energy fun-tional Ihom : W 1,p(Ω) → R, u 7→ Ihom(u) =
∫

Ω Whom(x,∇u)dx, suh that, up to extration,
Ihom = Γ(Lp) − limǫ→0 Iǫ. For every sequene of minimizers uǫ, there exists a minimizer
uhom of Ihom on the same set of presribed boundary onditions suh that uǫ ⇀ uhom in
W 1,p(Ω). In what follows we will onsider Γ-onverging energies, without loss of generalityup to extration.The aim of the following setion is to reall the de�nition of an averaged energy density
Iη,ǫ that approximates Ihom and uhom in the sense of Γ-onvergene.

INRIA



Oversampling in numerial homogenization 52.2 Averaged energy densitiesFor onvex standard energy densities Wǫ, we set the followingDe�nition 1 For any η > 0, denoting by B(x, η) the ball of radius η entered at point
x ∈ R

n, we de�ne the energy density
Wη,ǫ(x, ξ) = inf

{

〈Wǫ(·,∇v(·))〉B(x,η) | v ∈ W 1,p(B(x, η)), 〈∇v〉B(x,η) = ξ
} (2)from R

n × R
d×n to R and the assoiated energy funtional

Iη,ǫ(u) =

∫

Ω

Wη,ǫ(x,∇u) for all u ∈ W 1,p(Ω).whereas for quasionvex standard energy densities, we setDe�nition 2 For η > 0, let us denote by C(x, η) the hyperube of R
n entered in x ∈ R

nand of length η. We then de�ne the averaged energy density by
Wη,ǫ(x, ξ) = inf

{

〈Wǫ(·, ξ + ∇v(·))〉C(x,η) | v ∈ W 1,p
# (C(x, η), Rd)

} (3)from R
n × R

d×n to R and the energy funtional assoiated with its quasionvex envelope
QWη,ǫ

Iη,ǫ(u) =

∫

Ω

QWη,ǫ(x,∇u) for all u ∈ W 1,p(Ω, Rd).We then have the following onvergene theorem for stritly onvex energy densitiesTheorem 1 Let Wǫ satisfy H1, H2 (stritly), and H3 uniformly for p > 1, then the en-ergy densities Wη,ǫ also satisfy H1, H2 (stritly), and H3, and the energy Iη,ǫ Γ(Lp)-and
Γ(W 1,p)-onverges to Ihom as ǫ and η go to 0. Therefore, the unique sequene uη,ǫ of min-imizers of inf{Iη,ǫ(v) | v ∈ W 1,p(Ω, R) + BC} onverges to the unique minimizer uhom of
inf{Ihom(v) | v ∈ W 1,p(Ω, R) + BC} in W 1,p(Ω, Rn).and the orresponding one for quasionvex energy densitiesTheorem 2 Let Wǫ satisfy H1, H4, and H3 uniformly for p > 1, then the energy densities
QWη,ǫ are standard energy densities and Iη,ǫ Γ(Lp)- and Γ(W 1,p)-onverges to Ihom as ǫ and
η go to 0. Therefore, for any sequene uη,ǫ of minimizers of inf{Iη,ǫ(v) | v ∈ W 1,p(Ω, Rd) +
BC}, there exists a minimizer uhom of inf{Ihom(v) | v ∈ W 1,p(Ω, Rd) + BC} suh that

lim
η→0

lim
ǫ→0

uη,ǫ = uhom weakly in W 1,p(Ω, Rd), (4)up to extration.Remark 1 It may be stressed that the trial spae W 1,p
# (C(x, η), Rd) an be replaed by

W 1,p
0 (C(x, η), Rd) without hanging the onvergene results of Theorem 1 and 2.RR n° 6127



6 A. Gloria2.3 Numerial orretor and �ne sale featuresThe approximation of the homogenized solution uhom in W 1,p(Ω) is not enough to approx-imate uǫ in W 1,p(Ω) sine uǫ only onverges weakly to uhom in W 1,p(Ω). To this aim,numerial orretors have been widely introdued and used to approximate ∇uǫ in Lp(Ω),whih desribes the �ne sale features of the solution. Their onvergene properties havebeen analyzed for general heterogeneities and monotone operators in [14℄.De�nition 3 Let {QH,i}i∈[[1,IH ]] be a partition of Ω in disjoint subdomains of diameter oforder H. We de�ne a family (MH) of approximations of identity on Lp(Ω) assoiated with
QH,i: for every w ∈ Lp(Ω) and H > 0,

MH(w) =

IH
∑

i=1

〈w〉QH,i
1QH,i

.Keeping the notation of Theorem 1, we de�ne the numerial orretors vH,i
η,ǫ for a stritlyonvex energy density as the unique minimizers (up to a onstant) of

inf

{

∫

QH,i

Wǫ(x,∇v) | v ∈ W 1,p(QH,i), 〈∇v〉QH,i
= 〈∇uη,ǫ〉QH,i

}

. (5)We have the onvergene result ([14, Theorem 2℄):Theorem 3 In addition to H1, H2, and H3, let us assume that p ≥ 2, that Wǫ(x, ·) isontinuously di�erentiable for almost all x ∈ Ω and aǫ(·, 0) = ∂Wǫ

∂ξ
(·, 0) is bounded, and thatthe following monotoniity and ontinuity properties hold:

∃ 0 ≤ α ≤ p − 1, C > 0 | for almost all x ∈ R
n, for all ξ1, ξ2 ∈ R

n,

|aǫ(x, ξ1) − aǫ(x, ξ2)| ≤ C(1 + |ξ1| + |ξ2|)
p−1−α|ξ1 − ξ2|

α, (6)
∃ 2 ≤ β < +∞, c > 0 | for almost all x ∈ R

n, for all ξ1, ξ2 ∈ R
n,

(aǫ(x, ξ1) − aǫ(x, ξ2), ξ1 − ξ2) ≥ c(1 + |ξ1| + |ξ2|)
p−β |ξ1 − ξ2|

β . (7)Then, denoting by uǫ the unique minimizer of Iǫ on W 1,p(Ω) + BC, we have
lim

η,H→0
lim
ǫ→0

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∇uǫ −

IH
∑

i=1

∇vH,i
η,ǫ 1QH,i

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Lp(Ω)

= 0. (8)Let us brie�y disuss the link between the original Tartar's orretors and the numerialorretors of De�nition 3. We �rst reall the de�nition of Tartar's orretors [21℄ in thelinear ase and make some omments about the numerial interest of suh a result.Let Ahom ∈ L∞(Ω,Mn(R)) be the homogenized matrix of an H-onverging sequene
Aǫ, and uhom be the solution of the homogenized problem inf{

∫

Ω
Ahom∇u∇u − fu, u ∈INRIA



Oversampling in numerial homogenization 7
H1(Ω) + BC}. The onvergene of uǫ to uhom is only weak in H1(Ω). The orretormatries are designed to approximate the gradient of uǫ by a funtion depending on uhom.Given ompatly supported subsets ω ⊂⊂ ω1 ⊂⊂ Ω, a orretor matrix Pǫ ∈ H1(ω)n isde�ned by (Pǫ)j , the restrition on ω of the unique solution of

inf

{
∫

ω1

Aǫ∇vǫ∇vǫ − AhomMj∇vǫ, vǫ(y) = Mj · y + wǫ, wǫ ∈ H1
0 (ω1)

}

, (9)for Mj desribing the anonial basis of R
n. A orretor for uǫ is then given on ω by

Cǫ =
∑

j(Pǫ)j(∇uhom)j and we have limǫ→0 ‖∇Cǫ −∇uǫ‖L2(ω) = 0 [21, Theorem 3 pp. 39℄.In partiular, orretors are not unique.From a omputational point of view, Tartar's orretors are too abstrat sine the preiseknowledge of Ahom is required to alulate the orretors, whereas Ahom is in prinipleunknown. However, if Ahom is onstant, then (9) turns out to be solvable in pratie (theterm depending on Ahom is onstant in the energy). As pointed out by Allaire and Brizziin [1℄, the simplest approximation of Ahom is the pieewise onstant approximation.The numerial orretor amounts to taking ω = ω1 = QH,i and approximating Ahomby 〈Aη,ǫ〉QH,i
. It should be notied that ω is not ompatly supported in ω1. In additionto the onvergene in ǫ (and η), there is an error linked to H and the pieewise onstantapproximation of Ahom. Up to an error whih depends on H , the numerial orretor may beinterpreted as an approximation of some Tartar's orretor in H1(QH,i). Theorem 3 showsthat this also provides an approximation of the gradient of the orretor in L2(Ω). Imposing

ω ⊂⊂ ω1 in the de�nition of a numerial orretor is a way to introdue oversampling, as itwill be seen in Setion 4.2.4 HMMThe appliation of the Heterogeneous Multisale Method to ellipti problems introdued in[7℄ an be interpreted as the minimization of a disretization of Iη,ǫ plus a lower order term
f ∈ Lp′

(Ω) on a �nite element basis, whih reads
inf







IH
∑

i=1

NGP
∑

j=1

qj

(

Wη,ǫ(xij ,∇uH(xij)) − f(xij)uH(xij)
)

, uH ∈ VH + BC







, (10)where IH is the number of mesh elements, NGP is the number of Gauss points per element,
xij are the Gauss points, qj are the weights, and VH is an FE spae. Then the omputation ofthe FE minimizer of (10) requires only evaluations of derivatives of Wη,ǫ(xij , ξ) for partiular
ξ at Gauss points xij . We refer the reader to [7, 14℄ for details on the method and its analysis.2.5 MsFEMThe Multisale Finite Element Method may also be interpreted as the minimization of a(di�erent) disretization of Iη,ǫ on a P1-�nite element spae VH assoiated to a triangulationRR n° 6127



8 A. Gloria
{QH,i}i of Ω, namely:

inf

{

IH
∑

i=1

|QH,i|W
MsFEM
H,ǫ (xi,∇uH(xi))

−

IH
∑

i=1

NGP
∑

j=1

qjf(xij)uH(xij), uH ∈ VH + BC







,

(11)where the seond term of the energy has been integrated by a quadrature rule assoiated tothe triangulation, and
WMsFEM

H,ǫ (xi, ξ) = inf

{

1

|QH,i|

∫

QH,i

Wǫ(y,∇v) | v(y) = ξ · y on ∂QH,i

}

, (12)whih is a partiular energy density of type Wη,ǫ.In the analysis of the MsFEM in [14, Setion 3.2℄, we have extensively used the followingrewriting of the problem:
inf

{
∫

Ω

WMsFEM
H,ǫ (x,∇uH) − fuH |uH ∈ VH + BC

}

, (13)extending the de�nition of WMsFEM
H,ǫ on Ω by

WMsFEM
H,ǫ (x, ξ) =

∑

i

WMsFEM
H,ǫ (xi, ξ)1QH,i

(x),sine ∇uH is onstant on eah QH,i. With this formulation, estimates on the energy areeasy to obtain due to the inlusion VH ⊂ W 1,p(Ω).3 Oversampling in the periodi ase3.1 Setting of the problemSine the homogenized equation is expliitly known when Wǫ(·, ·) = W ( ·
ǫ
, ·) and W is 1-periodi in spae, the appliation of the MsFEM or the HMM strategies to this ase allowsus to perform a numerial analysis of the methods.Doing so ([18℄ for MsFEM, [6℄ for HMM e.g.), the error between the numerial approxi-mation and the solution of the homogenized problem is proved to exhibit some term alledthe ell resonane and boundary layer error. This error is linked to two phenomena:� when C(x, η) is not a multiple of the periodi ell on the one hand (ell resonane),and� when linear Dirihlet boundary onditions are used on the other hand (the ell problemin periodi homogenization is ompleted by periodi boundary onditions). INRIA



Oversampling in numerial homogenization 9These phenomena are the soures of a boundary layer, whose e�et is of order ǫ
η
in the linearase (see [14℄ for the monotone ase) for the H1(Ω) norm of the homogenized solution (andfor the homogenized energy) and of order √

ǫ
η
for the L2(Ω) norm of the gradient of theorretor.The aim of oversampling is twofold: improve the onvergene rate, and if not, at least,improve the prefator, by reduing both soures of error.In the linear periodi ase, oversampling restores a onvergene of order ǫ

η
for the L2(Ω)norm of the gradient of the orretor and redues the prefator of the error of order ǫ

η
for thehomogenized energy ([6℄ and [16℄ e.g.). The strategy onsists in introduing bigger volumeelements C(x, η + ζ), where ζ = ζ(ǫ, η) > 0, and using the information only on C(x, η) toavoid the boundary layer of presumed order ζ. The appliation of oversampling is di�erentfor the MsFEM and the HMM. In partiular, several hoies for the MsFEM have beenanalyzed in great details in [18℄ in the linear periodi ase. The mathematial formulationof oversampling is introdued in the following setion.3.2 Mathematial formulationLet ζ = ζ(ǫ, η) ∈ R+. We de�ne an oversampled energy density

W over
η,ǫ,ζ (x, ξ) = 〈Wǫ(y, ξ + ∇vover

η,ǫ,ζ(y))〉C(x,η), (14)where vover
η,ǫ,ζ is the restrition on C(x, η) of the solution ṽover

η,ǫ,ζ of the following minimizationproblem posed on C(x, η + ζ)

inf
{

〈Wǫ(·, ξ + ∇v(·))〉C(x,η+ζ) | v ∈ W 1,p
0 (C(x, η + ζ))

}

. (15)We an naturally extend this de�nition to balls B(x, η) and other boundary onditions(〈∇v〉 = ξ, periodi boundary onditions). Sine the arguments and results are the same,we will fous on Dirihlet boundary onditions in what follows.We will not make a full error analysis of the anellations that our due to oversampling,and we refer the reader to [18℄ for a deep analysis in the linear ase. We will however maketwo remarks that may explain why numerial errors are redued by the use of oversamplingmethods. The aim of the present work is to prove the onvergene of numerial homogeniza-tion methods with oversampling for general energy densities and general heterogeneities. Inthis setting, we are not able to exhibit error estimates, but we will prove onvergene resultsand relate oversampling methods to Tartar's orretors in homogenization.3.3 A remark on boundary onditionsThe mismath between boundary onditions may be understood as follows. Let us onsidera domain C(x, η) with η/ǫ ∈ N. The domain C(x, η) is then exatly obtained by theonatenation of a given number of periodi ells. If periodi boundary onditions were usedRR n° 6127



10 A. GloriaTable 1: Error on the approximated homogenized oe�ient (performed with [13,FreeFEM℄).Number of periodi without oversampling with oversamplingells per dimension error rate of prefator error rate of prefatoronvergene (rate=1) onvergene (rate=1)1 0.15707 - 0.15707 0.15707 - 0.157072 0.08449 0.8945552 0.16898 0.02100 2.9029464 0.042004 0.04335 0.9628402 0.17340 0.01177 0.8353076 0.047088 0.02193 0.9830069 0.17544 0.00597 0.9793258 0.0477612 0.01456 1.0101425 0.17472 0.00397 1.0062045 0.0476416 0.01103 0.9651599 0.17648 0.00299 0.9854375 0.0478420 0.00876 1.0326219 0.17520 0.00239 1.0037486 0.04780on C(x, η), Wη,ǫ would exatly be Whom. If Dirihlet boundary onditions are used, far fromthe boundary, the solution is almost periodi. Close to the boundary the solution is verydi�erent from the periodi solution as illustrated in [1, Fig. 3℄. In order to redue the error,it is then natural to use the solution on periodi ells ontained in C(x, η) that are far fromthe boundary ∂C(x, η). We refer the reader to the example of the half spae dealt with in[2℄. This remark is of great interest for the reonstrution of the �ne sales features whihhighly su�ers from this boundary layer.The tehnique of oversampling is unlikely to hange the order of onvergene of thehomogenized energy, as it an be easily seen in the periodi one-dimensional ase (oversam-pling simply does not hange anything). However, not taking into aount the boundarylayer may improve the prefator of the error. For the two-dimensional numerial examplesonsidered in [18℄ and [9℄, namely a periodi linear operator de�ned by
aǫ =

(

2 + 1.8 sin(2πx/ǫ)

2 + 1.8 cos(2πy/ǫ)
+

2 + sin(2πy/ǫ)

2 + 1.8 cos(2πx/ǫ)

)

I, (16)the assoiated energy density is Wǫ(x, ξ) = 1
2aǫ(x)|ξ|2. To be more preise Tables 1 and2 report on some simple numerial tests that show the signi�ant e�et of oversamplingin the illustrative ase (16). In Table 1 the error between the homogenized operator (oneof the two nonzero oe�ients) and the approximated homogenized operator is reportedon, using Dirihlet boundary onditions on an inreasing number of periodi ells. The �rstapproximated operator is obtained without oversampling, whereas the seond one is obtainedby onsidering only the periodi ell whih is at the enter of the domain of omputation.The onvergene rate is learly proportional to the inverse of the number of periodi ellsper dimension in both ases, however the prefator is four times smaller in the seond ase.The interest of oversampling for the reonstrution of the �ne sale features of the solution

uǫ, namely the numerial orretor, is the improvement of the rate of onvergene in the H1norm from √

ǫ
η
to ǫ

η
, as illustrated in Table 2. This issue is dealt with theoretially in [18℄and [6℄. It relies on the two-sale expansion of the solution and will not be detailed hereINRIA



Oversampling in numerial homogenization 11Table 2: L2-norm of the error on the gradient of the orretor (performed with [13,FreeFEM℄).Number of without oversampling with oversamplingperiodi ellsper dimension error rate of prefator error rate of prefatoronvergene (rate=0.5) onvergene (rate=1)1 0.2100420 - 0.2100420 0.2100420 - 0.21004202 0.1564490 0.4249854 0.2212523 0.01158010 0.8934616 0.02316024 0.1130700 0.4684762 0.2261400 0.00360518 1.6835045 0.01442078 0.0808329 0.4842017 0.2286300 0.00181738 0.9882112 0.014539012 0.0662452 0.4908463 0.2294801 0.00121064 1.0019278 0.014527716 0.0574405 0.4957851 0.2297620 0.00091015 0.9917024 0.014562420 0.0514685 0.4919688 0.2301741 0.00072566 1.0151664 0.0145132sine it annot be generalized to other heterogeneities. In [14, Setion 3℄, the interest ofoversampling for nonlinear operators is addressed in terms of error ontributions: the errormade on the homogenized energy ould be greater than the error due to the boundary layersof the orretor. Therefore the e�et of oversampling on the orretors may not hange theorder of the error for the �ne sales. In this ase however, the prefator of the error an stillbe redued by oversampling.Remark 2 The same type of boundary layers ours if C(x, η) is not exatly a multiple ofthe periodi ell, both with periodi and Dirihlet boundary onditions. Numerial tests showthe same behaviour as in Tables 1 and 2.3.4 A remark on the volume element C(x, η)Assuming that the mismath due to boundary onditions is redued, one still has to deal withanother soue of error: the mismath between C(x, η) and the periodi ell. The domain
C(x, η) may not be exatly a multiple of the periodi ell. Therefore the mean of the energyon a periodi ell with a given periodi funtion does not oinide with the mean on C(x, η)of the energy with the same periodi funtion. This error is more subtle than the previousone and of the same order, namely ǫ

η
in the linear periodi ase. This soure of error doesnot exist for the Petrov-Galerkin formulation of the MsFEM [18℄, as will be disussed inthe following setion. This solution is intimately linked to the partiular formulation (ordisretization of Iη,ǫ in other terms) of the MsFEM. It does not apply to the HMM forexample. In the latter ase, something else has to be done and may be a numerial issue ofinterest, at least in the periodi ase.3.5 Interpretation of the MsFEM in Petrov-Galerkin formulationThe reason why one an get rid of the error disussed in the previous setion for the MsFEMis a harateristi spatial feature implied by η = H in the formulation: for all uH ∈ VH ,RR n° 6127



12 A. Gloriathere exists a funtion uMsFEM
H ∈ Lp(Ω) suh that uMsFEM

H |QH,i
∈ W 1,p(QH,i) for all i,and

∫

Ω

WMsFEM
H,ǫ (x,∇uH) =

∫

Ω

Wǫ

(

x,∇uMsFEM
H

)

, (17)where ∇uMsFEM
H abusively denotes ∑

i ∇uMsFEM
H |QH,i

.In other terms, if Wǫ is the periodi omposition of two materials A and B, the ratioof A and B in Wǫ is exatly preserved in WMsFEM
H,ǫ whereas it is only preserved up to anerror of order ǫ

η
for a generi averaged energy density Wη,ǫ. In the light of the disussion ofSetion 3.4, eah periodi ell of the material Ω is exatly aounted for one in the MsFEM:if only half of a given periodi ell belongs to some QH,i then the other half belongs to someother QH,j. For a generi Wη,ǫ, this may not be true.The orrespondene (17) between uH and uMsFEM

H de�nes a (nonlinear) mapping from
VH to ⊕iW

1,p(QH,i), as introdued in [10℄. Without oversampling, the mapping takes valuesin W 1,p(Ω), whereas with oversampling the restritions of uMsFEM
H are in W 1,p(QH,i) but

uMsFEM
H /∈ W 1,p(Ω). In the latter ase, the MsFEM is alled nononforming. By extensionthe variational interpretation of the oversampled MsFEM will also be alled nononformingalthough VH ⊂ W 1,p(Ω), the nonlinear mapping providing us with a relationship of dualitybetween the points of view (WMsFEM

H,ǫ , VH) and (Wǫ, {u
MsFEM
H }).Let us give an interpretation of the ell resonane error de�ned in [18℄ for the nonon-forming MsFEM. Within the present analytial framework, the lassial MsFEM only su�ersfrom a boundary ondition mismath, whereas the general averaged energies also su�er froma geometri mismath (C(x, η) versus the periodi ell). In a way, the MsFEM is "geometrierror free" by onstrution in the present language. When using oversampling via a non-onforming Galerkin method ([9℄) to redue the error due to the boundary onditions, onethen introdues another error by adding indiretly a geometri error. The use of a Petrov-Galerkin formulation ([18℄) with oversampling preserves the geometri error free haraterof the lassial MsFEM.For the onforming MsFEM (desribed in Setion 2.5), due to the very de�nition of theaveraged energy density, we have for all uH , vH ∈ VH ,

∫

Ω

∂ξW
MsFEM
H,ǫ (x,∇uH)∇vH =

∑

i

∫

QH,i

∂ξW
MsFEM
H,ǫ (x, 〈∇uH〉i)〈∇vH〉i

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H ))〈∇vH〉i

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H )∇vMsFEM

H

=

∫

Ω

∂ξWǫ(x,∇uMsFEM
H )∇vMsFEM

H ,

INRIA



Oversampling in numerial homogenization 13where we have formally used the Euler-Lagrange equation assoiated with (12). In partiularwe also have:
∫

Ω

∂ξWǫ(x,∇uMsFEM
H )∇vMsFEM

H =

∫

Ω

∂ξWǫ(x,∇uMsFEM
H )∇vH ,whih shows that the Galerkin and Petrov-Galerkin (for whih the test spae is VH) formu-lations are equivalent for the MsFEM without oversampling onsidered in [18℄.When using oversampling tehniques, the multisale �nite element spae (or more pre-isely manifold) {vMsFEM

H } is not a subspae of W 1,p(Ω), the method is therefore nonon-forming. In this ase, the Petrov-Galerkin and Galerkin methods are di�erent sine theEuler-Lagrange equation of (15) is not de�ned on QH,i anymore but on a larger domainwhih prevents us from writing the previous deomposition as a sum of Euler-Lagrangeequations on the QH,i. Thus
∫

Ω

∂ξWǫ(x,∇uMsFEM
H,over )∇vMsFEM

H,over 6=

∫

Ω

∂ξWǫ(x,∇uMsFEM
H,over )∇vH ,As will be made lear hereafter, the Petrov-Galerkin formulation is more natural from avariational point of view than the Galerkin formulation. Before going to this, let us quiklygo bak to the motivation of the oversampling tehniques. Oversampling aims at getting ridof the e�ets of the boundary layer on QH,i by omputing the minimum (15) on a domain

Q̃ζ
H,i of diameter of order H + ζ and by only onsidering the restrition of the assoiatedsolution vH,i

η,ǫ,over ∈ W 1,p(Q̃ζ
H,i) on QH,i. In the following alulation, we show that thenononforming Galerkin formulation still indiretly uses the multisale �nite element nearthe boundary whereas this is not the ase for the Petrov-Galerkin formulation. For all

vH ∈ VH and the assoiated test funtion vMsFEM
H by (17), we have

∫

Ω

∂ξWǫ(x,∇uMsFEM
H )∇vMsFEM

H

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H )∇vMsFEM

H

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H ))(〈∇vH〉i + ∇vH,i

η,ǫ,over)

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H )〈∇vH〉i

−
∑

i

∫

Q̃
ζ
H,i

\QH,i

∂ξWǫ(x,∇uMsFEM
H )∇vH,i

η,ǫ,over ,using the Euler-Lagrange equation of (15). The last equality learly shows that the Galerkinformulation uses the restrition of the multisale �nite element on Q̃ζ
H,i\QH,i, whih ontainsa part of the boundary layer that was supposed to be anelled by the oversampling methodand introdues a geometri error. Erasing this term at the very last line and going bakward,RR n° 6127



14 A. Gloriawe reover the Petrov-Galerkin formulation and the equivalent variational interpretation
∫

Ω

∂ξW
MsFEM
H,ǫ (x,∇uH)∇vH =

∑

i

∫

QH,i

∂ξW
MsFEM
H,ǫ (x, 〈∇uH〉i)〈∇vH〉i

=
∑

i

∫

QH,i

∂ξWǫ(x,∇uMsFEM
H ))〈∇vH〉i

=

∫

Ω

∂ξWǫ(x,∇uMsFEM
H )∇vH ,whih shows that the Petrov-Galerkin formulation is more natural than the Galerkin formu-lation with respet to the analytial framework of Setion 2. In Setion 4, we will prove theonvergene of the Petrov-Galerkin formulation of the oversampled MsFEM for rather gen-eral ellipti operators and general heterogeneities using the energeti formulation of Setion2.4 Oversampling for general heterogeneitiesIn this setion, we �rst de�ne the oversampling method for general heterogeneities by mak-ing preise the dependene of the oversampling upon the harateristi lengthsales ǫ and

η. Provided a right saling, we then prove the onvergene of numerial homogenizationmethods with oversampling, within the framework of Setion 2.There are numerial evidene that show the pratial interest of oversampling for non-periodi problems. There is also another motivation that is related to Tartar's orretor.In Setion 2.3, the numerial orretor has been reast in the frame of Tartar's orretorprovided an approximation depending on H and provided ω = ω1. In Tartar's originalwork however, the orretors are proved to exist using ω ⊂⊂ ω1, whih is oversamplingin the present language. Numerial orretors with oversampling are therefore approxima-tions of Tartar's orretors that may seem more natural than the numerial orretors ofSetion 2.3. The use of oversampling allows us to reover all the diversity of the originalTartar's orretors.4.1 Saling of the oversamplingThe aim of oversampling is to redue the mismath between the free osillations of an un-onstrained solution at �xed ǫ and the boundary onditions on domains C(x, η). A majorassumption onerns the onvergene of the energies Iǫ to a homogenized energy Ihom whihis supposed not to exhibit osillations at small sales. The oversampling for general hetero-geneities should math the sales of the osillations. Therefore it has to vanish with η, butit may also already vanish with ǫ. We set
INRIA



Oversampling in numerial homogenization 15De�nition 4 Let ζ : R+ → R+. For all x ∈ Ω, η > 0 and ǫ < η, ζ de�nes an ǫ-admissibleoversampling domain C(x, η + ζ(ǫ)) if
lim

τ→0+
ζ(τ) = 0+,and an η-admissible oversampling domain C(x, η + ζ(η)) if

lim
τ→0+

ζ(τ)

τ
= 0+.By admissible, we mean that the saling of the oversampling does not a�et the on-vergene properties of the algorithm, but only its rate. It should be also emphasized thatthe parameter ǫ is arbitrary and may not have a simple interpretation in terms of the het-erogeneities. Therefore the de�nition of an ǫ-admissible oversampling gives no hint on thepratial de�nition of an e�ient oversampling. Let us onsider e.g. periodi homogeniza-tion and instead of parametrizing by the size ǫ of the period let us parametrize the energyby its square ǫ2. This does not hange the limit. The oversampling ζ(τ) = τ (of order

ǫ2) is ǫ-admissible, however it does not allow to get rid of the boundary layer e�et whoseorder is greater than ǫ >> ǫ2. On the ontrary, η-admissible oversamplings should yieldimprovements on the boundary layer e�ets as ǫ vanishes, however they are not optimaland overestimate the size of the boundary layer sine limǫ→0 ζ(η)/ǫ = +∞. It may also benotied that ǫ-admissible oversamplings are a partiular ase of η-admissible oversamplings.More heuristially, if ǫ is related to the "size" of the heterogeneities, ζ should satisfya property of the type limτ→0
ζ(τ)

τ
= +∞ in order to see the e�et of oversampling. Theprototype is given by the linear periodi ase in Setion 3.3 for whih the boundary layer is oforder ǫ. This property has not been imposed in the de�nition of an ǫ-admissible oversamplingsine it is not stable under a hange of parametrization.Remark 3 The oversamplings introdued in De�nition 4 are the two extreme ases. Onean also introdue partiular oversamplings depending both on ǫ and η and providing us withsuitable regimes for given appliations. They an also be seen as partiular ases of the

η-admissible oversampling.4.2 Convergene resultsIn this setion, we prove the onvergene of numerial homogenization with η-admissibleoversampling, whih also implies the onvergene with ǫ-admissible oversampling. We �rstaddress the onvergene of a ontinuous oversampled energy density whose FE-disretizationleads to the HMM. We then show the onvergene of two versions of the nononformingPetrov-Galerkin MsFEM.4.2.1 Convergene at the ontinuous levelThe oversampled ontinuous energy density is given by the followingRR n° 6127



16 A. GloriaDe�nition 5 Let ζ be an η-admissible oversampling and Wǫ satisfy H1, H4, and H3. Forall η, ǫ > 0, the assoiated oversampled energy density is de�ned by
Wover

η,ǫ (x, ξ) = 〈Wǫ(y, ξ + ∇vover
η,ǫ )〉C(x,η)where vover

η,ǫ is the restrition on C(x, η) of ṽover
η,ǫ , solution of (15) with ζ = ζ(η).We then have the following two onvergene results.Theorem 4 Let Wǫ satisfy H1, H2 (stritly), and H3 uniformly for p > 1, and ζ be an

η-admissible oversampling, then the energy densities CWover
η,ǫ also satisfy H1, H2 and H3,and the energy Iover

η,ǫ : v ∈ W 1,p(Ω) 7→
∫

Ω CWover
η,ǫ (x,∇v) Γ(Lp)-and Γ(W 1,p)-onverges to

Ihom as ǫ and η go to 0, where CW denotes the onvex envelop of W. Therefore, anysequene uover
η,ǫ of minimizers of inf{Iover

η,ǫ (v) | v ∈ W 1,p(Ω, R)+BC} onverges to the uniqueminimizer uhom of inf{Ihom(v) | v ∈ W 1,p(Ω, R) + BC} in W 1,p(Ω, Rn).Theorem 5 Let Wǫ satisfy H1, H4, and H3 uniformly for p > 1, and ζ be an η-admissibleoversampling, then the energy densities QWover
η,ǫ are standard energy densities and Iover

η,ǫ :
v ∈ W 1,p(Ω) 7→

∫

Ω
QWover

η,ǫ (x,∇v) Γ(Lp)- and Γ(W 1,p)-onverges to Ihom as ǫ and η go to
0. Therefore, for any sequene uover

η,ǫ of minimizers of inf{Iover
η,ǫ (v) | v ∈ W 1,p(Ω, Rd)+BC},there exists a minimizer uhom of inf{Ihom(v) | v ∈ W 1,p(Ω, Rd) + BC} suh that

lim
η→0

lim
ǫ→0

uover
η,ǫ = uhom weakly in W 1,p(Ω, Rd), (18)up to extration.In pratie, one does not need to onvexify Wover

η,ǫ sine the minimum is searhed in a�nite dimensional subspae of W 1,p(Ω), the strit onvexity being reovered at the limit
ǫ → 0 for ǫ-oversamplings and η → 0 for η-oversamplings, in the spirit of [14, Theorem 4℄for the quasionvex ase.Theorems 4 and 5 imply the onvergene of the HMM with oversampling in the generalase.Proof of Theorems 4 and 5.We divide the proof in two steps. We �rst introdue an averaged energy density for whihthe strategy used to prove [14, Theorems 1 and 3℄ holds. We then show the oversampledenergy density to be uniformly lose to this averaged energy as η goes to zero.Let us introdue the averaged energy density

W̃over
η,ǫ (x, ξ) = 〈Wǫ(y, ξ + ∇ṽover

η,ǫ )〉C(x,η+ζ(η)).This energy density is of type (3) (f. Remark 1) up to denoting by η̃ = η + ζ(η). ThusTheorems 1 and 2 apply and we denote by Ĩover
η,ǫ the assoiated energy funtional.Let us prove now that the Γ(Lp) and Γ(W 1,p)-onvergene of Ĩover

η,ǫ and Iover
η,ǫ are equiv-alent. Due to Meyers' regularity estimate, H1, H4, H3 and possibly a onvolution argumentINRIA



Oversampling in numerial homogenization 17(see [19℄ and [4, Theorem C.2℄), there exist α > 0 and c > 0, independent of η and ǫ suhthat
‖ṽover

η,ǫ ‖W 1,p+α(C(x,η+ζ(η))) ≤ c‖ṽover
η,ǫ ‖W 1,p(C(x,η+ζ(η))). (19)The independene of α upon η is a onsequene of Meyers' theorem. Let us prove that cdoes not depend on η either. Up to introduing the saling W 1,p

# ((0, 1)n) ∋ v 7→ v̄(·) =

(η + ζ(η))v( ·
η+ζ(η) ) ∈ W 1,p

# ((0, η + ζ(η))n), we have
∫

(0,1)n

W (x,∇xv(x))dx =
1

(η + ζ(η))n

∫

(0,η+ζ(η))n

W (
y

η + ζ(η)
,∇y v̄(y))dyfor any standard energy density. Let c1 denote the oe�ient provided by Meyers' theoremon the domain (0, 1)n and by c2 the onstant of the Poinaré-Wirtinger inequality. Let

v ∈ W 1,p
# (0, 1)n be a minimizer of the assoiated energy on a given set. We have for

η + ζ(η) ≤ 1:
‖v̄‖p+α

W 1,p+α((0,η+ζ(η))n) = (η + ζ(η))n+p+α‖v‖p+α

Lp+α((0,1)n) + (η + ζ(η))n‖∇v‖p+α

Lp+α((0,1)n)

≤ (η + ζ(η))n‖v‖p+α

W 1,p+α((0,1)n)

≤ (η + ζ(η))ncp+α
1 ‖v‖p+α

W 1,p((0,1)n)

≤ (η + ζ(η))ncp+α
1 (1 + c2)

p+α‖∇v‖p+α

Lp((0,1)n)

≤ cp+α
1 (1 + c2)

p+α‖v̄‖p+α

W 1,p((0,η+ζ(η))n),whih shows that (19) holds with c = c1(1 + c2).Using the growth ondition H3 on Wǫ, (15) and (19) we obtain
‖ṽover

η,ǫ ‖p

W 1,p+α(C(x,η+ζ(η))) ≤ c(η + ζ(η))n(1 + |ξ|p). (20)The appliation of Hölder inequality yields
‖ṽover

η,ǫ ‖p

W 1,p(C(x,η+ζ(η))\C(x,η)) ≤ C[ηn−1ζ(η)]
α

p+α ‖ṽover
η,ǫ ‖p

W 1,p+α(C(x,η+ζ(η)))whih implies
‖ṽover

η,ǫ ‖p

W 1,p(C(x,η+ζ(η))\C(x,η))) ≤ C(η + ζ(η))n[ηn−1ζ(η)]
α

p+α (1 + |ξ|p)using (20), and �nally
|W̃over

η,ǫ (x, ξ) −Wover
η,ǫ (x, ξ)| ≤ C

(

[ηn−1ζ(η)]
α

p+α +
ζ(η)

η

)

(1 + |ξ|p), (21)using the well known quasi-uniform Lipshitz property of rank-one onvex funtions (see[14, Formula (2.12)℄ e.g.) and η
η+ζ

= η(1 − ζ
η

+ o( ζ
η
)).Therefore the dominated onvergene theorem implies the uniform onvergene to zeroof Ĩover

η,ǫ − Iover
η,ǫ on any bounded subset of W 1,p(Ω) as η goes to zero. This is enough toRR n° 6127



18 A. Gloriaensure the equivalene of the Γ-onvergenes of the energy funtionals, as brie�y realledbelow (see [3℄ or [5℄ for lassial de�nitions related to Γ-onvergene).Let us �rst notie that the energies are only �nite on W 1,p(Ω). For all v ∈ W 1,p(Ω) andall sequene vη,ǫ ∈ W 1,p(Ω) suh that limη→0 limǫ→0 vη,ǫ = v in Lp(Ω), either
lim
η→0

lim
ǫ→0

Ĩover
η,ǫ (vη,ǫ) = lim

η→0
lim
ǫ→0

Iover
η,ǫ (vη,ǫ) = +∞and the Γ-liminf inequality trivially holds, or the sequene {vǫ,η} is bounded in W 1,p(Ω).In the latter ase, the sequene belongs to a set on whih the onvergene of Ĩover

η,ǫ − Iover
η,ǫto zero is uniform. Thus, limη→0 limǫ→0 Ĩover

η,ǫ (vη,ǫ) − Iover
η,ǫ (vη,ǫ) = 0 and the Γ(Lp)-liminf(resp. limsup) of Iover

η,ǫ and Ĩover
η,ǫ oinide. Therefore they have the same Γ(Lp)-limit. Thesame reasoning holds for the Γ(W 1,p)-onvergene.As a onsequene, the Γ-onvergene results obtained for Ĩover

η,ǫ hold for Iover
η,ǫ , whihonludes the proof of Theorems 4 and 5.

�4.2.2 Convergene of the nononforming Petrov-Galerkin MsFEMDe�nition 6 Let ζ be an η-admissible oversampling and Wǫ satisfy H1, H4, and H3. Let
{QH,i}i be a triangulation of Ω. For all η, ǫ > 0, the assoiated MsFEM oversampled energydensity is de�ned by

WMsFEM
H,ǫ,over (x, ξ) =

∑

i

〈Wǫ(y, ξ + ∇vover,i
H,ǫ )〉QH,i

1QH,i
(x)where vover,i

H,ǫ is the restrition on QH,i of ṽover,i
H,ǫ , solution of (15) where C(x, η+ζ) is replaedby Q̃

ζ(H)
H,i , the onatenation of QH,i and of a rown of width ζ(H).The assoiated result is then the following.Theorem 6 Let Wǫ satisfy H1, H4 (resp. H2 stritly), and H3 uniformly for p > 1, and ζbe an η-admissible oversampling. Let VH be the spae of P1-�nite elements on the regulartriangulation {QH,i}i. The oversampled Petrov-Galerkin MsFEM reads:

inf

{

IH
∑

i=1

|QH,i|W
MsFEM
H,ǫ,over (xi,∇uH(xi))

−

IH
∑

i=1

NGP
∑

j=1

qjf(xij)uH(xij), uH ∈ VH + BC







,

(22)where the seond term f ∈ Lp′

(Ω) of the energy has been integrated by a quadrature rule as-soiated with the triangulation. Then any sequene of minimizers {uover
ǫ,H } of (22) onvergesweakly in W 1,p(Ω) up to extration (resp. onverges strongly in W 1,p(Ω)) to a minimizer(resp. the unique minimizer) of inf{Ihom(v) −

∫

Ω
fv, v ∈ W 1,p(Ω) + BC}. INRIA



Oversampling in numerial homogenization 19Proof of Theorem 6.Let us divide the proof in three steps. First we introdue an averaged energy densitywhose assoiated energy funtional Γ(W 1,p)-onverges to the homogenized energy. We thenprove the onvergene of the assoiated in�ma to the in�mum of the homogenized energy,following the proof of [14, Setion 3.2℄. This implies the results of Theorem 6 for thisaveraged energy. We �nally apply the argument of uniform onvergene used in the proofof Theorems 4 and 5.Let us onsider the following averaged energy density
W̃MsFEM

H,ǫ,over (x, ξ) =
∑

i

〈Wǫ(y, ξ + ∇ṽover,i
H,ǫ )〉

Q̃
ζ(H)
H,i

1QH,i
(x).Let PH be an equiontinuous family of projetors from W 1,p(Ω) to VH suh that for all

v ∈ W 1,p(Ω), limH→0 ‖PHv − v‖W 1,p(Ω) = 0. We then assoiate with W̃MsFEM
H,ǫ,over an energyfuntional ĨMsFEM

H,ǫ,over : W 1,p(Ω) → R de�ned by
ĨMsFEM
H,ǫ,over (v) =

∫

Ω

W̃MsFEM
H,ǫ,over (x,∇PHv). (23)This family of energy funtionals is equiontinuous on W 1,p(Ω) (see [14, p 1033℄) and on-verges pointwise on W 1,p(Ω) to Ihom as ǫ and H vanish. Thus [14, Lemma 8℄ (or [5, Theorem5.9℄) implies the Γ(W 1,p)-onvergene of ĨMsFEM

H,ǫ,over to Ihom. It remains to prove the onver-gene of the in�ma of ĨMsFEM
H,ǫ,over to the in�mum of the homogenized energy to obtain thethesis of Theorem 6 for the family ĨMsFEM

H,ǫ,over . We only treat in detail the new argument(based on Meyer's estimates) with respet to [14, pp 1033�1035℄. It is enough to prove that
ĨMsFEM
H,ǫ,over − IMsFEM

H,ǫ onverges uniformly to zero on bounded subsets of W 1,p(Ω). To thisaim, we an apply Meyers' estimates on eah mesh element QH,i. The exponent α in (19)may however depend on H . Due to the regularity of the mesh this is not the ase and thereexists ᾱ independent of H suh that Meyers' estimate holds on every QH,i with exponent
ᾱ. It su�es to introdue a linear transform TH,i whih maps QH,i to Q, the referenemesh element. Up to a hange of variable in the integrals using TH,i, the new energy den-sity satis�es a growth ondition of order p with onstants only depending on c, C and thequotients { λk

λ1...λn
}k∈[[1,n]], where (λk) denote the eigenvalues of TH,i. These quotients arebounded from above and below uniformly in H and i by de�nition of the regularity of themesh. Therefore, there exists ᾱ assoiated with the referene mesh element and this growthondition, suh that Meyers' estimate holds on all QH,i. The strategy used in the proofof Theorem 4 then shows the uniform onvergene of ĨMsFEM

H,ǫ,over − Iover
H,ǫ to zero on boundedsubsets of W 1,p(Ω), whih implies the onvergene of the in�mum of ĨMsFEM

H,ǫ,over to the limit ofthe in�ma of IMsFEM
H,ǫ , whih is exatly the in�mum of Ihom as proved in [14, pp 1033�1035℄.The results of Theorem 6 then hold for the energy density W̃MsFEM

H,ǫ,over .As for the proof of Theorem 4 we use Meyers' estimate one more to obtain the uni-form onvergene of ĨMsFEM
H,ǫ,over − IMsFEM

H,ǫ,over to zero on bounded subsets of W 1,p(Ω), provingTheorem 6.RR n° 6127



20 A. Gloria
�Remark 4 In [18℄, the oversampled energy density is de�ned in a slightly di�erent way. Inthe same spirit, one an replae vover,i

H,ǫ by v̄over,i
H,ǫ (y) = vover,i

H,ǫ (y) − 〈∇vover,i
H,ǫ 〉QH,i

· y, e.g..The present proof easily adapts sine
lim

H→0
lim
ǫ→0

〈∇vover,i
H,ǫ 〉QH,i

= 0and Wǫ(y, ·) is uniformly (in spae) Lipshitz-ontinuous.4.3 Fine sale reonstrutionWe now extend the numerial orretor of [14, De�nition 5℄ to the ase of oversampling. Inthe linear periodi ase, oversampling improves the approximation a lot sine a great partof the error is loated in a boundary layer of order ǫ. For general heterogeneities we arenot able to show that the approximation is better. Even if it were, in view of [14, Setion3.2℄, it is not lear whether the order of the global error be redued. However we provethat the numerial orretor assoiated with the oversampling method has the same generalonvergene properties as the numerial orretor without oversampling. The interest ofoversampling then relies on the possible redution of the prefator term in the error. Itse�ieny is illustrated numerially in [11, p. 67℄ for a linear stohasti ase.De�nition 7 Let {QH,i}i∈[[1,IH ]] and (MH) be as in De�nition 3. Keeping the notation ofTheorem 4, we de�ne the numerial orretors vH,i
η,ǫ,over for a stritly onvex energy densityas the restrition on QH,i of the unique minimizers (up to a onstant) of

inf

{

∫

Q̃
ζ(ǫ)
H,i

Wǫ(x,∇v) | v ∈ W 1,p(Q̃
ζ(ǫ)
H,i ), 〈∇v〉

Q̃
ζ(ǫ)
H,i

= 〈∇uover
η,ǫ 〉QH,i

}

, (24)where Q̃
ζ(ǫ)
H,i is the onatenation of QH,i and of a rown of width ζ(ǫ).We then have the orresponding onvergene result of Theorem 3:Theorem 7 In addition to H1, H2, and H3, let us assume that p ≥ 2, that Wǫ(x, ·) isontinuously di�erentiable for almost all x ∈ Ω and aǫ(·, 0) = ∂Wǫ

∂ξ
(·, 0) is bounded, andsatis�es the monotoniity and ontinuity properties (7) and (6). Then, denoting by uǫ theunique minimizer of Iǫ on W 1,p(Ω) + BC, we have

lim
η,H→0

lim
ǫ→0

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∇uǫ −

IH
∑

i=1

∇vH,i,over
η,ǫ 1QH,i

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Lp(Ω)

= 0. (25)
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Oversampling in numerial homogenization 21Proof of Theorem 7.The onvergene of the numerial orretors is a diret onsequene of Theorem 4 and [14,Theorem 2℄.The proof in [14, Setion 2.4℄ is based on two arguments: the strong onvergene of uη,ǫ to
uhom in W 1,p(Ω) and a passage from loal estimates on QH,i to a global estimate on Ω. The�rst argument holds for the oversampled method due to Theorem 4. The loal estimatesare now obtained on Q̃H,i and also imply a global estimate on Ω sine limH→0

ζ(H)
H

= 0. Allthe details of [14, Setion 2.4℄ adapt straightforwardly to the present ase.
�Remark 5 In De�nition 24, one an replae the onstraint on the mean by the Dirihletboundary onditions uover

η,ǫ · y on ∂Q̃
ζ(ǫ)
H,i or by periodi boundary onditions.Remark 6 An easy orollary of Theorem 7 shows that the family {vover,i

η,ǫ } assoiated withDe�nition 6 and formulation (22) form also a orretor, whih ompletes the onvergeneresult of the nononforming Petrov-Galerkin formulation of the MsFEM in the monotonease.5 ConlusionIn numerial homogenization, the hoie of the boundary onditions for the problem at themiro sale in order to speed up the onvergene of the numerial homogenization proess isa di�ult issue. It has been disussed a lot in the literature: e.g. in [20℄ for the ommunity ofapplied mathematis and [22℄ for the ommunity of mehanis. An alternative issue is givenby oversampling, whose aim is preisely to minimize the e�et of the boundary onditionsof the miro sale problem. In the lassial periodi and stohasti ases, oversampling hasbeen proved to give better theoretial and numerial results, independently of the boundaryonditions used. In the present work, we have extended the onvergene results of [14℄ to thease of oversampling. This has allowed us to prove the onvergene of advaned numerialmethods suh as HMM with oversampling and the nononforming Petrov-Galerkin formu-lation of MsFEM in a general setting. To sum up, numerial homogenization methods withoversampling do indeed onverge. In addition, oversampling may improve the onvergeneof the numerial methods in two ways. Conerning the approximation of the homogenizedenergy, oversampling does not improve the onvergene rate in general but may improve theprefator. For the numerial orretor however, both the onvergene rate and the prefatormay be improved.
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