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Abstract. One critical issue in the context of image restoration is the
problem of noise removal while keeping the integrity of relevant image
information. Denoising is a crucial step to increase image conspicuity
and to improve the performances of all the processings needed for quan-
titative imaging analysis. The method proposed in this paper is based
on an optimized version of the Non Local (NL) Means algorithm. This
approach uses the natural redundancy of information in image to remove
the noise. Tests were carried out on synthetic datasets and on real 3T
MR images. The results show that the NL-means approach outperforms
other classical denoising methods, such as Anisotropic Diffusion Filter
and Total Variation.

1 Introduction

Image processing procedures needed for fully automated and quantitative anal-
ysis (registration, segmentation, visualization) require to remove noise and arti-
facts in order to improve their performances. One critical issue concerns therefore
the problem of noise removal while keeping the integrity of relevant image in-
formation. This is particularly true for various MRI sequences especially when
they are acquired on new high field 3T systems. With such devices, along with
the improvement of tissue contrast, 3T MR scans may introduce additive arti-
facts (noise, bias field, geometrical deformation). This increase of noise impacts
negatively on quantitative studies involving segmentation and/or registration
procedures. This paper focuses on one critical aspect, image denoising, by in-
troducing a new restoration scheme in the 3D medical imaging context. The
proposed approach is based on the method originally introduced by Buades et
al. [2] but with specific adaptations to medical images. To limit a highly expen-
sive computational cost due to the size of the 3D medical data, we propose an
optimized and parallelized implementation.

The paper is structured as follows: Section 2 presents a short overview of
the Non Local (NL) means algorithm, Section 3 describes the proposed method
with details about the original contribution, and Section 4 shows a comparative
validation with respects to other well established denoising methods, and results
obtained on a 3T MR scanner.



2 The Non Local Means algorithm

First introduced by Buades et al. in [2], the Non Local (NL) means algorithm
is based on the natural redundancy of information in images to remove noise.
This filter allows to avoid the well-known artifacts of the commonly used neigh-
borhood filters [4]. In the theoretical formulation of the NL-means algorithm,
the restored intensity of the voxel i, NL(v)(i), is a weighted average of all voxel
intensities in the image I. Let us denote:

NL(v)(i) =Y wl(i, j)v(j) (1)

JjeI

where v is the intensity function and thus v(j) is the intensity at voxel j and
w(i,7) the weight assigned to v(j) in the restoration of voxel i. More precisely,
the weight quantifies the similarity of voxels ¢ and j under the assumptions that
w(i,j) € [0,1] and 37, w(i,j) = 1. The original definition of the NL means
algorithm considers that each voxel can be linked to all the others, but practically
the number of voxels taken into account in the weighted average can be restricted
in a neighborhood that is called in the following “search volume” V; of size
(2M+1)3, centered at the current voxel i. In this search volume V;, the similarity
between 7 and j depends on the similarity of their local neighborhoods IV; and N;
of size (2d+1)? (cf Fig. 1). For each voxel j in V;, the averaged Euclidean distance

Fig. 1. 2D illustration of the NL-means principle. The restored value of voxel ¢ (in red)
is a weighted average of all intensities of voxels j in the search volume V;, according to
the similarity of their intensities neighborhoods v(N;) and v(Nj).

| — 113, defined in [2], is computed between v(N;) and v(N;). This distance is a
classical || — ||2 norm, convolved with a Gaussian kernel of standard deviation a,
and is a measure of the distortion between voxel neighborhood intensities. Then,



these distances are weighted by the function defined as follows:

w(l’]) = me n2 (2)

where Z(i) is the normalization constant with Z(i) = >, w(i, j), and h acts as
a filtering parameter.

In [2], Buades et al. show that for 2D natural images the NL-means algorithm
outperforms the denoising state of art methods such as the Rudin-Osher-Fatemi
Total Variation minimization procedure [8] or the Perona-Malik Anisotropic dif-
fusion [7]. Nevertheless, the main disadvantage of the NL-means algorithm is
the computational burden due to its complexity, especially on 3D data. Indeed,
for each voxel of the volume, the algorithm has to compute distances between
the intensities neighborhoods v(V;) and v(N;) for all the voxels j contained in
V (i). Let us denote by N3 the size of the 3D image, then the complexity of the
algorithm is in the order of O((N(2M +1)(2d+ 1))3). For a classical MR image
data of 181 x 217 x 181 voxels, with the smallest possible value of d = 1, and
M =5, the computational time reaches up to 6 hours. This time is far beyond
a reasonable duration expected for a denoising algorithm in a medical practice,
and thus the reduction of complexity is crucial in the medical context.

3 Fast Implementation of the Non Local means algorithm

There are two main ways to address computational time for the NL-means: the
decrease of computations performed and the improvement of the implementa-
tion.

Voxel selection in the search volume One recent study [5] investigated
the problem of the computational burden with a neighborhoods classification.
The aim is to reduce the number of voxels taken into account in the weighted
average. In other words, the main idea is to select only the voxels j in V(i)
that will have the highest weights w(, j) in (1) without having to compute the
Euclidean distance between v(N;) and v(N;). Neglecting a priori the voxels
which are expected to have small weights, the algorithm can be speeded up, and
the results are even improved (see Table 4.1). In [5], Mahmoudi et al. propose a
method to preselect a set of the most pertinent voxels j in V(¢). This selection
is based on the similarity of the mean and the gradient of v(N;) and v(N;):
intuitively, similar neighborhoods tend to have close means and close gradients.
In our implementation, the preselection of the voxels in V; that are expected
to have the nearest neighborhoods to i is based on the first and second order
moments of v(N;) and v(N;). The gradient being sensitive to noise level, the
standard deviation is preferable in case of high level of noise. In this way, the
maps of local means and local standard deviations are precomputed in order
to avoid repetitive calculations of moments for one same neighborhood. The



selection tests can be expressed as follows:

lo(N)—v(NHIE ,
o 1 e_—hQJ—Qv if < v(N;) < and 0_2 < var(v(N;)) <0,2
w(i,j) = 4 ZO oS @y S P e 272 (3)
0 otherwise.

Parallelized computation Another way to deal with the problem of the com-
putational time required is to share the operations on several processors via a
cluster or a grid. In fact, the intrinsic nature of the NL-means algorithm allows
to use multithreading, and thus to parallelize the operations. We divide the vol-
ume into sub-volumes, each of them being treated separately by one processor.
A server with eight Xeon processors at 3 GHz was used in our experiments.

4 Results

4.1 Validation on Phantom data set

In order to evaluate the performances of the NL-means algorithm on 3D T1
MR images, tests are performed on the Brainweb database! [3] composed of
181 x 217 x 181 images. The evaluation framework is based on comparisons with
other denoising methods: Anisotropic Diffusion Filter (implemented in VTK?)
and the Rudin-Osher-Fatemi Total Variation (TV) approach [8]. Several criteria
are used to quantify the performances of each method: the Peak Signal to Noise
Ratio (PSNR) obtained for different noise levels, histogram comparisons between
the denoised images and the “ground truth”, and finally the visual assessment.
In the following, the noise is a white Gaussian noise, and the percent level is
based on a reference tissue intensity, that is in this case the white matter. For
the sake of clarity, the PSNR and the histograms are estimated by removing the
background.

Peak Signal Noise Ratio A common factor used to quantify the differences
between images is the Peak Signal to Noise Ratio (PSNR). For images encoded
on 8bits the PSNR is defined as follows:

2

where the RMSE is the root mean square error estimated between the ground
truth and the denoised image. As we can see on Fig. 2, our optimized NL-
means algorithm produces the best values of PSNR whatever the noise level.
In average, a gain of 2.6dB is observed compared to the best method among
TV and Anisotropic Diffusion, and a gain of ~ 1.2dB compared to the classical
NL-means. The PSNR between the noisy images and the ground truth is called
“No processing” and is used as the reference for PSNR before denoising.

! http://www.bic.mni.mcgill.ca/brainweb/
2 www.vtk.org
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Fig. 2. PSNR values for the three compared methods for different levels of noise.
The PSNR between the noisy images and the ground truth is called “No processing”
and is used as the reference for PSNR before denoising. For each level of noise, the
optimized NL-means algorithm outperforms the Anisotropic Diffusion method, the
Total Variation method, and the classical NL-means.

Histogram comparison To better understand how these differences in the
PSNR between the three compared methods can be explained, we compared the
histograms of the denoised images with the ground truth. On Fig. 3 it is shown
that the NL-means is the only method able to retrieve a similar histogram as
the ground truth. The NL-means restoration distinguishes clearly the three main
peaks representing the white matter, the gray matter and the cerebrospinal fluid.
The sharpness of the peaks shows how the NL-means increases the contrasts
between denoised biological structures (see also Fig. 4).
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Fig. 3. Histograms of the restored images and of the ground truth. The histogram of
the NL-means restored image clearly better fits to the ground truth one. Left: image
with 9% of noise, Right: image with 15% of noise.

Visual assessment Fig. 4 shows the restored images and the removed noise
obtained with the three compared methods. As shown in the previous analysis,



we can observe that the homogeneity in white matter is higher in the image
denoised by the NL-means algorithm. Moreover, if we focus on the nature of
the removed noises, it clearly appears that the NL-means restoration preserves
better the high frequencies components of the image (i.e. edges).

Anisotropic Diffusion Total Variation

Fig. 4. Top: details of the Brainweb denoised images obtained via the three compared
methods for a noise level of 9%. Bottom: images of the removed noise, i.e. the differ-
ence between noisy images and denoised images, centered on 128. From left to right:
Anisotropic Diffusion, Total Variation and NL-means.

Optimization contribution In all experiments, the typical values used for the
NL-means parameters are d = 1 (i.e Card(N;) = 33), M = 5 (i.e Card(V;) =
113), u1 = 0.95, pg = 1.05, 07 = 0.5, 03 = 1.5, and h is close to the standard
deviation of the added noise, influencing the smoothness of the global solution.
To obtain a significant improvement in the results, d can be increased, but it
implies to increase M yielding to a prohibitive computational time. Table 4.1
summarizes the influence of the restriction of the average number of voxels taken
into account in the search volume (see (3)) and the parallelization of the imple-
mentation. Those results demonstrate how the neighborhoods selection is useful
for two reasons: the computational time is drastically reduced and the PSNR
is even improved by the preselection of the nearest voxels while computing the



weighted averages. Combined with multithreading, these two optimizations lead
to an overall reduction of the computational time by a factor 2}1;20 « 50. This
reduction factor is even more important when Card(V;) and Card(N;) (i.e M

and d) increase.

Standard NL-Means|Optimized NL-Means
PSNR in dB 32.70 34.19
Mean number of voxels selected in V; 113 = 1331 227
Computational time in second 21790 434 (3162)

Table 1. Results obtained for standard and optimized NL-means implementations on
a Brainweb T1 image of size 181 x 217 x 181 with 9% of noise (d = 1 and M = 5).
The time shown for the standard NL-means is calculated on only one processor of the
server described in 3. The time given for our optimized version corresponds to the time
with the server, and the cumulative CPU time is shown between brackets.

4.2 Experiments on Clinical data

To show the efficiency of the NL-means algorithm on real data, tests have been
performed on a high field MR system (3T). In these images, the gain in resolu-
tion being obtained at the expense of an increase of the level of noise, the de-
noising step is particularly important. The restoration results, presented in Fig.
5, show good preservation of the basal ganglia. Fully automatic segmentation
and quantitative analysis of such structures are still a challenge, and improved
restoration-schemes could greatly improve these processings.

5 Conclusion and further works

This paper presents an optimized version of the Non Local (NL) means al-
gorithm, applied to 3D medical data. The validations performed on Brainweb
dataset [3] bring to the fore how the NL-means denoising outperforms well estab-
lished other methods, such as Anisotropic Diffusion [7] and Total Variation [8]. If
the performances of this approach clearly appears, the reduction of its intrinsic
complexity is still a challenging problem. Our proposed optimized implemen-
tation, with voxel preselection and multithreading, considerably decreases the
required computational time (up to a factor of 50). Further works should be pur-
sued for comparing NL-means with recent promising denoising methods, such
as Total Variation on Wavelet domains [6] or adaptative estimation method [1].
The impact of this NL-means denoising on the performances of post-processing
algorithms, like segmentation and registration schemes need also to be further
investigated.
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