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Abstract

In the present study, a sliding mode control design method based on the finite spectrum assignment procedure

is proposed. The finite spectrum assignment for retarded nonlinear systems can transform retarded nonlinear

systems into delay-free linear systems via a variable transformation and a feedback, which contain the past

values of the state. This method can be considered to be an extension of both the finite spectrum assignment for

retarded linear systems with controllability over polynomial rings of the delay operator and the exact linearization

for finite dimensional nonlinear systems. The proposed method is to design a sliding surface via the variable

transformation used in the finite spectrum assignment and to derive a switching feedback law. The obtained

surface contains not only the current values of the state variables but also the past values of the state variables

in the original coordinates. The effectiveness of the proposed method is tested by an illustrative example.

Index Terms

time-delay systems, retarded nonlinear systems, finite spectrum assignment, exact linearization.

I. INTRODUCTION

Sliding Mode Control (SMC) [1] is a well-known robust control design approach. The fundamental idea of

sliding mode control is to constrain the system trajectory on a predesigned hyperplane by a switching input. The

greatest advantage of sliding mode control is its inherent insensitivity to uncertainties and disturbances which

satisfy a certain structural condition called a matching condition. A standard sliding mode controller is designed

in two steps. First, a sliding surface on which the system dynamics is governed is selected. Second, a switching

control law to enforce the system trajectory on the selected surface is determined. A large number of SMC

design methods [2], [3], [4], [5] for finite dimensional systems and a mathematical extension of differential

inclusions to aftereffect systems [6] have been proposed, and several approaches have been developed for the

SMC of linear time-delay systems [7], [8], [9], [10], [11], [12], [13], [14], [15], [16]. However, few approaches

have been proposed for nonlinear systems with time-delay. A solution based on polytopic models was proposed

in [17]. Bonnet et al. [18] considered linear, time-invariant and BIBO stable plants possessing a delay in the

numerator. The output is measured via a relay sensor, and the result can be extended to saturated sensors. The

result involves a “local inverse” of the sign operator. This means that this “inverse” has to be computed for a

pre-defined reference signal, e.g. a sine function. The approach proposed herein is different from these methods.

In the present paper, we consider a sliding mode control for retarded nonlinear systems, which are systems
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with time-delays in the state, and propose a new sliding mode controller design method based upon the finite

spectrum assignment approach [19], [20] for retarded nonlinear systems. The finite spectrum assignment for

retarded nonlinear systems can transform retarded nonlinear systems into delay-free linear systems via a variable

transformation and a nonlinear feedback, which contain the previous values of the state. This method can be

considered as an extension of both the finite spectrum assignment for retarded linear systems with controllability

over polynomial rings and the exact linearization for finite dimensional nonlinear systems. The method proposed

herein is to construct a sliding surface via a variable transformation introduced for the finite spectrum assignment.

Since the variable transformation converts the retarded nonlinear system into a delay-free linear system, we can

reduce a design problem of nonlinear manifolds in an infinite dimensional space to one of linear hyperplanes

in a finite dimensional space. In addition, we derive a matching condition for the perturbations by means of

the equivalent control approach. The obtained condition is a generalization for the time-delay systems of a

well-known matching condition for finite dimensional systems.

II. PRELIMINARY

At the beginning, we briefly introduce a finite spectrum assignment (FSA) method for retarded nonlinear

systems [19], [20]. We consider the following retarded nonlinear systems with single input:

ẋ(t) = f(x(t), · · · , x(t − �fk
)) + g(x(t), · · · , x(t − �gq))u(t) (1)

where x ∈ R
n, u ∈ R and f and g are smooth vector fields with g(0) �= 0. The initial condition is given by

x(θ) = ϕ(θ) for θ ∈ [−�max, 0] where �max denotes the maximum time-delay in the system (1). For the

system, without loss of generality, we assume that the origin is an equilibrium point of system (1). By applying

the pure delay operator σ∗ : λ(t) �→ λ(t − �∗) and σg0 : λ(t) �→ λ(t), which is the identity map, system (1)

can be rewritten as the following equation:

ẋ(t) = f(x, σf1x, · · · , σfk
x) + {g(x, · · · , σgq x)σg0}u(t)

� f̄(x, σ) + ḡ(x, σ)u(t) (2)
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Note that when the pure delay operator σi is applied to ḡ(x, σ)u(t), this operation means that

σiḡ(x, σ)u(t) =σi{g(x, . . . , σgq x)σg0}u(t)

=g(σix, . . . , σiσgq x)σiu(t)

=g(x(t − �i), . . . , x(t − �gq − �i))u(t − �i).

Therefore σiḡ(x, σ) = {σig(x, . . . , σgq )}σi, where σg0 can be omitted because σg0 means the identity map.

For the system, we introduce the following definition.

Definition 2.1: (delayed state derivative) [19]

Let f̄(x, σ) ≡ f(x(t), x(t− �f1), . . . , x(t− �fk
)) be an n-vector whose components are functions of x(t) and

x(t − �fi), 1 ≤ i ≤ k, φ̄(x, σ) ≡ φ(x(t), x(t − �φ1), . . . , x(t − �φm)), 1 ≤ i ≤ m, a real-valued function of

x(t) and x(t − �φi), 1 ≤ i ≤ m, and �fi and �φi positive time delays. Then, the derivative of φ̄(x, σ) along

f̄(x, σ) is defined by

Lf̄ φ̄(x, σ) def=
∂φ̄(x, σ)

∂x(t)
f̄ +

m∑
i=1

∂φ̄(x, σ)
∂σφix

σφi f̄(x, σ),

where σfi : x(t) �→ x(t − �fi) and σφi : x(t) �→ x(t − �φi) are the pure delay operators.

For γ ≥ 2, the general form of higher-order derivatives can be denoted by Lγ+1

f̄
φ̄(x, σ) = Lf̄Lγ

f̄
φ̄(x, σ).

Throughout this paper, the delayed state derivative is used instead of the Lie derivative.

Now, for system (1), we assume that there exists a C∞-class real valued function φ̄(x, σ) of vector x(t)

and the previous value of the vector σx which satisfy the following conditions for all x(t) and σx in a

neighborhood U of the origin:

1) LḡL
i
f̄
φ̄(x, σ) = 0 for i = 0, . . . , n − 2

2)
∂Ln−1

f̄
φ̄(x, σ)

∂x(t)
ḡ(x, σ) �= 0

3)
∂Ln−1

f̄
φ̄(x, σ)

∂σfj1
· · ·σfjn−1

x
σfj1

· · ·σfjn−1

(
ḡ(x, σ)

)
= 0 for 1 ≤ j1 ≤ k, 0 ≤ j2, . . . , jn−1 ≤ k

where σf0 : x(t) �→ x(t).

By applying a static feedback law defined for any x and σx ∈ U ⊂ R
n:

u(t) =
−Ln

f̄
φ̄(x, σ) + v(t)

LḡL
n−1
f̄

φ̄(x, σ)
� α(x, σ) + β(x, σ)v(t)
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where v(t) =
∑n

j=1 ajzj(t), and a variable transformation Φ : U × · · · × U → W ⊂ R
n:

z(t) = Φ(x, σ) �
(

φ̄(x, σ), · · · , Ln−1
f̄

φ̄(x, σ)
)T

, (3)

the system is transformed into

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

żi(t) = zi+1(t) for i = 1, . . . , n − 1

żn = −
n∑

i=1

aizi(t).
(4)

Here, aj are chosen so that the closed loop system has n poles in the preassigned position. We call this

method a “finite spectrum assignment for retarded nonlinear systems by a static feedback”. This method is an

extension of the finite spectrum assignment [21], [22] for retarded linear systems which are controllable over

the polynomial ring of σ. Moreover, it can be also recognized as an extension of the exact linearization of

finite-dimensional nonlinear systems [23], [24]. Therefore, just as in the case of finite-dimensional systems, this

controller design method can be also considered as a special case of the input-output linearization of retarded

nonlinear systems [25] by replacing an output function h(x) in [25] with a functional φ̄(x, σ) which leads to

a relative degree n.

Remark 2.2: Note that even though the variable transformation (3) contains the delayed state, it is guaranteed

that there exists a unique and causal inverse mapping x(t) = Υ(z, σ) from (z(t), σz) to x(t) in a neighborhood

of the origin. The proof is given as the special case of Lemma 1 and 2 in Oguchi et al [25] by replacing h(x)

with φ̄(x, σ) and setting as ρ = n. This means that x = 0 holds exactly if z = 0 is maintained for some

period. Moreover, this also means that the variable transformation (3) does not have any dynamics described by a

difference equation. As a result, we can conclude that the local stability property of the system in x-coordinates

is the same as for the closed loop system in z-coordinates.

III. SLIDING MODE CONTROL VIA FSA APPROACH

A. SMC design via FSA approach

We consider the following nominal retarded nonlinear systems with single input as described by equation

(2), and assume that system (2) can accomplish a finite spectrum assignment via static feedback in U . From
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this assumption, using a variable transformation z(t) = Φ(x, σ), system (2) can be transformed into

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

żi(t) = zi+1(t) for i = 1, . . . , n − 1

żn(t) = Ln
f̄
φ̄(x, σ) + L{ḡu}L

n−1
f̄

φ̄(x, σ).

(5)

Now, we design a switching surface such that S(z) = 0, where S(z) is defined as S(z) =
∑n−1

i=1 sizi + zn

and si are coefficients of a monic Hurwitz polynomial of the form pn + sn−1p
n−1 + · · · + s1. Note that this

switching surface is described as a linear hyperplane but it consists of not only the current value of x but also

the past values of x. Therefore, this means that a design problem of infinite dimensional nonlinear manifolds

can be reduced to a design problem of linear hyperplanes in a finite dimensional space by using a variable

transformation (3).

Then the corresponding switching control law is defined as follows:

⎧⎪⎪⎨
⎪⎪⎩

u(t) <
− Pn−1

i=1 sizi+1−Ln
f̄

φ̄(x,σ)

LḡLn−1
f̄

φ̄(x,σ)
− M if S(z) · LḡL

n−1
f̄

φ̄(x, σ) > 0

u(t) >
− Pn−1

i=1 sizi+1−Ln
f̄

φ̄(x,σ)

LḡLn−1
f̄

φ̄(x,σ)
+ M if S(z) · LḡL

n−1
f̄

φ̄(x, σ) ≤ 0
(6)

The following result shows that the system (2) generates a sliding motion by applying the above switching

control law.

Theorem 3.1: The instantaneous state z(t) asymptotically moves toward the switching surface S(z) = 0 and

the system (2) generates a sliding motion if the switching control law satisfying (6) is applied to the system

(2) on the operation region U .

Proof: Let S = {z ∈ W |S(z) = 0} and Sc = {z ∈ W |S(z) �= 0}. In addition, we select a positive

definite function V (z, t) as V (z, t) = 1
2S(z)2. Differentiation of V (z, t) with respect to time t yields

V̇ (z, t) =S(z)
∂S(z)
∂z(t)

dz

dt

=S(z)
( n−1∑

i=1

sizi+1 + Ln
f̄ φ̄(x, σ) + LḡL

n−1
f̄

φ̄(x, σ)u(t)
)

.

If u(t) is chosen so that inequality (6) is satisfied, it is then easy to verify that V (0, t) = V̇ (0, t) = 0 and

V (z, t) = V̇ (z, t) = 0 for all z(t) ∈ S. Since LḡL
n−1
f̄

φ̄(x, σ) is continuous in x and LḡL
n−1
f̄

φ̄(x, σ) �= 0,

there exists a δ > 0 such that |LḡL
n−1
f̄

φ̄(x, σ)| > δ for all x in a compact set C containing the origin, that

is s(x, σ) ≡∑n−1
i=1 siL

i−1
f̄

φ̄(x, σ) + Ln−1
f̄

φ̄(x, σ) = 0 in x-coordinates. Therefore, the derivation of V (z, t)
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with respect to t satisfies the following inequality.

V̇ (z, t) < −
√

2M |LḡL
n−1
f̄

φ̄(x, σ)|
√

V

By solving this differential inequality, we obtain 2{V 1
2 (z, t)−V

1
2 (z, t0)} < −√

2δM(t−t0). Setting V (z, ts) =

0 at t = ts > t0 and V (z, t0) = V0 at t = t0, the inequality ts − t0 <
√

2V0
δM holds. As it is easily seen that

the control law is asymptotically stabilizing the origin, any compact set C containing the origin is entered in

a finite time. Thus |LḡL
n−1
f̄

φ̄(x, σ)| > δ and V (z, t) converges to zero in a finite time. Equivalently we can

conclude that z(t) converges to S in a finite time or, in other words, that S(z) converges to zero in a finite

time. Therefore a sliding motion can be generated in a finite period.

From Theorem 3.1 we see that S(z) converges to zero for all z ∈ Sc and there exists a ts such that

S(z(t)) = 0 for all t ≥ ts, which is called a “reaching time”. So, we consider the behavior of the system

governed on the sliding hyperplane, i.e. z ∈ S. According to the above result, the equality S(z(t)) = 0 holds

in the sliding mode. The behavior of the reduced system on the hyperplane S(z) = 0 is described by

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ż1
i (t) = z1

i+1 for i = 1, . . . , n − 2

ż1
n−1(t) = −

n−1∑
j=1

sjz
1
j (t)

(7)

where z1 = (z1, z2, · · · , zn−1)T . If we choose sj for j = 1, . . . , n − 1 as coefficients of a monic Hurwitz

polynomial of the form pn−1 +sn−1p
n−2 + · · ·+s1, we can show that lim

t→∞ z1(t) = 0, and this means that z(t)

also converges to the origin in z-coordinates. As we mentioned in Remark 2.2, under condition 1), 2) and 3),

the variable transformation z(t) = Φ(x, σ) is static and there exists a unique inverse mapping x(t) = Υ(z, σ)

of the variable transformation in a neighborhood of the origin. Therefore, it is guaranteed that x(t) converges

to the origin in x-coordinates. This means that the origin in x-coordinates is locally stabilized by applying the

proposed sliding mode controller.

Remark 3.2: We emphasize that the above discussion gives the local nature of the stability of the equilibrium

point x = 0. However if the conditions 1), 2) and 3) are satisfied for any x and σx ∈ R
n and the inverse

mapping x(t) = Υ(z, σ) is globally defined, the global stability of the equilibrium point x = 0 is guaranteed.
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B. Disturbance invariance property

In this subsection, we focus on the behavior of the system on the sliding manifold and analyze the disturbance

invariance property in the same way as Theorem 3 of Sira-Ramirez’s paper [3] by replacing the conventional

Lie derivative by the delayed state derivative. If the sliding mode controller is chosen so as to satisfy the

inequality (6), sliding motion will occur at t ≥ ts, where ts is the reaching time. Hence, although the Sliding

Mode Control system is discontinuous at the switching hyperplane S(z) = 0, the behavior of the system is

restricted to the switching hyperplane S(z) = 0 for t ≥ ts. For such discontinuous systems of finite dimension,

Filippov has proposed a system analysis method based on the equivalent control. In this section, using this

analysis method, we consider the effect of uncertainties and disturbances in sliding mode.

If an ideal sliding motion is occurring, the system satisfies the following manifold invariant condition: S(z) =

0 and dS(z)
dt = 0. Since the switching surface S(z) = 0 is rewritten as s(x, σ) ≡ ∑n−1

i=1 siL
i−1
f̄

φ̄(x, σ) +

Ln−1
f̄

φ̄(x, σ) = 0 in x-coordinates, the ideal sliding motions without system perturbations are described via

the following conditions in x- coordinates:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n−1∑
i=1

siL
i−1
f̄

φ̄(x, σ) + Ln−1
f̄

φ̄(x, σ) = 0

Lf̄+ḡuEQ
s(x, σ) = 0,

(8)

where uEQ(x, σ) is a smooth feedback control law called the equivalent control. The second equation can be

rewritten as

(∂s(x, σ)
∂x

f̄ +
∂s(x, σ)

∂σx
σf̄
)

+
(∂s(x, σ)

∂x
ḡuEQ +

∂s(x, σ)
∂σx

σ(ḡuEQ)
)

= 0, (9)

in which ∂s(x,σ)
∂σx σ =

∑γ
j=1

∂s(x,σ)
∂σjx σj and σj for j = 1, . . . , γ are the entire delay operators contained in the

switching function s(x, σ). Since system (2) satisfies condition 3, we obtain ∂s(x,σ)
∂σjx σj(ḡ(x, σ)uEQ) = 0 for

j = 1, . . . , γ. Therefore, equation (9) is transformed into
(

∂s(x,σ)
∂x f̄ + ∂s(x,σ)

∂σx σf̄
)

+ ∂s(x,σ)
∂x ḡ(x, σ)uEQ = 0.

Under condition 2, the equivalent control is given explicitly as uEQ = −
(

∂s(x,σ)
∂x ḡ

)−1(
∂s(x,σ)

∂x +∂s(x,σ)
∂σx σ

)
f̄ .

Substituting uEQ into equation (2), it follows that the motion of the system on the sliding manifold is governed

by

ẋ =

(
I − ḡ

( ∂s

∂x
ḡ
)−1( ∂s

∂x
+

∂s

∂σx
σ
))

f̄(x, σ).
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As a result, the behavior of the unperturbed system on the sliding mode is described by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ẋ =

(
I − ḡ

(
∂s
∂x ḡ
)−1(

∂s
∂x + ∂s

∂σxσ
))

f̄(x, σ)

n−1∑
i=1

siL
i−1
f̄

φ̄(x, σ) + Ln−1
f̄

φ̄(x, σ) = 0.

Next, consider a dynamical system with perturbation:

ẋ = f̄(x, σ) + ḡ(x, σ)u(t) + p̄(x, σ) (10)

where p̄(x, σ) = p(x(t), x(t − �1), . . . , x(t − �k)) represents uncertainties and/or disturbances. We obtain the

following result for the relation between the structure of the perturbation and the influence of the perturbation

upon the sliding behavior.

Theorem 3.3: The motion of system (10) on the sliding mode is independent of the perturbation p̄ if and

only if the perturbation vector p̄ satisfies the matching condition

p̄(x, σ) ∈ span{ḡ(x, σ)}. (11)

Proof: This theorem is proved in a similar way as Theorem 3 in [3] owing to the introduction of the

delayed state derivative. First, we show the necessity part. During the sliding mode, the manifold invariance

condition ds(x,σ)
dt = 0 holds. Therefore, under the perturbed system, the equation

(
∂s(x,σ)

∂x + ∂s(x,σ)
∂σx σ

)(
f̄ +

ḡuEQ + p̄
)
= 0 must be satisfied. Then, the equivalent control can be explicitly solved as follows: uEQ =

−
(

∂s(x,σ)
∂x ḡ

)−1(
∂s(x,σ)

∂x + ∂s(x,σ)
∂σx σ

)
(f̄ + p̄). Substituting uEQ into equation (10), the ideal sliding behavior

of the system is represented by ẋ =
(

I − ḡ
(∂s(x,σ)

∂x ḡ
)−1(∂s(x,σ)

∂x + ∂s(x,σ)
∂σx σ

))
(f̄ + p̄). If the dynamics are

independent of p̄, then the following equation must hold:

(
I− ḡ

(
∂s(x,σ)

∂x ḡ
)−1(

∂s(x,σ)
∂x + ∂s(x,σ)

∂σx σ
))

p̄ = 0.

By solving this equation with respect to p̄, we obtain p̄(x, σ) = ḡ ·
(

∂s(x,σ)
∂x ḡ

)−1(
∂s(x,σ)

∂x + ∂s(x,σ)
∂σx σ

)
p̄,

which implies that p̄ ∈ span{ḡ(x, σ)}.

Next, we show the sufficient condition. For any vector of the form ḡ(x, σ)η(x, σ), it follows that(
I − ḡ

(
∂s(x,σ)

∂x ḡ
)−1(

∂s(x,σ)
∂x + ∂s(x,σ)

∂σx σ
))

ḡη = 0. Therefore, if p̄ ∈ span{ḡ(x, σ)}, the behavior of the

system on the sliding manifold is obtained by ẋ =

(
I − ḡ

(
∂s(x,σ)

∂x ḡ
)−1(

∂s(x,σ)
∂x + ∂s(x,σ)

∂σx σ
))

f̄ . This

equation means that the influence of p̄ on the equivalent dynamics is annihilated during sliding motion. Thus,

the proof is complete.
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Theorem 3.3 is a generalization for time-delay systems of a well known matching condition for finite

dimensional systems. From the above discussion, if a perturbation p̄ is bounded and satisfies the matching

condition (11), we can design a sliding mode controller so that system (10) is robust to the perturbation by

choosing M in switching control law (6) as M >
∣∣∣ Lp̄s(x,σ)

LḡLn−1
f̄

φ̄(x,σ)

∣∣∣ =
∣∣∣Lp̄Ln−1

f̄
φ̄(x,σ)

LḡLn−1
f̄

φ̄(x,σ)

∣∣∣.
IV. ILLUSTRATIVE EXAMPLE

We consider the following retarded nonlinear system:

ẋ(t) =

⎛
⎜⎜⎜⎜⎜⎜⎝

(1 + σx1)x3 − x2

x3(σx1 + σx3 + σ2x1 · σx3 − σx2)

x3

⎞
⎟⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎝

0

1 + σx1

1

⎞
⎟⎟⎟⎟⎟⎟⎠

u(t) +

⎛
⎜⎜⎜⎜⎜⎜⎝

0

(cos(σx3) + 1)(1 + σx1)p(t)

(cos(σx3) + 1)p(t)

⎞
⎟⎟⎟⎟⎟⎟⎠

.

where σx(t) � x(t− 1) and p(t) is any bounded disturbance. Then, the perturbation term p̄ � (0, (cos(σx3)+

1)(1+σx1)p(t), (cos(σx3)+1)p(t))T satisfies the derived matching condition (11), and φ̄(x) = x1(t) satisfies

conditions 1, 2 and 3 for any x and σx ∈ R
n. Applying the variable transformation z(t) := Φ(x, σ) =

(x1(t), (1 + σx1(t))x3(t) − x2(t), x3(t))T system (12) is transformed into

ż(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0

0 0 1

0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

z(t) +

⎡
⎢⎢⎢⎢⎢⎢⎣
0

0

1

⎤
⎥⎥⎥⎥⎥⎥⎦

(u(t) + (cos(σx3) + 1)p(t))

and LḡL
2
f̄
φ̄(x, σ) = 1 holds. Choosing a sliding surface as S(z) = s1z1 + s2z2 + z3 = 0, a switching control

law that satisfies the following inequality is selected:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

u(t) < −s1z2 − s2z3 − x3 − M, if S(z) > 0,

u(t) > −s1z2 − s2z3 − x3 + M, if S(z) ≤ 0,

where M is a positive constant satisfying M >
|Lp̄L2

f̄
φ̄(x,σ)|

|LḡL2
f̄
φ̄(x,σ)| = |Lp̄L

2
f̄
φ̄(x, σ)|. In this example, since the

inverse transformation of z(t) = Φ(x, σ) is globally defined by x(t) = (z1(t),−z2(t)+(1+σz1)z3(t), z3(t))T ,

the stability property of the equilibrium point x = 0 is the global character. Figures 1 and 2 show the behavior

of the state variables z(t) and x(t), respectively, in a case of s1 = 1, s2 = 2 and M = 1. The initial condition

is given by x1(0) = −1.0, x2(0) = 2.0, x3(0) = 5.0 and x(θ) = 0 for θ < 0. This result shows that the sliding

mode is invariant with respect to a perturbation satisfying the obtained matching condition.
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Fig. 1. Behavior of z(t)
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V. CONCLUSION

This paper considers a sliding mode control for retarded nonlinear systems. The proposed method involves

the design of a sliding surface based on a variable transformation which contains the previous values of the state

variables in the original coordinates and reduces the retarded nonlinear system to a delay-free linear system.

By applying the variable transformation, a sliding mode controller can be designed based on the delay-free

system. As a result, the retarded nonlinear system is asymptotically stabilized with the sliding mode controller

based on the delay-free system. In addition, we derived a matching condition of perturbations by means of the

equivalent control approach. The simulation result shows that the controller is robust to uncertainties and/or

disturbances which satisfy the matching condition.
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