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# What is a logic, and what is a proof ? 

Lutz Straßburger


#### Abstract

I will discuss the two problems of how to define identity between logics and how to define identity between proofs. For the identity of logics, I propose to simply use the notion of preorder equivalence. This might be considered to be folklore, but is exactly what is needed from the viewpoint of the problem of the identity of proofs: If the proofs are considered to be part of the logic, then preorder equivalence becomes equivalence of categories, whose arrows are the proofs. For identifying these, the concept of proof nets is discussed.


## 1. Introduction

When we study mathematical objects within a certain mathematical theory, we usually know when two of these objects are considered to be the same, i.e., are indistinguishable within the theory. For example in group theory two groups are indistinguishable if they are isomorphic, in topology two spaces are considered the same if they are homeomorphic, and in graph theory we have the notion of graph isomorphism. However, in proof theory the situation is different. Although we are able to manipulate and transform proofs in various ways, we have no satisfactory notion telling us when two proofs are the same, in the sense that they use the same argument. The reason is the lack of understanding of the essence of a proof, which in turn is caused by the bureaucracy involved in the syntactic presentation of proofs. It is therefore an important problem of research to find new ways of presenting proofs, that allow to grasp the essence of a proof by getting rid of bureaucratic syntax, and that identify proofs if and only if they use the same argument. As a matter of fact, the problem was already a concern of Hilbert, when he was preparing his famous lecture in 1900 Thi03. The history of mathematical logic and proof theory might have developped in a different way if he had included his "24th problem".

The text for the second edition has been updated by including some points that have been discussed at the UniLog meeting 2005 in Montreux.

Proofs are carried out within logical systems. We can, for example, have proofs in classical logic and proofs in linear logic. It should be obvious, that two proofs that are carried out in different logics must be distinguished (although every intuitionistic proof can also be seen as classical proof). Consequently, before expecting an answer to the question "When are two proofs the same?", we have first to give an answer to the question "When are two logics the same?" 1 The problem of identifying logics is not only of interest for proof theory, but for the whole area of logic, including mathematical logic as well as philosophical logic.

This means that we have to deal with two problems: the identity of proofs, and the identity of logics. Although the two problems are closely related, they are of a completely different nature.

For the identity of proofs, the actual problem is to find the right presentations of proofs that allow us to make the correct identifications. So far, proofs are presented as syntactical objects: we see Hilbert style proofs, natural deduction proofs, resolution proofs, sequent calculus proofs, proofs in the calculus of structures, tableau proofs, and many more - in particular, also proofs written up in natural language. Of course, the same proof can be written up in various different formalisms. And even in a single formalism, the same proof can take different shapes.

For the identity of logics, on the other hand, the actual problem is to find the "least common denominator" for a definition of logic. The reason is that that there is no generally accepted consensus under logicians about the question what a logic actually is. Not only is the model theoreticians understanding of a logic ("a logic is something that has a syntax and a semantics") different from the proof theoreticians understanding ("a logic is a deductive system that has the cut elimination property"), we also see in other areas of research various different notions of "logic", which are all tailored for a particular application.

But a clean definition of logic will immediately lead to a clean notion of equivalence of logics. In the next section, I will give (from the proof theoreticians viewpoint) such a definition together with its notion of equivalence. Although it could certainly be considered to be folklore knowledge - for long it has been used by logicians already - I discuss it here because it provides clear and firm grounds for investigating the problem of identifying proofs. This problem will be discussed in the last section of the paper.

## 2. What is a logic ?

Definition 2.1. A logic $\mathscr{L}=\left(\mathscr{A}_{\mathscr{L}}, \Rightarrow \mathscr{L}\right)$ is a set $\mathscr{A}_{\mathscr{L}}$ of formulae, together with a binary relation $\Rightarrow \mathscr{L} \subseteq \mathscr{A}_{\mathscr{L}} \times \mathscr{A}_{\mathscr{L}}$, called the consequence relation, that is reflexive and transitive.

[^0]In other words, a logic is simply a preorder. The index $\mathscr{L}$ will be omitted for $\mathscr{A}$ and $\Rightarrow$, if no ambiguity is possible. The elements of $\mathscr{A}$ will be denoted by $A, B, C$, etc. Instead of $A \Rightarrow B$, we can also write $B \Leftarrow A$. Similarly, we write $A \Leftrightarrow B$ if $A \Rightarrow B$ and $A \Leftarrow B$. Observe that $\Leftrightarrow$ is always an equivalence relation. Let me make some comments about Definition [2.1]

- There are no cardinality restrictions on the set $\mathscr{A}$.
- The definition abstracts away from the structure of the set $\mathscr{A}$. For capturing the "purely logical part" of a logic, it is irrelevant, which and how many connectives, quantifiers, modalities, constants, variables, etc. are there. It is also not necessary (for the time being) what kind of objects the set $\mathscr{A}$ contains. This could be simply well-formed formulae, sets (finite or infinite) of well-formed formulae, mathematical structures like vector spaces, or even sentences of natural language, like "The book is green." ${ }^{2}$
- There are no computability, complexity, or compactness restrictions on the relation $\Rightarrow$, and there is no need to distinguish between syntax and semantics: It is of no relevance whether $\Rightarrow$ is defined in a model theoretic way $(A \Rightarrow B$ iff every model that makes $A$ true does also make $B$ true), by means of a deductive system $(A \Rightarrow B$ iff there is a proof of $B$ from hypothesis $A)$, or in some other way.
- The two properties of being reflexive and transitive are essential for our treatment of $\Rightarrow$. Reflexivity says that $A \Rightarrow A$ for every formula $A$. Transitivity says that whenever $A \Rightarrow B$ and $B \Rightarrow C$ then also $A \Rightarrow C \square$
Often the notion of a logic is presented such that the consequence relation is not defined as a subset of $\mathscr{A} \times \mathscr{A}$ but as a subset of $\mathfrak{P}_{f}(\mathscr{A}) \times \mathscr{A}$ or even of $\mathfrak{P}(\mathscr{A}) \times \mathscr{A}$, where $\mathfrak{P}(\mathscr{A})$ is the powerset of $\mathscr{A}$, i.e., the set of all subsets, and $\mathfrak{P}_{f}(\mathscr{A})$ is the set of all finite subsets of $\mathscr{A}$. Let us denote this new consequence relation by $\vdash$. It should be clear that such a definintion is perfectly equivalent to the one in 2.1 provided the structure of $\mathscr{A}$ has access to the concept of "conjunction", for example, via a connective $\wedge$. Then we have

$$
\left\{A_{1}, \ldots, A_{n}\right\} \vdash B \quad \text { iff } \quad A_{1} \wedge \cdots \wedge A_{n} \Rightarrow B
$$

In the case of $\mathfrak{P}(\mathscr{A})$ we also need access to the concept of "infinite conjunction". Then we have

$$
\Gamma \vdash B \quad \text { iff } \quad \bigwedge \Gamma \Rightarrow B
$$

where $\Gamma \subseteq \mathscr{A}$ is an arbitrary set of well-formed formulae and $\bigwedge \Gamma$ is their conjunction.

Alternatively, the notion of logic can be defined as a pair $(\mathscr{A}, \mathbb{T})$, where $\mathbb{T} \subseteq \mathscr{A}$ is the set of tautologies (or theorems). Again, this definition is perfectly

[^1]equivalent to the one we have seen, provided the connectives that generate $\mathscr{A}$ have access to the concept of "implication" (either via a connective $\supset$, or via a disjunction together with a negation, or in any other way) and the concept of "truth" (for example via a constant T). Then we have
$$
A \Rightarrow B \quad \text { iff } \quad A \supset B \in \mathbb{T}
$$
and
$$
A \in \mathbb{T} \quad \text { iff } \quad \top \Rightarrow A
$$

However, in both alternative definitions, we have to ensure the reflexivity and transitivity of the induced consequence relation. Because of the importance of these two conditions I prefer the definition as given in 2.1 .

Let us now continue with some standard definitions for preorders.
Definition 2.2. The skeleton of a preorder is the partially ordered set $(\mathscr{A} / \Leftrightarrow, \leq)$, where $\mathscr{A} / \Leftrightarrow$ is the set of equivalence classes of $\mathscr{A}$ under $\Leftrightarrow$, and $\leq$ is defined by

$$
[A]_{\Leftrightarrow} \leq[B]_{\Leftrightarrow} \quad \text { if and only if } \quad A \Rightarrow B
$$

Observe that $\leq$ is anti-symmetric, and therefore a partial order.
Definition 2.3. A homomorphism $F$ between two logics

$$
\mathscr{L}=(\mathscr{A}, \Rightarrow \mathscr{L}) \quad \text { and } \quad \mathscr{M}=\left(\mathscr{B}, \Rightarrow_{\mathscr{M}}\right)
$$

is a monotone function $F: \mathscr{A} \rightarrow \mathscr{B}$, i.e., if $A \Rightarrow \mathscr{L} B$ then $F(A) \Rightarrow{ }_{\mathscr{M}} F(B)$.
Definition 2.4. An isomorphism $F$ between two logics $\mathscr{L}=(\mathscr{A}, \Rightarrow \mathscr{L})$ and $\mathscr{M}=$ $(\mathscr{B}, \Rightarrow \mathscr{M})$ is a bijective function $F: \mathscr{A} \rightarrow \mathscr{B}$, where $F$ as well as $F^{-1}$ are both monotone, i.e., $A \Rightarrow \mathscr{L} B$ if and only if $F(A) \Rightarrow \mathscr{M} F(B)$. We say that two logics are isomorphic if there is an isomorphism between the two.

Definition 2.5. An embedding $F$ of a $\operatorname{logic} \mathscr{L}=(\mathscr{A}, \Rightarrow \mathscr{L})$ into another logic $\mathscr{M}=$ $(\mathscr{B}, \Rightarrow \mathscr{M})$ is an injective function $F: \mathscr{A} \rightarrow \mathscr{B}$, such that $A \Rightarrow \mathscr{L} B$ if and only if $F(A) \Rightarrow \mathscr{M} F(B)$.

Definition 2.6. Two logics $\mathscr{L}=(\mathscr{A}, \Rightarrow \mathscr{L})$ and $\mathscr{M}=(\mathscr{B}, \Rightarrow \mathscr{M})$ are equivalent if there are two monotone functions $F: \mathscr{A} \rightarrow \mathscr{B}$ and $G: \mathscr{B} \rightarrow \mathscr{A}$ such that for all formulae $A \in \mathscr{A}$ we have $A \Leftrightarrow \mathscr{L} G(F(A))$ and for all formulae $B \in \mathscr{B}$ we have $B \Leftrightarrow \mathscr{M} F(G(B))$.

Although I am using here the standard order theoretic vocabulary, all these concepts have already been studied from the point of view of logic. In particular, note that skeleton of a logic (where $\mathscr{A}$ is the set of formulae) is simply the Lindenbaum-algebra.

To give another example, in PU03, the terms sound translation, exact translation, and translational equivalent are used for the concepts of homomorphism, embedding, and equivalent, respectively 4

One could say that two logics are "the same" if and only if they are isomorphic, but there are also reasons to argue that the notion of isomorphism is too strong for identifying logics. In particular, under the notion of isomorphism we can only compare logics with the same cardinality of statements. Also from the point of view of proof theory, the the notion of equivalence (which is also used in category theory) seems more natural. In other words, I will follow the slogan:

## Two logics are "the same" <br> if and only if <br> they are equivalent as preorders.

We can make the following immediate observations:

- It is possible that two logics with different cardinality are equivalent.
- Under the notion of equivalence, we can say that the essence of a logic is captured by its skeleton, because we have that two logics are equivalent if and only if their skeletons are isomorphic.
- The proofs of the logic are not taken into account.

It is obvious that our notion of equivalence is able to identify all different formulations of classical propositional logic. For example we can generate the set $\mathscr{A}$ by using only conjunction and negation, and the set $\mathscr{B}$ by using only disjunction and negation. If $\Rightarrow_{\mathscr{A}}$ and $\Rightarrow_{\mathscr{B}}$ are the intended classical consequence relations, then $\left(\mathscr{A}, \Rightarrow_{\mathscr{A}}\right)$ and $\left(\mathscr{B}, \Rightarrow_{\mathscr{B}}\right)$ are equivalent, provided we start with the same number of propositional variables. We will not get an equivalence, if say $\mathscr{A}$ is generated from 5 propositional variables, and $\mathscr{B}$ from 2 ; and this certainly follows the intuition.

Furthermore, the notion of equivalence is able to successfully distinguish between classical logic and intuitionistic logic. Observe that both logics can use the same set $\mathscr{A}$ of statements, but the consequence relation is different for the two: for example, we have that $\neg \neg A \Rightarrow A$ (where $\neg A$ is the negation of $A$ ) in classical logic, but not in intuitionistic logic. In fact, in the case of classical logic, the skeleton is a Boolean algebra, and in the case of intuitionistic logic, it is a Heyting algebra.

Similarly, we can single out linear logic Gir87 and its various fragments. For example the multiplicative fragment of linear logic (MLL) is not equivalent to the multiplicative additive fragment (MALL). In fact, all the known logics, that are considered to be different, can be distinguished by the notion of equivalence. For various modal logics, namely K, T, S4, and S5, this has been shown explicitely in PU03. But it can be shown straightforwardly also for other cases.

Notice that the notion of equivalence for logics that I use here is nothing but the category theoretical equivalence, restricted to preorders. The idea of using this well-known concept in the area of logic can be traced back at least to Lambek's

[^2]work Lam68, Lam69. However, since in Uni05 the organizers write: "Proposals such that one of Pol98 or PU03 apply only to some special situations.", there might be an interest in some further comments:

In Pol98, Pollard compares the notion of logic with the notion of function space, as it is studied in clone theory (see e.g. PK79]). Although in the case of Boolean logic and the Boolean function spaces (as investigated by Post [Pos41) this question has a certain interest, we should not be surprised by the "negative" result that the two notions do not coincide. The only disturbing fact in Pol98 is, as pointed out by the author, that sometimes the projection function (in Pol98 denoted by $=_{1}$ ) has a logical significance and sometimes not. The reason is that Pollard uses the notion of preorder isomorphism 5 for identifying logics, and this is too strong. Under the notion of preorder equivalence, the projection function is (as one would expect) irrelevant from the logical point of view, i.e., the logic does not change if $=_{1}$ is added as binary connective to the set of generators of $\mathscr{A}{ }^{6}$

In PU03, Pelletier and Urquhart make a convincing case that preorder equivalenc $]^{7}$ is the right notion of identifying logics. As mentioned already, they explicitely show how various modal logics are correctly distinguished under the notion of this equivalence. In the end of of the paper, the authors provide a concrete example illustrating the fact that two logics (i.e., preorders) which can be embedded into each other are not necessarily equivalent. Although this is not surprising from the order theoretic point of view, the example itself is instructive from the point of view of logic.

Also the notion of "equipollence" proposed in CG05 coincides with preorder equivalence. The only difference is that in CG05 a logic is defined to be a closure system (via Tarski's consequence operator) and not as a preorder. The disatvantage of that approach is that it does not scale when proofs enter the scene.

## 3. What is a proof?

From now on we do no longer content ourselves with utterances like $A \Rightarrow B$, saying that " $B$ is a logical consequence of $A$ ", but rather want to see a justification, or proof, of such a statement. In order not to end up in a triviality, we have to accept the fact that there can (and must) be different such justifications of the same statement. Instead of writing $A \Rightarrow B$, we will therefore write $f: A \rightarrow B$, in order to single out the proof $f$ of the statement that $B$ is a consequence of $A$.

More formally, this is the step that takes us from preorders to categories. This means that each pair $(A, B)$ of statements is equipped with a (possibly empty) set

[^3]of proofs (i.e., morphisms or arrows in the language of category theory) from $A$ to $B$. The axioms of category theory demand that

1. for every formula $A$ there is an identity proof $\operatorname{id}_{A}: A \rightarrow A$, and
2. for any two proofs $f: A \rightarrow B$ and $g: B \rightarrow C$ there is a uniquely defined proof $g \circ f: A \rightarrow C$, the composite of $f$ and $g$.
Further, we demand that for every $f: A \rightarrow B$ we have that

$$
\operatorname{id}_{B} \circ f=f=f \circ \mathrm{id}_{A},
$$

and for all $f: A \rightarrow B$ and $g: B \rightarrow C$ and $h: C \rightarrow D$, we have that

$$
(h \circ g) \circ f=h \circ(g \circ f) .
$$

Under this refinement, a logic is no longer a preorder, but a category. This relation between category theory and proof theory has already been observed by Lambek in the early work Lam68, Lam69. What has been a homomorphism (or monotone function) between preorders, is now a functor $F$ between categories $\mathscr{L}$ and $\mathscr{M}$. More precisely, $F$ consists of a map from formulae of $\mathscr{L}$ into formulae of $\mathscr{M}$, and a map from proofs in $\mathscr{L}$ into proofs in $\mathscr{M}$ such that composition and identities are preserved.

Observe that from the point of view of proof theory, demanding the properties of a category is already quite a lot. For example in the sequent calculus the composition of proofs is given by cut elimination, and this is per se not necessarily an associative operation. Furthermore, in the sequent calculus for classical logic this operation is not even confluent, which means that the composition of proofs is not uniquely defined.

However, treating a logic as a category has several advantages. Not only do we get the right level of abstraction to investigate the question how to identify proofs, we also can still use our notion of equivalence of logics - two logics are equivalent iff they are equivalent as categories:

Definition 3.1. Two logics $\mathscr{L}$ and $\mathscr{M}$ are equivalent if there are functors $F: \mathscr{L} \rightarrow$ $\mathscr{M}$ and $G: \mathscr{M} \rightarrow \mathscr{L}$, such that for all formulae $A$ in $\mathscr{L}$ and all formulae $B$ in $\mathscr{M}$ we have that $A \cong G(F(A))$ and $B \cong F(G(B))$ B

As useful as this might be for identifying logics, it does not tell us anything about the problem of identifying of proofs, which now becomes the problem of identifying arrows in a category. It should be clear, that the problem must be asked for every logic anew, and it has to be expected that it is of various difficulty in different logics.

There are essentially two different approaches towards this problem, which I will call here the abstract approach and the concrete approach. The abstract one is

[^4]purely algebraic. The idea is to find the right axioms covering enough properties of proofs such that the category theory meets exactly the proof theoretical intuition. Then the slogan is:

## Two proofs are "the same" <br> if and only if

they are represented by the same morphism in a certain category.
A successful example of this are the axioms of Cartesian closed categories which precisely capture proofs in propositional intuitionistic logic (see, e.g., LS86 for an introduction). Furthermore, due to the Curry-Howard-correspondence How80, we are able to name proofs in intuitionistic logic by $\lambda$-terms, which can be identified through the notion of normalization Pra65, Pra71, ML75.

This leads us to the concrete approach towards the problem of the identity of proofs. Here, the basic idea is to find "concrete" mathematical objects capturing the essence of a proof by avoiding the syntactic bureaucracy that usually comes with a deductive system. In this sense, $\lambda$-terms can be seen as objects capturing the essence of intuitionistic proofs. Consider for example the following two proofs in the sequent calculus for intuitionistic logic:

$$
\begin{align*}
& \begin{array}{c}
\text { id } \frac{\mathrm{L} \frac{A \vdash A}{A \rightarrow} \quad \text { id } \frac{A \vdash A}{A \rightarrow A, A \vdash A} \quad \text { id } \frac{A \vdash A}{A}}{\rightarrow \mathrm{~L} \frac{A \rightarrow A, A \rightarrow A, A \vdash A}{A+A}} \\
\quad \operatorname{contL} \frac{\rightarrow \mathrm{R} \frac{A \rightarrow A, A \vdash A}{A \rightarrow A \vdash A \rightarrow A}}{\vdash(A \rightarrow A) \rightarrow(A \rightarrow A)}
\end{array}  \tag{1}\\
& \begin{array}{l}
\text { id } \frac{\text { id } \frac{1+A}{A \vdash A} \quad \rightarrow \mathrm{~L} \frac{\text { id } \overline{A \vdash A}}{A, A \rightarrow A \vdash A}}{\rightarrow \mathrm{~L}} \underset{\quad \rightarrow \mathrm{R} \frac{A \rightarrow A, A \rightarrow A, A \vdash A}{A \rightarrow A, A \rightarrow A \vdash A \rightarrow A}}{ } \\
\quad \rightarrow \mathrm{R} \frac{A \rightarrow A \vdash A \rightarrow A}{\vdash(A \rightarrow A) \rightarrow(A \rightarrow A)}
\end{array} \tag{2}
\end{align*}
$$

Although they are different from each other in the sequent calculus, they both translate into the same $\lambda$-term

$$
\lambda f_{A \rightarrow A} \cdot \lambda x_{A} \cdot f f x
$$

On the other hand, the sequent calculus proof

$$
\begin{align*}
& \quad \text { weakL } \frac{\text { id } \frac{A \vdash A}{A \rightarrow A, A \vdash A}}{\rightarrow \mathrm{R} \frac{A \rightarrow A \vdash A \rightarrow A}{A \rightarrow \mathrm{R}}} \underset{\qquad(A \rightarrow A) \rightarrow(A \rightarrow A)}{\vdash( } \tag{3}
\end{align*}
$$

of the same formula $(A \rightarrow A) \rightarrow(A \rightarrow A)$ is translated into

$$
\lambda f_{A \rightarrow A} \cdot \lambda x_{A} \cdot x
$$

We can therefore say that the two proofs in (11) and (2) are the same, while the proof in (3) is different 9

Let us now turn to linear logic, or more precisely, the multiplicative fragment MLL. For this logic the essence of a proof is captured by proof nets Gir87. Very roughly speaking, proof nets are for linear logic, what $\lambda$-terms are for intuitionistic logic. The slogan here is:

> Two proofs are "the same" if and only if they are represented by the same proof net.

These proof nets are geometric objects consisting of the formula tree (or sequent forest) extended by some additional graph structure, the so-called axiom links. This name is chosen because they represent the identity axioms appearing in the sequent proof:


[^5]The following example shows, how a sequent calculus proof in linear logic is translated into a proof net by using the flow-graph [Bus91] or coherence graph EK66 KM71.

$$
\begin{equation*}
\downarrow \tag{4}
\end{equation*}
$$



The reader interested in the details is referred to [Str06]. The proof nets for MLL do not only allow us to make the right identifications on formal proofs presented in the sequent calculus (or any other formalism), but also allow us to construct the free *-autonomous category Bar79 Blu93 SL04 LS06, and by this substantiate the connection between category theory and proof theory.

It should be a goal of the investigation in the proof theory for any logic to ensure that the abstract and the concrete approach yield the same notion of proof identity. And, in fact, for intuitionistic logic as well for multiplicative linear logic, the two approaches coincide:

| morphisms in the free <br> Cartesian closed category | $=$proofs in <br> intuitionistic logic |
| :--- | :--- |
| morphisms in the free <br> ${ }^{*}$-autonomous category $\lambda$-terms | $=$proofs in multipli- <br> cative linear logic |

These notions of identifying proofs for linear logic and intuitionistic logic are particularly useful for computer science. However, for the logics which are most interesting for mathematics and philosophy, namely, classical logic and modal logics, no such notions exist (yet). This lack of ability of naming proofs in classical logic led Girard in Gir91 to the statement: "classical proof theory is inexistent."

In fact, any approach towards an identification of proofs in classical logic is facing problems from two sides:

1. From the category theoretical side: The obvious categorical axiomatization of classical logic leads to a collapse into a Boolean algebra; all proofs of a given formula $B$ are identified.
2. From the proof theoretical side: as mentioned before, there is no clear notion of composing proofs in classical logic.
In a certain sense, both problems are incarnations of the same phenomenon, which can best be explained with the sequent calculus 10 Suppose we have two proofs of the formula $B$ in some sequent calculus system:


Then we can with the help of the rules weakening, contraction, and cut

$$
\text { weak } \frac{\vdash \Gamma}{\vdash \Gamma, A} \quad \operatorname{cont} \frac{\vdash \Gamma, A, A}{\vdash \Gamma, A} \quad \text { cut } \frac{\vdash \Gamma, A \vdash \bar{A}, \Delta}{\vdash \Gamma, \Delta}
$$

form the following proof of $B$

$$
\text { weak } \frac{\vdash B}{\vdash B, A} \quad \text { weak } \frac{\vdash B}{\vdash \bar{A}, B} \min ^{\vdash} \frac{\vdash B, B}{\vdash B}
$$

If we eliminate the cut from this proof, we get either

$$
\begin{equation*}
\text { weak } \frac{\vdash B}{\vdash-B, B} \text { cont } \frac{\text { or }}{\vdash B} \quad \text { weak } \frac{\vdash B}{\vdash B, B} \tag{6}
\end{equation*}
$$

depending on a nondeterministic choice. Now note that one can hardly find a reason why for any proof $\Pi$, the two proofs

$$
\begin{equation*}
\text { weak } \frac{\vdash B}{\vdash B, B} \tag{7}
\end{equation*}
$$

[^6]should be distinguished. After all, duplicating a formula and immediately afterwards deleting one copy is not doing much. Also the laws of category theory tell us to identify the two.

On the other hand, if we want the nice relationship between deductive system and category theory, we need a confluent cut elimination, which means we have to equate the two proofs in (6). Consequently, by (7), we have to equate $\Pi_{1}$ and $\Pi_{2}$. Since there was no initial condition on $\Pi_{1}$ and $\Pi_{2}$, we conclude that any two proofs of $B$ must be equal.

Note that the problem with weakening can be solved by using the so called mix rule

$$
\operatorname{mix} \frac{\vdash \Gamma \quad \vdash \Delta}{\vdash \Gamma, \Delta}
$$

Then we can for the two proofs $\Pi_{1}$ and $\Pi_{2}$ give their sum $\Pi_{1}+\Pi_{2}$ :

Howver, we run into similar problems with the contraction rule. If we try to eliminate the cut from

$$
\begin{align*}
& \text { cont } \frac{\vdash \Gamma, A, A}{\vdash \Gamma, A} \quad \operatorname{cont} \frac{\vdash \bar{A}, \bar{A}, \Delta}{\vdash \bar{A}, \Delta}  \tag{8}\\
& \operatorname{\vdash \Gamma ,\Delta }
\end{align*}
$$

we again have to make a nondeterministic choice. And here, mix is of no help.
Nontheless, recently considerable progress has been made in the quest for a decent proof theory for classical and modal logic. Through the development of the calculus of structures Gug02, GS01, BT01 it was possible to present new formal systems for classical (propositional and predicate) logic Brü03 and various modal logics [Sto04]. The proof systems in the calculus of structures have a finer granularity than in the sequent calculus, and by this allow new notions of proof identifications. These led in LS05b to a novel kind of proof nets for classical logic. The basic idea is again that the essence of a proof is captured by axiom links that are put on top of the formula tree (or sequent forest). Consider for example the
following proof in the one-sided sequent calculus:

Following the idea used in (4), we can obtain a proof net by drawing the flow graph through the sequent proof. The result is


Now the reader is invited to do the following exercise: Take the proof in (9) and eliminate the cut via the usual procedure in the sequent calculus. Then translate the result into a proof net by the same method as above. The result will be either

or

depending on a nondeterministic choice in the sequent calculus cut elimination. On the other hand, if we eliminate the cut directly from the proof net in (10), as described in LS05b, then we obtain


Unfortunately, there is no sequent calculus proof whose flow-graph translation into proof nets is (11). However, in the calculus of structures we can give such a proof LS05b Str06:


Here switch and medial are the inference rules

$$
\text { switch } \frac{F\{(A \vee B) \wedge C\}}{F\{A \vee(B \wedge C)\}} \quad \text { and } \quad \text { medial } \frac{F\{(A \wedge B) \vee(C \wedge D)\}}{F\{(A \vee C) \wedge(B \vee D)\}},
$$

formula context and $A, B, C$, and $D$ are formula variables (see also BT01, Brü03. The important point here is that inference rules are applied deep inside formulae in the same way as we know it from term rewriting. This is reason why we can provide the proof (12) in the calculus of structures but not in the sequent calculus. For further details on the relation between deep inference and proof nets, the reader is referred to Str05a.

Interestingly, the idea of capturing "the essence" of a proof with pairs of complementary atoms has already been used in Andrews' matings And76 and in Bibel's connection proofs Bib86. But since they were only interested in proof search, they did not explore the possibility of composing proofs. This is done in LS05b, where composition is defined via a strongly normalizing cut elimination. Therefore we indeed have a category, which could be called a "Boolean" category, since it is to a category what a Boolean algebra is to a poset. In LS05a, a possible axiomatisation for these kind of categories is given. However, so far there is no axiomatisation that captures precisely the proof identificion induced by the proof nets sketched above (see also Lam06, Str05b).

From the point of view of category theory, an alternative approach is given in [FP04a, FP04b, where Führmann and Pym relax the equality on proofs defined by cut elimination to a partial order on proofs, and by this avoid the collapse into a Boolean algebra. Another work in that direction is Hyl04, where Hyland exhibits concrete mathematical objects, e.g., Frobenius algebras, that can serve as denotations for classical proofs.

In DP04 the authors use the concept of "coherence" (see, e.g., Mac71 KM71) to identify proofs: The category of proofs is defined together with a "graphical" category is defined such that the canonical functor from the category of proofs into the "graphical" category is faithful. Two proofs are the same if they have the same "graphical" representation. In principle, this approach is in the same spirit as the approach based on proof nets: The category of proof nets plays the role of the "graphical" category 11 However results based on proof nets are usually stronger than results based on "coherence": Not only do they tell when two proof are the same, but also whether a given object actually is a proof. This is usually done via a so-called correctness criterion.

## 4. Summary

Clearly, the question when two proofs are the same is mathematical more challenging than the question when two logics are the same, which simply reduces to the problem of finding a consensus on the definition. Nonetheless, if one is interested in defining identity between logics, one has to make up his mind whether one wants to ignore the proofs or whether one wants to take the proofs into account. For example, do we want to distinguish a cut-free system for intuitionistic propositional logic from the same system enriched with cut, or do we not? In the one case one can satisfy oneself with preorder equivalence, and in the other one has to take category equivalence.

To give another example, consider the conjuction-only fragment of classical and intuitionistic propositional logic. In both cases, the consequence relation is exactly the same. But the proofs are not: in intuitionistic logic there are two canonical proofs from $A \wedge A$ to $A$, namely, the two projections, which are also present in classical logic. But in classical logic, we can also form the sum of the two projections, which is not possible in intuitionistic logic.

Let me finish with mentioning some of the questions that are still waiting for an answer:

- Is there a philosophical justification for the identification of proofs made by proof nets?
- Are these identifications useful from the point of view of mathematics (i.e., can we use them for identifying real mathematical proofs)?

[^7]- Are there ways of extending the notion of proof net to the quantifiers (first order, second order, and higher order), for example by using Miller's expansion trees Mil87?
- Is it possible to include modalities into proof nets (e.g., by exploring the recent work by Stouppa Sto04), in order to get a way of identifying proofs in modal logics?
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[^0]:    ${ }^{1}$ Of course, this problem was of no concern for Hilbert, since at the time when he was thinking about the identity of proofs there was only one logic.

[^1]:    ${ }^{2}$ With a sufficiently sophisticated definition of "well-formed fomula" the set $\mathscr{A}$ can in fact be restricted to that notion. For example we could allow something like " $\{\phi \mid \ldots\}$ " to be a "well-formed fomula", and would by this also capture sets of formulae/propositions/sentences/whatever. ${ }^{3}$ Of course, these conditions can also be dropped, but then everything is possible.

[^2]:    ${ }^{4}$ But in PU03] they are not defined in order theoretic terms.

[^3]:    ${ }^{5}$ Pol98 does not use the order theoretic vocabulary but introduces the concept from the viewpoint of topology.
    ${ }^{6}$ This is so because we have $A={ }_{1} B \Leftrightarrow A$, no matter what $A$ and $B$ are.
    ${ }^{7}$ As said before, in PU03 the term "translational equivalence" is used and the relation to order theory is not mentioned. Their definition also relies on the existence of a connective $\leftrightarrow$ internalizing the logical equivalence. However, since classical implication is transitive and reflexive, the preorder structure is there, and the two definitions coincide.

[^4]:    ${ }^{8}$ Here $A \cong G(F(A))$ means that the two are isomorphic in the category theoretical sense, i.e., there are proofs $f: A \rightarrow G(F(A))$ and $g: G(F(A)) \rightarrow A$, such that $f \circ g=\operatorname{id}_{G(F(A))}$ and $g \circ f=\operatorname{id}_{A}$; and similarly for $B \cong F(G(B))$.

[^5]:    ${ }^{9}$ We have here the two proofs representing the Church numerals 2 and 0 .

[^6]:    ${ }^{10}$ The argument is due to Yves Lafont GLT89 Appendix B].

[^7]:    ${ }^{11}$ In the case of unit-free multiplicative linear logic, proof nets coincide with Kelly-MacLanegraphs.

