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Abstract. In its most general meaning, a Boolean category is to categories what a Boolean
algebra is to posets. In a more specific meaning a Boolean category should provide the ab-
stract algebraic structure underlying the proofs in Boolean Logic, in the same sense as a
Cartesian closed category captures the proofs in intuitionistic logic and a *-autonomous cat-
egory captures the proofs in linear logic. However, recent work has shown that there is no
canonical axiomatisation of a Boolean category. In this work, we will see a series (with in-
creasing strength) of possible such axiomatisations, all based on the notion of *-autonomous
category. We will particularly focus on the medial map, which has its origin in an inference
rule in KS, a cut-free deductive system for Boolean logic in the calculus of structures. Finally,
we will present a category proof nets as a particularly well-behaved example of a Boolean
category.

1 Introduction

The questions “What is a proof?” and “When are two proofs the same?” are fundamental for proof
theory. But for the most prominent logic, Boolean (or classical) propositional logic, we still have no
satisfactory answers.

This is not only embarrassing for proof theory itself, but also for computer science, where Boolean
propositional logic plays a major role in automated reasoning and logic programming. Also the design
and verification of hardware is based on Boolean logic. Every area in which proof search is employed
can benefit from a better understanding of the concept of proof in Boolean logic, and the famous
NP-versus-coNP problem can be reduced to the question whether there is a short (i.e., polynomial
size) proof for every Boolean tautology [CR79].

Usually proofs are studied as syntactic objects within some deductive system (e.g., tableaux,
sequent calculus, resolution, ...). This paper takes the point of view that these syntactic objects
(also known as proof trees) should be considered as concrete representation of certain abstract proof
objects, and that such an abstract proof object can be represented by a resolution proof tree and a
sequent calculus proof tree, or even by several different sequent calculus proof trees.

Under this point of view the motivation for this work is to provide an abstract algebraic theory of
proofs. Already Lambek [Lam68,Lam69] observed that such an algebraic treatment can be provided
by category theory. For this, it is necessary to accept the following postulates about proofs:

— for every proof f of conclusion B from hypothesis A (denoted by f: A — B) and every proof g
of conclusion C from hypothesis B (denoted by g: B — C') there is a uniquely defined composite
proof g o f of conclusion C from hypothesis A (denoted by go f: A — C),

— this composition of proofs is associative,

— for each formula A there is an identity proof 14: A — A such that for f: A — B we have

fols=f=1gof.

Under these assumptions the proofs are the arrows in a category whose objects are the formulas of
the logic. What remains is to provide the right axioms for the “category of proofs”.

It seems that finding these axioms is particularly difficult for the case of Boolean logic. For
intuitionistic logic, Prawitz [Pra71] proposed the notion of proof normalization for identifying proofs.
It was soon discovered that this notion of identity coincides with the notion of identity that results



from the axioms of a Cartesian closed category (see, e.g., [LS86]). In fact, one can say that the proofs
of intuitionistic logic are the arrows in the free (bi-)cartesian closed category generated by the set of
propositional variables. An alternative way of representing the arrows in that category is via terms
in the simply-typed A-calculus: arrow composition is normalization of terms. This observation is
well-known as Curry-Howard-correspondence [How80].

In the case of linear logic, the relation to *-autonomous categories [Bar79] was noticed immedi-
ately after its discovery [Laf88,See89]. In the sequent calculus linear logic proofs are identified when
they can be transformed into each other via “trivial” rule permutations [Laf95]. For multiplicative
linear logic this coincides with the proof identifications induced by the axioms of a *-autonomous cat-
egory [Blu93,SL04]. Therefore, we can safely say that a proof in multiplicative linear logic is an arrow
in the free *-autonomous category generated by the propositional variables [BCST96,1.504,Hug05a.

But for classical logic no such well-accepted category of proofs exists. We can distinguish two
main reasons. First, if we start from a Cartesian closed category and add an involutive negation!,
we get the collapse into a Boolean algebra, i.e., any two proofs f,g: A — B are identified. For
every formula there would be at most one proof (see, e.g., [LS86] or the appendix of [Gir91] for
details). Alternatively, starting from a *-autonomous category and adding natural transformations
A — AANAand A — t, ie., the proofs for weakening and contraction, yields the same collapse.?

The second reason is that cut elimination in the sequent calculus for classical logic is not conflu-
ent. Since cut elimination is the usual way of composing proofs, this means that there is no canonical
way of composing two proofs, let alone associativity of composition.

Consequently, for avoiding these two problems, we have to accept that (i) cartesian closed cate-
gories do not provide an abstract algebraic axiomatisation for proofs in classical logic, and that (ii)
the sequent calculus is not the right framework for investigating the identity of proofs in in classical
logic.

Recently, several authors [DP04,FP04c,1.S05a] have shown that proof theory for classical logic
is possible outside the restrictive world of cartesian closed categories. However, the fact that all
three proposals considerably differ from each other suggests that there might be no canonical way
of giving a categorical axiomatisation for proofs in classical logic.

In this paper we will provide a series of possible such axiomatisations with increasing strength.
They will all build on the structure of a *-autonomous category in which every object has a monoid
(and a comonoid) structure. In this respect it will closely follow the work of [FP04c| and [LS05a],
but will differ from [DP04].

The main proof theoretical inspiration for this work comes from system SKS [BT01], which is a de-
ductive system for Boolean logic within the formalism of the calculus of structures [Gug02b,GS01,BT01].
A remarkable feature of the cut-free version of SKS, which is called KS, is that it can (cut-free) poly-
nomially simulate not only sequent calculus and tableaux systems but also resolution and Frege-
Hilbert systems [Gug04al. This means that if a tautology has a polynomial size proof in any of these
systems, then it has a cut-free proynomial size proof in KS. This ability of KS is a consequence of
two features:

1. Deep inference: Instead of decomposing the formulae along their root connectives into subfor-
mulae during the construction of a proof, in KS inference rules are applied deep inside formulae
in the same way as we know it from term rewriting.

2. The two inference rules switch and medial, which look as follows:

F{(AVB)AC} | F{(AAB)V (C A D)} )
*Flavearoy M "F{avoaBVD)) M)

where F'{ } stands for an arbitrary (positive) formula context and A, B, C, and D are formula
variables.

!i.e., a natural isomorphism between A and the double-negation of A (in this paper denoted by E)
2 Since we are dealing with Boolean logic, we will use the symbols A and t for the tensor operation
(usually ®) and the unit (usually 1 or I) in a *-autonomous category.



From deep inference to algebra

Deep inference allows to establish the relationship between proof theory and algebra in a much
cleaner way than this is possible with shallow inference formalisms like the sequent calculus. The
reason is that from a derivation in a deep inference formalism one can directly “read off the mor-
phisms”. Take for example the following derivation in system KS:

(A AB)V (CAD)
"(ANB)V (C A D) (2)
"AVC)A(BV D)

where A, A’, B, C, and D are arbitrary formulas, and r is any inference rule taking A’ to A. In
category theoretical language this would be written as a composition of maps:

(rAB)V(CAD) MA.B.C.D
_—

(A”AB)V (CAD) (AANB)V (CAD) (AVC)A(BV D)

where ma g cp: (AANB)V (CAD)— (AVC)A(BV D) is called the medial map, and r: A’ — A
is the map corresponing to the rule r. System KS also allows the derivation
(AYAB)V (CAD)
M AV C)A(BVD) (3)
"(AVCO) A (BV D)

From the proof theoretical point of view it makes perfectly sense to identify the two derivations in
(2) and (3) because they do “essentially” the same. This is what Guglielmi calles bureaucracy of
type B [Gug04c]. In the language of category theory, the identification of (2) and (3) is saying that
the diagram

Ma’. B,C,D

(AYAB)V (CAD)

(A’VC)AN(BV D)
(r/\B)V(C/\D)l l(rVC)/\(BVD) (4)

(AAB)V (C A D) (AVC) A (BV D)

mA,B,C,D

has to commute, which exactly means that the medial map has to be natural.
For deep inference, Guglielmi also introduces the notion of bureaucracy of type A [Gug04b], which
is the formal distinction between the derivations

A'NB A'NB
fro ——— MN———-

AANB and T AADB (5)
"ANB “ANB

where rule r; takes A’ to A, and rule ry takes B’ to B. Proof theoretically, the two derivations in (5)
are “essentially” the same, so it makes sense to identify them. Translating this into category theory
means to say that the operation A is a bifunctor.

However, it is not always the case that the demands of algebra and proof theory coincide so nicely.
Sometimes they contradict each other, which causes “creative tensions” [LS04]. One example is the
treatment of units. Proof theoretically it might be desirable to distinguish between the following
two proofs in the sequent calculus (here t stands for “truth” and f for “falsum”):

axiom(true) —

(6)

weakening and axiom(identity)

t,f

)

- t,f

This distinction is made, for example, by the proof nets presented in [LS05b]. From the algebraic
point of view, this causes certain difficulties: In [L.S05a] the concept of weak units has been introduced
in order to give a clean algebraic treatment to the distinction in (6). However, in this paper we
will depart from this and use proper units instead. This is from the algebraic point of view more
reasonable and simplifies the theory considerably. But it forces the identification of the two proofs
in (6).



Some remarks about switch and medial

The inference rule switch in (1), or the switch map sa,p.c: (AVB)AC — AV (B AC) has already
been well investigated from the viewpoint of proof theory [Gug02b], as well as from the viewpoint
of category theory, where it is also called weak distributivity [HdP93,CS97b], linear distributivity, or
dissociativity [DP04]. On the other hand, the medial rule or medial map ma g.c,p: (AAB)V (C A
D) — (AVvC) A (BV D) has not yet been so thoroughly investigated. Only very recently Lamarche
[Lam05] started to study the consequences of the presence of the medial map in a *-autonomous
category.

Seen from the deductive point of view, the two rules switch and medial have certain similarities:

— switch allows the reduction of the identity rule and the cut rule to atomic form, and medial
allows the reduction of the contraction rule (and the cocontration rule) to atomic form (see
[BTO01] for details),

— switch and medial are both self-dual, and

— they look similar, as can bee seen in (1). In fact, recent work shows that they can both be seen
as instance of a single more general inference rule [Gug02a,Gug05].

However, from the algebraic point of view, they are quite different: Switch is a consequence of more
primitive properties, namely the associativity of A and V and the de Morgan duality between the
two operations®, whereas medial has to be put as additional primitive, if we want it in the category.*

Outline of the paper

In this work we will present a series of axioms that seem reasonable (from the proof theoretical as
well as from the algebraic points of view) to have in a Boolean category. While introducing axioms,
we will also show their consequences. Some of the axioms presented here coincide with axioms given
in [Lam05] which has been written at the same time as this paper. But while [Lam05] works in
the minimal setting of a *-autonomous category with medial (or with “linear logic plus medial”),
we assume from the beginning full classical propositional logic, i.e., the presence of weakening and
contraction. But the more important difference to [Lam05] is that we are staying in the realm
of syntax, whereas [Lam05] is primarily concerned with the construction of concrete models for
classical proofs.

In the end of the paper, we will use a concrete example of a Boolean category (namely a variation
of the proof nets of [LS05b]) to show that the axioms presented here do not lead to the collapse
into a Boolean algebra. This last section can be read independently by the reader interested only in
proof nets.

This paper is another attempt of making the straddle of being accessible to the category theo-
rist and the proof theorist. Since it is mainly about algebra, we use here the language of category
theory. Nonetheless, the seasoned proof theorist might find it easier to understand if he substitutes
everywhere “object” by “formula” and “map”/“morphism”/“arrow” by “proof”. Every commuting
diagram in the paper is nothing but an equation between proofs written in a deep inference formal-
ism. In order to make the paper easier accessible to proof theorists, all statements are proved in
more detail than the seasoned category theorist might find appropriate.

2 What is a Boolean Category ?

In its most general sense, a Boolean category should be for categories, what a Boolean algebra is
for posets. This leads to the following definition:

3 Nonetheless it has been investigated from the category theoretic viewpoint under the assumption that
negation (and therefore the de Morgan duality) is absent in [CS97b].

4 This fact raises an open problem: can we find simple primitives from which medial arises naturally, in the
same way as switch arises naturally from associativity and duality?



2.1 Definition We say a category % is a BO-category if there is a Boolean algebra % and a
mapping F': € — % from objects of € to elements of A, such that for all objects A and B in ¥,
we have F'(A) < F(B) in 4 if and only if there is an arrow f: A — B in %.

In other words, a BO-category is a category whose image under the forgetful functor from the
category of categories to the category of posets is a Boolean algebra.

This definition is neither enlightening nor useful. It is necessary to add some additional structure
in order to obtain a “nicely behaved” theory of Boolean categories. However, as already mentioned
in the introduction, the naive approach of adding structure, namely adding the structure of a bi-
cartesian closed category (also called Heyting category) with an involutive negation leads to collapse:
Every Boolean category in that strong sense is a Boolean algebra. The hom-sets are either singletons
or empty (see, e.g., [LS86,Gir91]).

This means that we have here two extremes that are both not very interesting, neither for proof
theory nor for category theory. But there is a whole universe between the two, which we will start
to investigate now. Before, let us make the following (trivial) observation.

2.2 Observation In a BO-category, we can for any pair of objects A and B, provide objects
ANB and AV B and A, and there are objects t and f, such that there are maps

dapc: ANBAC)— (AANB)AC dapc:AV(BVC)— (AVB)VC

oaB: ANB— BAA oap: AVB — BV A
oa: ANt — A 0a: AVE— A
S\A:t/\AﬂA A fVA— A
gt ANA T isit— AV A (7)

sapc: (AVB)AC — AV (BAC)
magcp: (ANB)V(CAD)— (AVC)A(BVD)

Ay: A—ANA Va:AVA— A
m4: A —t m4:f > A

for all objects A, B, and C. This can easily be shown by verifying that all of them correspond to
valid implications in Boolean logic. Conversely, a category in which every arrow can be given as
a composite of the ones given above by using only the operations of A, V, and the usual arrow
composition, is a B0-category. This is a consequence of the completeness of system SKS [BTO01],
which is a deep inference deductive system for Boolean logic incorporating the maps in (7) as
inference rules.

3 *-Autonomous categories

Let us stress the fact that in a plain BO-category there is no relation between the maps listed in (7). In
particular, there is no functoriality of V and A, no naturality of &, 4, ..., and no deMorgan duality.
Adding this structure means exactly adding the structure of a *-autonomous category [Bar79).

Since we are working in classical logic, we will here use the symbols A,V t,f for the usual
®,7%,1, L.

3.1 Definition A BO-category ¢ is symmetric A-monoidal if the operation — A\ —: ¢ X ¢ — ¢
is a bifunctor and the maps &4 p.c,54,8,04, A4 in (7) are natural isomorphisms that obey the



following equations:

A dB 'D
AA(BA(CAD)) hane AA((BAC)AD)
dA,B,C/\Dl ldA,BAC,D
(AANB)A(CAD) (AN(BANC))AND

am\ AD

((AANB)ANC)AND

AN(BAC) L7250 A (C A B)
dA,B,C’\L ldA,C,B
(AAB)AC (ANC)A B
&A/\B,Cl l&A,c/\B
CA(AAB)—— > (CAA)AB
&c A, B
AN (tADB) an (ANt)AB
AAB BAA tAA——2 ANt
ANB A

The notion of symmetric V-monoidal is defined in a similar way.

An important property of symmetric monoidal categories is the coherence theorem [Mac63],
which says that every diagram containing only maps composed of &, &, 9, and 5\, via A and o must
commute (for details, see [MacT71]).

As a consequence of the coherence theorem, we can omit certain parentheses to ease the reading.
For example, we will write AABAC A D for (AAB)A(C A D) as well as for AN ((BAC)AD,).
This can be done because there is a uniquely defined “coherence isomorphism” between any two of
these objects.

Let us now turn our attention to a very important feature of Boolean logic: the duality between

A and V. We can safely say that it is reasonable to ask for this duality also in a Boolean category.

That means, we are asking for A = A and A A B = AV B. At the same time we ask for the possibility

of transposition (or currying): The proofs of A A B — C are in one-to-one correspondence with the
proofs of A — BV C. This is exactly what makes a monoidal category *-autonomous.

3.2 Definition A BO-category ¢ is *-autonomous if it is symmetric A-monoidal and is equipped

with a contravariant functor (—) : € — %, such that (—): € — % is a natural isomorphism and
such that for any three objects A, B, C there is a natural bijection

Homy(AAB,C) = Homg(A,BVC) . (%)

where the bifunctor — V — is defined via AV B = B A A.5 We also define f = t

2

Clearly, if a BO-category € is *-autonomous, then it is also V-monoidal with &4 5.c = & 5.4,
Gap =054, 04 =M1, A4 = 04.

5 Although we live in the commutative world, we invert the order of the arguments when taking the negation.



Let us continue with stating some well-known facts about *-autonomous categories (for proofs of
these facts, see e.g. [LS04]). Via the bijection (x) we can assign to every map f: A — BV C a map
g: AN B — C, and vice versa. We say that f and g are transposes of each other if they determine
each other via (x). We will use the term “transpose” in a very general sense: given objects A, B, C,
D, E such that D= AA B and E = BV C, then any f: D — C uniquely determines a g: A — E,
and vice versa. Also in that general case we will say that f and g are transposes of each other.
For example, AitAA— Aand pa: A— AV are transposes of each other, and another way of
transposing them yields the maps

isct—> AV A and ig: ANAST
If we have f: A— BV C and b: B’ — B, then

A/\B’ﬂ;A/\B—>C is transpose of A—g>BvaLC>§\/C (8)
where g is transpose of f.

Let us now transpose the identity 1pyc: BV C — BV C. This yields the evaluation map
eval: (BV C) A C — B. Taking the A of this with 14: A — A and transposing back determines a
map sg pc: AN (BVC) — (AAB)VC that is natural in all three arguments, and that we call
the switch map [Gug02b,BT01]%. In a similar fashion we obtain maps (AV B)AC — AV (BAC)
and AN(BVC)— BV(AAC) and (AV B)AC — (AAC)V B. Alternatively these maps can be
obtained from s by composing with 6 and &. For this reason we will use the term “switch” for all
of them, and denote them by s4 g ¢ if it is clear from context which one is meant, as for example

in the two diagrams
SA,B,CVvD

(AVB)A(CVD)—— AV (BA(CVD))
SAvB,c,D\L \LAVSB,C,D (9)
(AVB)AC)V D AV (BAC)V D

SA,B,C'VD

and
ANsp,c,D

ANBVC)AND ————= AN(BV (CAD))
sA,B,c/\Dl lSA,B,CAD (10)
(AAB)VC)AD (ANB)V (C AD)

SAAB,C,D

which commute in any *-autonomous category. Sometimes we will denote the map defined by (9)
by tapcp: (AVB)A(CV D) — AV (BAC)V D, called the tensor map” and the one of (10) by
tapop: AN(BVC)AND — (AN B)V (CA D), called the cotensor map.

Note that the switch map is self-dual, while the two maps t and t are dual to each other, i.e.,

(AANB)V C4>A/\(B\/C')
lg (11)

1R

CA(BVA) o (CAB)V A
and
(ANB)V (C’/\D) arer ATBVC
gl lg (12)
(DVC)A(BVA) —— ST CAB

6 To category theorists it is probably better known under the names weak distributivity [HdP93,CS97b] or
linear distributivity. However, strictly speaking, it is not a form of distributivity. An alternative is the
name dissociativity [DP04].

" This map describes precisely the tensor rule in the sequent system for linear logic.



where the vertical maps are the canonical isomophisms determined by the *-autonomous structure.
Another property of switch that we will use later is the commutativity of the following diagrams:

(AV B) At . (EVA)AB
0AvB A4 AB
\ /
samt AV B ANB s1,4.8 (13)
K kx
Av(BAat) AvB £\ (AN B)

4 Some remarks on mix

In this section we will recall what it means for a *-autonomous category to have mix. Although
most of the material of this section can also be found in [CS97a], [FP04a], [DP04], and [Lam05], we
give here a complete survey since the main result (Corollary 4.3) is rather crucial for the following
sections.

4.1 Theorem Let € be a *-autonomous category and e: £ — t be a map in €. Then

FAF—L0 S A

f/\el le (14)

fAt————fo
of

if and only if
o 1l le\/t (15)

if and only if

-1
ANAG SAf,B

X
A/\BA—>A/\(va) (ANf)V B
@Al/\Bl l(A/\e)\/B
(AVvE)A B (Ant)V B (16)

SA,f,Bl léAVB

AV (tAB
s AV (EAB) — = AV B

for all objects A and B.



Proof: First we show that (14) implies (16). For this, chase

., ANB -
/ X
(Avf)/\Bv AN(fV B)
s gt 04" s
AV (f A B) (AVE)A(fVB) (ANf)V B
e A;il s s 9;1 e
AV (t AB) AV (EA(fV B)) (AvE)Af)V B (ANt)V B
TN TN S a7)
AV (tA(fVB)) AV (EAf)VB (AVE)At)V B
A Aevp AA\/(tAf)vB AV (fAt)VB dave 04
> N
Ag1A\/va - N Avangl
AV B AV B AV B

The big triangle at the center is an application of (14). The two little triangles next to it are
(variations of) (13), and the triangles at the bottom are trivial. The topmost square is functoriality
of A, the square in the center is (9), and all other squares commute because of naturality of s, 5\, 0,
A, and ¢. Now observe that (16) commutes if and only if

AANGE AN(e
AAB—B>A/\(va)M>A/\(t\/B)

@AIABl \LSA,t,B

(AVE)AB (Ant)V B (18)
(AVe)/\Bl l@A\/B
(AVt)AB———> AV (tAB)———> AV B
A,t,B A\/)\B

commutes (because of naturalitiy of switch), and that the diagonals of (16) and (18) are the same
map mixa g: AAB — AV B. Note that by the dual of (17) we get that (15) implies (18). Therefore
we also get that (15) implies (16). Now we show that (18) implies (15). We will do this by showing
that

éfl )\—1
/\L@tl_ﬂtl ¢
tvf tAt fvt (19)
lmixt,t/
tVve eVt
tvt



commutes. For this, consider
K

o (tvi)nt

/

Otvf

At

o7 T At

tvf (tve)nt (20)
tve (tVt)AL
% V(tAt)
tve T Ve

which says that the left triangle in (19) commutes because the right down path in (20) is exactly
the lower left path in (18). Similarly we obtain the commutativity of the right triangle in (19). In
the same way we show that (16) implies (14), which completes the proof. O

Therefore, in a *-autonomous category every map e: f — t obeying (14) uniquely determines a
map mixq g: AAB — AV B which is natural in A and B. It can be shown that this miz map goes
well with the twist, associativity, and switch maps:

4.2 Proposition The map mixa p: AN B — AV B obtained from (16) is natural in both argu-
ments and obeys the equations

ANB AV B
6’A,Bl l&A,B (mlx-&)

BANA——>BVA
mixp, A

and
A/\miXB’c miXA,B\/C

AN(BAC) AN(BVO) AV (BVO)

@A,B,Cl lSA,B,C ldA,B,C (mix—&)
(ANB)AC —— > (AAB)VC (AVB)vC

MiXAAB,C mixa, BVC

Proof: Naturality of mix follows immediately from the naturality of switch. Equation (mix-6)
follows immediately from the definition of switch, and (mix-&) can be shown with a similar diagram
as (17). O

4.3 Corollary In a *autonomous category there is a one-to-one correspondence between the
maps e: f — t obeying (14) and the natural transformations mixa,p: AN B — AV B obeying
(mix-6) and (mix-&).

Proof: Whenever we have a map mixa,g: ANB — AV B for all A and B, we can form the map

A—1 . <
3 miXs ¢ At

e: f fAt fvt t (21)

One can now easily show that naturality of mix, as well as (mix-) and (mix-&) are exactly what
is needed to let the map e: f — t defined in (21) obey equation (14). We leave the details to the

10



reader. Hint: Show that both maps of (14) are equal to

mixe, ¢ Ar=0¢

fAf fvf f

It remains to show that plugging the map of (21) into (16) gives back the same natural transforma-
tion mixa,p: AANB — AV B we started from. Similarly, plugging in the the mix defined via (16)
into (21) gives back the same map e: f — t that has been plugged into (16). Again, we leave the
details to the reader. O

Note that a *-autonomous category can have many different maps e: f — t with the property
of Theorem 4.1, each of them defining its own natural mix obeying (mix-6) and (mix-&).

5 V-Monoids and A-comonoids

The structure investigated so far is exactly the same as for proofs in linear logic (with or without
mix). For classical logic, we need to provide algebraic structure for the maps V4: AV A — A and
O4: f — A, as well as Ag: A — AA A and I14: A — t, which are listed in (7). This is done via
monoids and comonoids.

5.1 Definition A BO0-category has commutative V-monoids if it is symmetric V-monoidal and
for every object A, the maps V4 and II* obey the equations

AV(AVA) —2 o 4y AV A AVE
% X &
&ALALA A GA,A A AVITA A (22)
< < et
(AvA)vAWA\/A AV A AV A

Dually, we say that a BO-category has cocommutative N\-comonoids if it is symmetric A-monoidal
and for every object A, the maps A4 and IT4 obey the equations

L ARA—SEE (AN AA L ANA L AnA
/ / /
A OA‘;,IA,A A &X,IA A AATTA (23)
h b«\ %
ANA———AN(ANA) ANA ANt
ANA 5

Translated into the language of the sequent calculus (cf. [FP04c]), having the structure of a
V-monoid, i.e., the equations in (22), means

(i) to force the identification of the two possible proofs of the shape

AR AAAT
contraction —
AR AAT
contraction ——
AR AT
(ii) to identify the two proofs
AR A AT
exchange ———
CTAFAAT AR AAT
contraction — and contraction —
AR AT AR AT

11



(ili) to say that the derivation

. AFAT
weakening ——
AR AAT
contraction —
AFAT

is the same as doing nothing (i.e., the identity).

The equations in (23), i.e., the structure of an A-comonoid, forces the same identification on the
left-hand side of the turnstile. See [FP04c] for a detailed discussion of this correspondence.

5.2 Remark The (co)associativity of the maps Ay and V4 allows us to use the notation
Ai: A— ANANA and Vi: AVAVA— A

5.3 Proposition Let € be a category with commutative V-monoids, and let

Avf

%

AV f A

<

AV A

commute for some f: f — A. Then f = II4.

Proof: This is a well-known fact from algebra: in a monoid the unit is uniquely defined. Written as
diagram, the standard proof looks as follows:

£
£ i FyvE i £
A y w or
A A
fuATIYA A< T

f - A — f

Note that in the same way it follows that the counit in a comonoid is uniquely defined. a

Athough the operations A and V are not the product and coproduct in the category theoretical
sense, we use the notation:

(f,gy=(fANg)oAy: A-CAD and [f,h|=Vco(fVh):AVB—C (24)

where f: A— C and g: A — D and h: B — C are arbitrary maps.
Another helpful notation (see [LS05a)) is the following:

5, =oa0(AATIP): ANB— A Ty =Ago(I*AB): ANB— B
5, =(AvIilP)op't A—- AvB T, =11"VB)ol;': B— AVB
Note that

vAOHfAzlA:vAOH:gI] and H’DL‘AOAA:1A:H£|]OAA (26)

12



5.4 Definition Let f: A — B be a map in a B0-category with commutative V-monoids and
cocommutative A-comonoids. Consider the following four diagrams:

Ava—Y - pyn A—I —~p 41— 3
AT N N
A——B A/\AWB/\B
We say that

— f preserves the V-multiplication if the left square commutes,

— f preserves the V-unit if the left triangle commutes,

— f preserves the A-counit if the right triangle commutes,

— f preserves the A-comultiplication if the right square commutes,
— fis a V-monoid morphism if the two left diagrams commute,

— fis a A-comonoid morphism if the two right diagrams commute,
— f is a quasientropy if both triangles commute,

— f is clonable if both squares commute,

— f is strong if all four diagrams commute.

5.5 Definition A Bl-category is a B0-category that is *-autonomous and has cocommutative
A-comonoids.

Clearly, a Bl-category does also have commutative V-monoids with V dual to A, and II dual
to II.

5.6 Remark Definition 5.5 exhibits another “creative tension” between algebra and proof the-
ory. From the algebraic point of view one should add the phrase “and all isomorphisms preserve the
A-comonoid structure” because in a semantics of proofs this will probably be inevitable. But here
we do not assume it from the beginning, but systematically give conditions that will ensure it in
the end (cf. Theorem 7.19 and Remark 7.20). From the proof theoretical view point this is more
interesting because when seen sytactically, these conditions are more primitive. The reason is that
in syntax the morphisms (i.e., proofs) come after the objects (i.e., formulas), and the formulas can
always be decomposed into subformulas, whereas in semantics we have no access to the outermost
connective. Furthermore, forcing all isomorphisms to preserve the A-comonoid structure can cause
identifications of proofs that might not necessarily be wanted by every proof theorist (see, e.g.,
Proposition 7.14).

5.7 Remark For each object A in a Bl-category ¥, the identity map 14: A — A is strong,
and all kinds of maps defined in Definition 5.4 are closed under composition. Therefore, each kind
defines a wide subcategory (i.e., a subcategory that has all objects) of €, e.g., the wide subcategory
of quasientropies, or the wide subcategory of V-monoid morphisms.

In a Bl-category we have two canonical maps f — t, namely IIf and II*. Because of the A-
comonoid structure on f and the V-monoid structure on t, we have

IItvt tvIIt fAf FATIE

\l/ e \/m

(which even hold if the (co)monoids are not (co)commutative.) Since A, d¢, Af, and g¢ are isomor-
phisms, we immediately can conclude that the following two diagrams commute (cf. [FP04a]):

fvt

bha f
b eyt faf—2 s pat
g;ll lutvt and Hf/\fl l@f
tVE———=tVt tAf——f

£

13



By Section 4, this gives us two different mix maps A A B — A V B, and motivates the following
definition:

5.8 Definition A Bl-category is called single-mized if IIf = II*.

In a single-mixed Bl-category we have, as the name says, a single canonical mix map mix4, g: AA
B — AV B obeying (mix-6) and (mix-&). The naturality of mix, i.e., the commutativity of

ANB —22o AV B

ngl ing (27)

CAND——=CVD
mixc, p

for all maps f: A — C and g: B — D, uniquely determines a map f X g: AAB — CV D. Then,
for every f,g: A — B we can define

f+g9g=Vpo(fXgoAs: A—B

It follows from (co)-associativity and (co)-commutativity of A and V, along with naturality of
mix, that the operation + on maps is associative and commutative. This gives us for Hom (A, B) a
commutative semigroup structure.

Note that in general the semigroup structure on the Hom-sets is not an enrichment, e.g., (f+g)h
is in general not the same as fh + gh.

5.9 Definition Let % be a single-mixed Bl-category. Then % is called idempotent if for every
A and B, the semigroup on Hom (A, B) is idempotent, i.e., for every f: A — B we have f+ f = f.

In an idempotent Bl-category the semigroup structure on Hom(A, B) is in fact a sup-semilattice
structure, given by f < g iff f +g=g.

One can argue that the structure of Bl-categories is in some sense the minimum of algebraic
structure that a Boolean category should have: *-autonomous categories provide the right structure
for linear logic proofs, and the V-monoids and A-comonoids seem to be exactly what is needed to
“model contraction and weakening” in classical logic. There are certainly reasons to argue against
that since it is by no means God-given that the proofs in classical logic obey the bijection (x) nor
that “contraction is associative”. But let us, for the time being, assume that proofs in classical logic
form a Bl-category. Then it is desirable that there is some more structure. This can be, for example,
an agreement between the A-monoidal structure (Definition 3.1) and the A-comonoid structure
(Definition 5.1), or, a more sophisticated condition like the commutativity of the diagram

VanBN(AVB)
—_—

(AAB)V (AAB)) A(AV B) ANBA(AV B)

SAAB,AAB,AVE =~
(ANB)V(AANBA(AV B)) AN(BVA)AB

= t4,8,4,8 (28)
(ANB)V (AN (BV A)AB) (ANB)V (ANAB)
(AANB)Vta B, A, B V ArB

(ANB)V(AAB)V(AAB) ANB

2
vAAB

for all objects A and B. We now start to add the axioms for this.

14



5.10 Proposition Let % be a Bl-category in which the equation
M =14t —t (B2a)
holds. Then we have that

() Ag =0t —tAL
(ii) For all objects A, the map TI* is a A-comonoid morphism.

Proof: The equation Ay = §; * follows immediately from IT* = 1, and the definition of A-comonoids.
That IT4 preserves the A-counit is trivial and that it preserves the A-comultiplication follows from

AN A\
\t/\

ANA

HA

A

-+

Aa Ag=0; "

t
OAAITA

where the left triangle is the definition of A-comonoids, the lower triangle is functoriality of A and
the big “triangle” is naturality of g. O

5.11 Lemma If a Bl-category is single-mized and obeys (B2a), then
le+1lg=1;, and lg+1p=1; (29)

Proof: First, we show that
M, = Veomixese: fAf — (30)

This is done by chasing the diagram

A AE

fAf— (V)AL
e Af (EATIE)AE
A AE
tAf———=(FVE)AST

\ watwf
)\t/\f

£V (tAT) (31)

S\t/\f “
Ve

tAf fvf

< X
Afl/ / Vf

f:f

The right-down Qath is Ve omixg ¢ and the left down path is Hﬁf. The two squares commute because
of naturality of A, the upper triangle holds because (13), the big triangle in the center is trivial,
and that the lower triangle commutes follows from (the dual of) Proposition 5.10 (i). Now we can
proceed:

1f:H€foAfZVfomin1fOAf:1f+1f

The equation 1y = 1¢ 4+ 1¢ follows by duality. a

Note that Lemma 5.11 is a consequence of having proper units. In the case of weak units (see
[LS05b,LS05a]) it does not hold.
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5.12 Proposition In a Bl-category that is single-mized and obeys (B2a), we have

f+14 = f (32)

for all maps f: A — t. Dually, we have
g+1IP =g (33)

for all maps g: f — B.

Proof: Chase the diagram

Ay
A—ANA

| [ anm

A< ANt

| i Iz

t=—2  t At (34)

|
tAt

lmixt,t

tTt\/t

The first square is the comonoid equation, the second one is naturality of g, the triangle commutes
because of Proposition 5.10 (i), and the lower quadrangle is (29). O

5.13 Proposition In a Bl-category obeying (B2a), the equation

ANB

IIEYNI ANB
/ X (B2b)

tAt - t
Ot

holds if and only if

(i) It =g¢: t At — t and
(ii) the maps that preserve the A-counit are closed under A.

Proof: We see that (i) follows from (B2a) and (B2b) by plugging in t for A and B in (B2b). That
(ii) holds follows from

ANB

(35)

where f: A — B and g: C — D are maps that preserve the A-counit. Conversely, it follows from
(ii) and Proposition 5.10 that 1T A TIZ preserves the A-counit. With (i) this yields (B2b). O
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5.14 Proposition In a Bl-category obeying (B2a) and (B2b) the maps &a,5,c, 64,5, Oa, A,
4, Hgﬂ, and HfB all preserve the A-counit. And dually, the maps &a,B,c, 0A.B, 0A, AA, A, Hgﬂ,
and HfB all preserve the V-unit.

Proof: We show the case for 64 p:

The quadrangle in naturality of & and the commutativity of triangle in the center is a consequence
of the coherence theorem for monoidal categories. The two slim triangles are just (B2b). The cases

for &a.B,c, 04, 5\,4 are similar. For HA7 it follows directly from (B2a) and for H’gﬂ and H’DL‘B from
Proposition 5.13 (ii) and from (25). O

5.15 Proposition If a Bl-category obeys (B2a) and the equation

AANB
AANAB AArB
(B2c)
ANANBAB ANGA A ANBANAANB

then

(i) also the equation (B2b) holds,
(il) for every A, the map A4 is a A-comonoid morphism, and
(iii) the maps that preserve the N-comultiplication are closed under A.

Proof: (i) For showing that (B2b) holds, consider the diagram

ANB ANB
A—1 ~A—1
04 NOp
A4 ABA
Aans ANANBAB———AANtABAt 0anp
ANBANAANB A BATANE A/\B/\t/\tm)A/\B/\t

The triangle on the left is (B2c), the upper quadrangle is the comonoid equation, the lower quad-
rangle is naturality of 6 and the quadrangle on the right commutes because of the coherence in
monoidal categories. The outer square says that gy o (I A I1Z) is A-counit for Aasp. By Propo-
sition 5.3 (uniqueness of units) it must therefore be equal to IIA"B. (ii) That A4 preserves the
A-comultiplication follows from

Ay

ANA
Aa ANANANA ree a Auna (36)
&
ANA N ANANANA

17



where the pentagon commutes because of the coassociativity and cocommutativity of As: A —
A N A. For showing that A 4 preserves the A-counit, consider the diagram

A 24 ANA

K/QZ;
m4 tAt
% \
t t

The big and the lower triangle commute by Proposition 5.10, and the left triangle is (B2b) which
has been shown before. For (iii) chase

HA/\A

frg

AANB CAD

i;ﬁk\\ o tron [/ﬁjgi

AFAGA
Aanp ANANBANB———CANCADAD Acap

AAB C/\m

ANBNANB T CADACAD

where f: A — B and g: C' — D are maps preserving the A-comultiplication. a

5.16 Proposition In a Bl-category obeying (B2a) and (B2c) the maps &a p,c, 64,8, 04, )\A,
o4, HED, and HAB all preserve the N-comultiplication. Dually, the maps &a B .c, 5a,B, 04, g, 1T
HED, and HI]B all preserve the V-multiplication.

7

Proof: Again, we show the case only for &:

GA,B
ANDB BAA
j;@;\s N Z/fggf
Aanp ANAANBAB—>BABAAANA Apaa
AAB B/\m
AANBANAAB BANAANBAA

6A,BNGA,B

The two triangles are (B2c), the upper square is naturality of & and the lower square commutes
because of coherence in monoidal categories. For &, 9, and A the situation is similar. For I it has
been shown already in Proposition 5.10, and for HED, and Hf]43 it follows from Proposition 5.15. O

Propositions 5.10-5.15 give rise to the following definition:

5.17 Definition A B2-category is a Bl-category which obeys equations (B2a) and (B2c) for all
objects A and B.

The following theorem summarizes the properties of B2-categories.

5.18 Theorem In a B2-category, the maps &a.B,c, 0A,B, 04, 5\,4, Ay, TIA, Hﬁn, and H’DL‘B, all
are A-comonotid morphisms, and the N\-comonoid morphzsms are closed under A. Dually, the maps
&A,B,C; OAB, 0A, Aa, Vg, 114 HAD, and HHB, all are V-monoid morphisms, and the V-monoid
morphisms are closed under V.

Proof: Propositions 5.10, 5.13, 5.14, 5.15, and 5.16. O
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5.19 Proposition Let f: A—Candg: A— D andh: B— C anda: A’ — A andb: B — B
and c: C — C' and d: D — D’ be maps for some objects A, B,C,D,A’, B',C", D" in a B2-category.
As picture:

Then we have:

(i) (cAd)o(f,g)=(cof,dog).

(i) If a preserves the comultiplication, then (f,g)oa = (foa,goa).
(iii) If g preserves the coum"t, then HD(;D o(f,g)=1f.

. IfJ;pregerves the counit, then I15; o (f, g) = g.

(iv) (g, Ofp) = lean.
Dually, we also have:

(i) [f;h]o(aVb)=[foa,hob]
(i) If ¢ preserves the multiplication, then co [f,h] = [co f,co h).
(iii) If h preserves the unit, then [f,h] o 15, = f.
If f preserves the unit, then [f,h] o II5y = h.
(iv) [ngaHﬁL‘B] =lavp.

Proof: Straightforward calculation. Note that (i)—(iii) hold already in a Bl-category, only for (iv)
is the equation (B2c) needed. O

As observed before, if a Bl-category is single-mixed then Hom (A, B) carries a semigroup struc-
ture. If we additionally have the structure of a B2-category, then the bijection (x) of Definition 3.2
preserves this semigroup structure:

5.20 Proposition In a single-mized B2-category the bijection (x) is a semigroup isomorphism.

Proof: Let f,g: AAB — C be two maps for some objects A, B, and C, and let f',¢': A— BV C
be their transposes. We have to show that f’ + ¢’ is the transpose of f + g. First note, that in any
*_autonomous category the map

A/\(}A’B/\B

ANAANBAB ANBAAANB T~ one

is a transpose of

ANA—T2 (B OYA(BVCO)——=BVBV(CAC)

where t is the canonical map obtained from two switches, cf. (9). Now, by definition, f + g is the
map

Aan A mixc, \v4
AANB—22 s AnBAAANB—2 s0opne—s>0cv(0——>
A/\é‘A,B/\B
AANAB
ANANBAB

By (8) and what has been said above, the transpose of the lower path is the outermost path of the
following:

A2 apna—TY L (BVO)A(BVC)— = BVBV(CAC)

miXBvc,EvCl \LBVBVmch‘,C
_ _ BV&C,BVC _ _
BvCvBvVC BvBvCvC
\LVBVVC
Vave _
BvC
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The innermost path is by definition f’ + ¢’. The square commutes because of (mix-&) and (mix-&),
and the triangle is the dual of (B2c). O

6 Order enrichment

In [FP04c], Fiihrman and Pym equipped B2-categories with an order enrichment, such that the
proof identifications induced by the axioms are exactly the same as the proof identifications made
by Gentzen’s sequent calculus LK [Gen34], modulo “trivial rule permutations” (see [Laf95,Rob03)),
and such that f < g if ¢ is obtained from f via cut elimination (which is not confluent in LK).

6.1 Definition A B2-category is called an LK-category if for every A, B, the set Hom (A, B) is
equipped with a partial order structure < such that

(i) the arrow composition o, as well as the bifunctors A and V are monotonic in both arguments,
(i) for every map f: A — B we have

mfof < o4 (LK-IT)
Apof < (fAf)oAy (LK-A
(iii) and the bijection (*) of Definition 3.2 is an order isomorphism for <.

In [FP04¢,FP04b] Fithrmann and Pym use the term “classical category”. We use here the term
LK-categories because—as worked out in detail in [FP04c]—they provide a category theoretical
axiomatisation of sequent calculus proofs in Gentzens’s system LK [Gen34]. However, it should
be clear that LK-categories are only one particular example of a wide range of possible category
theoretical axiomatisations of proofs in classical logic.

6.2 Remark In [FP04c], Fiihrmann and Pym give a different definition for LK-categories. Since
they start from a weakly distributive category [CS97b] instead of a *-autonomous one, they do not
have immediate access to transposition. For this reason, they have to give a larger set of inequalities,
defining the order <:

Apof<x(fAf)oAyu foVaxVgeo(fVvy)
8o f<m4 follA x 118

FP
AVAR X (VaV(BAB))otoAayp AANVE g Aappoto(AaA(BVB)) (FP)

AVIIP g (1A V) o A Lo ITAVE ANTIB 5 TIAMB 6 Mg o (ITA A F)

where f: A — B is an arbitrary map and t: (AV B)A (AVB) - AV AV (BAB) and t: AA
AN (BV B)— (AAB)V (AN B) are the tensor and cotensor map, cf. (9) and (10). One can now
easily show that both definitions are equivalent: Clearly the inequations on the right in (FP) are
just transposes of the ones on the left. The two top ones on the left are just (LK-II) and (LK-A),

AVABRB
.,

and the two bottom ones follow as follows. If we transpose AV B AV (B A B) we get the map

— eval Ap

AN(AV B) B BAB

By (LK-A), this is smaller or equal to

eval Aeval

ANAVB)ANAN(AVB) ——= BAB

AAA(AVB)
B —

AN(AV B)
By (B2c) this is the same map as

eval Aeval

ANAN(AVB)A(AVB)—>AAN(AVB)ANAN(AVB) 222 BAB

- AzANAAvB
—_—

AN(AVB)
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Transposing back yields

AavB

AV B (AVB)A(AV B)—=AV AV (BAB)—2~AV (B A B)
This shows the third inequation on the left in (FP). For the last one, we proceed similar: Transposing

B
Av BT Avt yields

eval 1B

AN(AV B) B t

which is by (LK-II) smaller or equal to

_ HA/\(AVB)

ANAVB) —— t

which is by (B2b) and (25) the same as

HA\/B

F
A (AV B) AV B

If transpose back, we get

A
mAVB Oy,

AVB——t———=AVt

as desired. We do not show here the other direction because it is rather tedious: It is almost literally
the same as the proof for showing that any weakly distributive category with negation is a *-
autonomous category (see [CS97b,BCSTI6]).

The following theorem states the main properties of LK-categories. It has first been observed and
proved by Fiihrmann and Pym in [FP04a].

6.3 Theorem Fvery LK-category is single-mixzed and idempotent. Furthermore, for all maps
f,9: A— B, we have f < g iff g < f.

Proof: Because of (B2a) and (LK-II) we have that IT* = 1; oIT* = IT* o II* < TIf. By duality, we also
get IIf < IIt. Therefore IIf = IIt, i.e., the category is single-mixed. Next, we show that f+ ¢ < f
for all maps f,g: A — B. For this, note that

A HA

mix 11
ANBZZ2% AvB < AANB—2.p " _AyB

because these are the transposes of

ANA—A g t—” _BVB < AnA ¢ " _BVB

Now we can proceed as follows:

f+g9g=Vpo(fVg)omixgaoAy
< Vgo(fVg)ollfyollfyol,
=Vpo(fVvg)ollfyola
:VBo(f\/B)o(A\/g)o(A\/HA)o@A
:VBo(f\/B)o(A\/goHA)o@A
<X Vpo(fVB)o(AVIIP®)og,
=VpgollPyof
=f
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Similarly, we get f + g < ¢g. Now we show that f < f+ f for f: A— B. Let f: AAB — f be the
transpose of f. Then we have

f=10f

=g +1g)of
:VfominyfoAfof
<Vfomin7fO(f/\f)OAA/\B
=f+7

ey

The second equation is Lemma 5.11, the third one is the definition of +, the fourth one is (LK-A),
the fifth again the definition of 4, and the last equation uses Proposition 5.20. By transposing back,
we get f < f + f. From this together with f 4+ f < f we get idempotency. For showing that f < g
iff g < f, we need to show that g < f iff f +¢g = g. Since f 4+ g < f, we have that f + g = ¢ implies
g < f. Now suppose g < f. Then we have g = g+ g < f + g. This finishes the proof since f+g < ¢
has been shown already. O

Note that the converse is not necessarily true. Not every single-mixed idempotent B2-category
is an LK-category. Nonetheless, because of Proposition 5.12, in every single-mixed idempotent B2-
category we have for every f: A — B that II® o f + 114 =1%o f, and hence II* < II® o f which is
exactly (LK-IT). However, the inequality (LK-A) does not follow from idempotency. One can easily
construct countermodels along the lines of [Str05] (see also Section 9).

7 The medial map and the nullary medial map

That LK-categories are idempotent means that they are already at the degenerate end of the spec-
trum of Boolean categories. On the other hand, B2-categories have (apart from Theorem 5.18) very
little structure. The question that arises now is therefore, how we can add additional structure to B2-
categories without getting too much collapse. In particular, can we extend the structure such that all
the maps mentioned in Therorem 5.18 become V-monoid morphisms and A-comonoid morphisms?
This is where medial enters the scene.

7.1 Definition We say, a B2-category € has medial if for all objects A, B, C, and D there is a
map ma pop: (AANB)V(CAD)— (AvC)A(BV D) with the following properties:

— it is natural in A, B, C and D,
— it is self-dual, i.e.,

MA,B,C,D

(AVCYA(BVD) —=2%TAAB)V (C A D)
l% (37)
AN

mp,5,¢, A

commutes, where the vertical maps are the cononical isomophisms induced by Definition 3.2,
— and it obeys the equation

AV B

AAVARB AavB
(B3c)

(ANA)V (BAB) (AVB)A(AV B)

MA,A,B,B

for all objects A and B.
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The following equation is a consequence of (B3c) and the self-duality of medial.

MmA B,AB

(AANB)V (ANAB) (AVA)A(BV B)
T o (B)
ANB

7.2 Theorem Let € be a B2-category that has medial. Then

(i) The maps that preserve the A-comultiplication are closed under V, and dually, the maps that
preserve the V-multiplication are closed under A.

(ii) For all maps A 4, c, AL D, B LA C, and B LA D, we have that
[(f,9), (h, k)] = {[f.hl.[g,k]): AVB — CAD
(iii) For all objects A, B, C, and D,
mABﬂﬂ)Z[<ngOnﬁwﬂgu0Hﬂ3%<ﬂﬂjongmﬂﬁjonﬁ)”
:<[ngonﬁmﬂﬁjongﬂa[ngOHﬁ%Hﬁ)OHﬁﬂ>
(iv) For all objects A, B, C, and D, the following diagram commutes:

(AANB)V(CAD)A((AANB)V(CAD))

A(A/\BM (HBI]VH /\(HA VHC

(AANB)V (CAD) (AVC)AN(BV D) (38)

A B
g A, V(Hﬂm %:(BVD)

(AVC)N(BV D)V ((AVC)A(BV D))

(v) The horizontal diagonal of (38) is equal to ma g c -

Proof: For (i), chase the following (compare with the proof of Proposition 5.15 (iii))

fvg
AV B cvD
Aavs (A/\A)\/(B/\B)M(C/\C)\/(D/\D) Acvp
(AVB)A(AVB) FonGm (CVvD)A(CVD)
For (ii) chase the diagram
f.9),(h,k
AV B [(f,9),(h;k)] CAD
(f,9)V(h,k)
(ANA)V (BAB) (CAD)V(CAD)

AAVAR (fAg)V (hAE) Voap
AvB\m\A’A’B’BJ |(’“C'D’C«D CAD
Aay h k VoAV

M AVBIA (Av B) — YYD oy eya(vD)
[f:h]A]g,K]
AvE (P Lak]) CAD
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where the square in the center is naturality of medial, the two small triangles are (B3c) and (B3c’).
The big triangles are just (24). Note the importance of naturality of medial in the two diagrams
above. Let us now continue with (iv) and (v), which are proved by

A(AAB)V(CAD)

(AANB)V (CAD) ((AAB)V(CAD)A((AANB)V(CAD))
m /
(AANAB)V(ACAAD) (ANBANAAB)V(CADANCAD) @5 valpaag,vag,)
(ANAANBAB)V(CANCADAD) @B A ovaZang ) (AVC)A(BV D)

(A Anf, )v(nm /

(AANB)V(CAD)
and (26) and the self-duality of medial. It remains to show (iii). For this consider

A(AAB)V(CAD)

(AAB)V (C A D)

((AANB)V(CAD))A((AANB)V(CAD))

mAB.CD s onfﬂvuﬁ‘concﬂm
o (HB \/HDI])A(H VHD ) (u ol'[l] vL[I] ol'[l] )
(AvC)A(BV D) (AVCVAVC)N(BVDVBVD)
(uiu )/\(HD \/HﬂBD)
(g, VIS A vt VaveAVByD
(AVé 4, cVCI)N(BVSsp pVD)
(AVAVCVC)AN(BVBVDVD) (AvC)A(BV D)

(VAVVI)NVBVVD)

The topmost triangle is (v), the two middle ones are trivial, and the bottommost triangle is (B2c).
Note that the first-right-then-down path is

< [ng OHﬁuachongu} ) [Hgn OHDB’HI]BD OHDCD]>

by definition, and the first-down-then-right path is ma4, g ¢.p because of (26). We get (iii) by self-
duality of medial. O

7.3 Remark Because of (iii) and (v) in Theorem 7.2, we could obtain a weak medial map by
adding (iv) or (ii) as axiom to a B2-category. This weak medial map would be self-dual. By also
adding Theorem 7.2 (i) as axiom, we could even recover equations (B3c) and (B3c’), as the following
diagram shows:

AVB—22E AV BYA(AV B) (AVB)A(AV B)
AA\/ABl \ T(HA viE Ay, virg,)
(AAVAB)A(AAVAE
(ANA)V (BAB) ((ANA)V(BAB))A((ANA)V (BAB))

A(AANAW(BAB)

where the left square says that A4 V Ap preserves the A-comultiplication. However, by doing this,
we would not get naturality of medial, which is crucial for algebraic as well as proof theoretical
reasons (see also the introduction).

7.4 Definition We say, a B2-category € has nullary medial if there is a map nm: tVt — t
(called the nullary medial map) such that for all objects A, B, the following holds:

AV B

HAy \AVB (B3b)

tvt t

nm
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Clearly, if a a B2-category has nullary medial, then nin = II*Vt. This can be seen by plugging
in t for A and B in (B3b). By duality IIf* = nim: f — £ A f (the nullary comedial map) obeys the
dual of (B3b).

7.5 Proposition In a B2-category € that has nullary medial, we have that

(i) The maps that preserve the A-counit are closed under V, and dually, the maps that preserve
the V-unit are closed under A.

(ii) For all objects A, B,C, the map sa p.c s a quasientropy.

Proof: For showing the first statement, replace in (35) every A by an V, and g¢ by nm. The second
statement is shown by

(AVB)ANC —2E% .~ Av(BAC)
(HAVHB)/\HC\L \LHA\/(HBAHC)
(tVt) et (tAt)
nm/\tl \ /

Otvt tVoe
tAt

where the left down-path is II(AVE)AC and the right down-path is II4V(BAC) (because of (B2b) and
(B3b)). The two squares are naturality of s and ¢, and the triangle at the center is just (13). Hence,
switch preserves the A-counit, and by duality also the V-unit. O

7.6 Proposition Let € be a B2-category with medial and nullary medial. Then € obeys the
equation

(AAt)V (BAL) —225 (AVB) A (t V)
@AV@B\L l(A\/B)/\n“m (m_@)
AV B — (AVB)At
QavB

Proof: Chase
MA t,B,t

(ANt)V (BAY) (AVB)A(t V)

A(AAt)V(BAL) (1, vHt D)/\(HA VHB)

(AANt)V(BAE)A((AAL)V (BAL))

(AVB)A(MAVITE)

6AVéB (@AVéB)A(éAV@B)l (AVB)Anin
(AVB)A(AV B)
(AVB)A(TTAV B)
AavB
AV B (AVB)At

~A—1

eavB
The upper triangle is Theorem 7.2 (v), the lower triangle is the comonoid equation, the left square
says that 94 V gp preserves the A-comultiplication (Theorems 5.18 and 7.2 (i)), the triange on the

right is (B3b), and the triangle in the middle commutes because I1%; = 94 and I1#, = II4 o g4,
where the latter equation holds because of (25) and naturality of g. a
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7.7 Proposition A B2-category with medial and nullary medial the following are equivalent:

(i) We have
IVt =nm=Vi:tVt —t (B3a)
(ii) For all objects A, the map 94 preserves the V-multiplication.

Proof: Chasing the diagram

(AA)V (AAL) gavon AV A

m (AVA)An 0AvA
(AVAANEVE)———=(AVA) AL
Vant lVA/\(t\/t) lVA/\t Va
Vanys A/\(tvt)T)A/\t
oA
% \
ANt A

oA

shows that in the presence of medial, nullary medial, and (B3a) the map g4 preserves the V-
multiplication. Note that in that diagram the uppermost square is (m-g) from the previous proposi-
tion. The lowermost square commutes because of (B3a), and the big left triangle is (B3c’). Conversely,
consider the diagram

Agve

tVt (tVE)A(tVT)

1 Mt t.t,t
At VAL=0, 1\/gt 1
V(tVv)A(tVE)

(EAE)VEAL) ————=((EVE)A(EVE) V((EVE)A(EVE))

at vt

¢l (LeveAVe)V(Leve AVy) 1gve AV
(I, At)V(ITE AT
tl It
tvVtvtvt —— (EVE)AL)V((EVE)AL)
y O¢vi VOtvt m
tvt (t \Y t) At

~—1

Qv
where p = (II§; Vv IIf)) A (ILf, V 11, ). The upper two triagles are (B3c) and Theorem 7.2 (v). The
left triangle commutes because of Proposition 5.19 (iv), and the triangle at the center is the monoid
equation. The triangle-shaped square is the naturality of ¢, and the rightmost square commutes be-
cause lgvg A Vg preserves the V-multiplication, which follows from (the dual of) Proposition 5.15 (ii)
and Theorem 7.2 (i). Finally, the lower square commutes because we assumed that ¢4 preserved the
V-multiplication. Note that the commutativity of the outer square says that Vi is unit for Agyt.
Therefore, by Proposition 5.3, we can conlude that nin = II*Vt = V,. O

7.8 Definition A B3-category is a B2-category that obeys (B3a) and has medial and nullary
medial.

7.9 Corollary In a B3-category, the maps g4, S\A, o4, and Ay are clonable for all objects A.

Proof: Theorem 5.18 and Proposition 7.7 suffice to show that ¢4 is clonable. For A it is similar,
and for 04 and A4 it follows by duality. O

It has first been observed by Lamarche [Lam05] that the presence of a natural and self-dual map
mapcp: (ANB)V(CAD) — (AVC)A(BVD) in a *-autonomous category induces two canonical
maps e: f — t, namely

it o VAL AAG 5
et f s fve 0 PP At

me ¢ ¢, f

fl(fAt)v(t/\f) (fVt)A(tVF)
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and
(EAE)V (ALt (6 £) A (F v 1) —2020

y—1 1—1y,2—1 N
eyt f oy r 0 t A2t
which are both self-dual (while ITf and II* are dual to each other). By adding sufficient structure
one can enforce that e; = e, and that this map has the properties of Theorem 4.1. In [Lam05],
Lamarche shows how this can be done without the A-comonoid and V-monoid structure for every
object by using equation (m-4) that we will introduce in Proposition 7.13. In our case the structure
of a B2-category is sufficient to obtain that e; = e,. But for letting this map have the properties of
Theorem 4.1, as it is the case with IIf and II*, we need all the structure of a B3-category. Then we
have the following:

7.10 Theorem In a B3-category we have IIf = e, = ey = I1t, i.c., every B3-category is single-
mized.

Proof: We will first show that IIf = e;. For this, note that

(M Adt)omeg o (@;1 Vj‘gl)

= (A A ge) o ( [0y o Iy, 10fy o I | [ 1Ty o TIfy I o 1 ] ) o (3 ' v AT

= ([Aeottty oty 0 577 Ao il o 11fy 0 3t | [ a0 o 1y o T1f 0 07, 0 o Mg o M1 0 47| )
= ([ut, 0], [t 1] )

The first equation is an application of Theorem 7.2 (iii), the second one uses Proposition 5.19
together with the fact that of and A preserve the A-comultiplication (Theorem 5.18) and that these
maps are closed under V (Theorem 7.2 (i)). The third equation is an easy calculation, involving (24)
and the naturality of 6 and \. Before we proceed, notice that:

M, =de =0 =15t At >t and I = \l=pt =18 f—fVf (39)

Now we have:

Xe A 0¢) 0 Mg ¢ t.f O (@;1 \ 5\;1) o 5\;1

I8, 107 ], [I05, 100 ] ) o A !
Ht,Hf} 05\;1, [Hf;Ht] O}\f—1>
[1I°, 117 ] o IIf, [1IF,11° ] o 11, )

The first two equations are just the definition of e; and the previous calculation. The third equation
uses Proposition 5.19 and the fact that A¢ = g¢ preserves the A-comultiplication (Corollary 7.9).
The fourth equation applies (39), and the last two equations are again Proposition 5.19, together
with the fact that II* preserves the V-unit and ITf preserves the A-counit (Theorem 5.18). Similarly,
we show that e, = ITf and dually, we obtain e; = ey = IIt. 0

7.11 Theorem In a B3-category, the strong maps (in fact, all types of maps defined in Defini-
tion 5.4) are closed under A and V. Furthermore, the maps ma p,c,p and nim and nin are strong.

Proof: By Propositions 5.13 and 5.15, the A-comonoid morphisms are closed under A, and by
Proposition 7.5 and Theorem 7.2 they are closed under V. Dually, the V-monoid morphisms are closed
under V and A, and therefore also the strong maps have this property. Since by Theorem 7.2 (v),
medial is (115 VIIZ)) A(ILf VIIT, ) 0 A anpyv(cap) as well as Vaveya sy py o (UG AL )V (L A
I12,)), we have by Theorem 5.18 that it is a A-comonoid morphism and a V-monoid morphism, and
therefore strong. Since nm = II*Vt = V;, we get again from Theorem 5.18 that it is a A-comonoid
morphism and a V-monoid morphism. Similarly for nin = IIfAf = Ag. ]

27



7.12 Proposition In a B3-category the maps &a B,c, 0a,B, 5\,4, and 04 preserve the A-counit
for all objects A, B,C. Dually, the maps &a,B,c, 64,8, Aa, and 04 all preserve the V-unit.

Proof: As before, the cases for & a,5,c and G4, p are similar. This time, we show the case for &4 p.c:

&AB,C

AV(BVC)—————= (AvB)vVC
HA\/(HBVHC)L L(HAVHB)\/HC

tvV(tVvt) —— = (tVt) Vvt

O, t,t
vt Lv
tvt tVvt

Vt t Vt

The square is naturality of ¢, and the pentagon is associativity of V. The left down path is IT4V(BVC)
and the right down path is TAVB)IVC (because of (B3b) and (B3a)). For ¢4, chase

AVE—— 2" A
n4ve
tvf
tvutt
HA\/f ; HA

Ot

3 tvt -

nm t

The upper right quadrangle is naturality of g. The leftmost triangle is (B3b). The one in the center
next to it commutes because of functoriality of V and IIf = II* (Theorem 7.10). The lower right
triangle the the monoid equation and the triangle at the bottom is (B3a). The case for A4 is similar.

O
7.13 Proposition In a B3-category the following are equivalent:

(i) The equation

6A,BVGC,D
i

(AAB)V (C A D) (BAA)V (DAC)

mA,B,C,Dl lmB,A,D,c (m-5)
(AVC)AN(BVD)— (BVD)A(AVO)
TAVC,BVD
holds for all objects A, B, C, and D.
(ii) The map 64,5: ANB — B A A preserves the V-multiplication.
(iii) The map 5a,p: AV B — BV A preserves the N\-comultiplication.
(iv) The equation

GAAB,CAD

(AANB)V (CAD)

(CAD)V(ANADB)

mA,B,C,D\L \me,D,A,B (m—&)
(AVC) A (BV D) ——— (CV A) A (D V B)

GA,cNGB,D

holds for all objects A, B, C, and D.
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Proof: Suppose (m-6) does hold. Then we have

6A,BVGA,B

(ANB)V(AAB) ———= (BANA)V(BAA)
(AV A) A (BV B) 2228 (By BY A (AV A)
VA/\VB\L \LVB/\VA

ANB - BAA

6a,B

which together with (B3c’) says that 64, preserves the V-multiplication. Conversely, we have

64,BV60,D

(ANB)V(CAD) (BANA)V (DAC)

C D A B
(HAUAHBU)V(HUCAHUD)\L ) )
dAvc,BvDVOAvVC,BVD

(AVC)A(BV D)V ((AVC) A (BV D)) —— (BVD)A(AVCO)V ((BVD)A(AVC))

D C B A
\L(HBDAHAU)V(HDDAHUC)

V(A\/C)A(B\/D)\L \LV(B\/D)A(A\/C)

(AVC)A(BV D) (BV D) A(AVC)

GAvVC,BVD

The upper square is naturality of 6, and the lower square says that 6 4, p preserves the V-multiplication.
Together with Theorem 7.2 (v), this is (m-6). Hence (i) and (ii) are equivalent. The other equiva-
lences follow because of duality. O

7.14 Proposition In a B3-category the following are equivalent:

(i) The equation

&a,B,cVa&D, B, F

(ANBAC)V(DAN(EANF))——= (AANB)AC)V((DANE)AF)

(AVD)AN(BAC)V (EAF)) ((ANB)V(DAE)AN(CVF) (m-&)
(AVD)/\mB,C,E,F\L lmAvB’D’E/\(CvF)

(AVD)A((BVEYA(CVF)) —= ((AVD)AN(BVE)A(CVF)

&AVD,BVE,CVF

holds for all objects A, B, C, D, E, and F.
(ii) The map &apc: AN(BAC)— (AN B)AC preserves the V-multiplication.

Proof: Similar to the previous proposition. (Here the statements corresponding to (iii) and (iv) in
Proposition 7.13 are omitted to save space, but obviously they hold accordingly.) a

7.15 Remark This proposition allows us to speak of uniquely definied maps
mapoppr: ANBAC)V(DAEANF)— (AVD)A(BVE)A(CVF)

and dually

3¢

ABoperi (ANB)V(CAD)V(EAF)— (AVCVE)A(BVDVF)

A more sophisticated and more general notation for composed variations of medial is introduced by
Lamarche in [LamO05].
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7.16 Proposition In a a B3-category obeying (m-&) and (m-&) the following are equivalent:
(i) The equation

SAAB,CAD,E
— (

((AANB)V(CAD))ANE AANB)V(CANDAE)

mA,B,c,D/\El lmA,B,C,D/\E (m—s)

(AVC)AN(BVD)NE——— (AVC)AN(BV (DAR))

(A\/C)/\SB,D'E

holds for all objects A, B, C, D, and E.
(ii) The map sa.p.c: AN(BVC)— (AAB)VC preserves the A-comultiplication.

Proof: First note that if the equations (m-&), (m-&), and (m-s) hold, we can compose them to get
the commutativity of diagrams like

(AANB)V(CAD)ANEANF —— > (AANB)V(CANEANDAF)
mAﬁgﬁcﬁD/\E/\F\L \LmA,B,CAE,D/\F (40)
(AVC)A(BVD)NEANF —— (AV(CANE))AN(BV (DAF))

where the horizontal maps are the canonical maps (composed of twist, associativity, and switch)
that are uniquely determined by the *-autonomous structure. Now chase

SA,B,C

(AVB)AC AV (BAC)
(AAVAB)/\AC AAV(AB/\Ac)
((ANA)YV(BAB)ACAC (ANA)V(BABACAC)

mA,A,B,B/\C/\C \ (A/\A)\/(B/\&B,C/\C)

(AVB)AN(AVB)ACAC (ANA)V(BANCABAC)

(AVB)AG avB,cANC \ MA A BAC,BAC

(AVB)ANCA(AVB)ANC, c(Av(B/\C))/\(Av(B/\C))

- o
A,B,C/N\SA,B,

SAANA,BAB,CAC
T

where the parallelogram is just (40), the upper square is naturality of switch and the two triangles
are laws of *-autonomous categories. Note that, by (B2c) and (B3c), the vertical paths are just
Acaveync and A gy (pacy- Therefore switch preserves the A-comultiplication. Conversely, consider
the diagram

SAAB,CAD,E

((AANB)V(CAD))ANE (ANB)V(CADAE)

A((AAB)V(CAD)AE A(AAB)V(CADAE)

sAs

(AANB)V(CAD)YANEAN({(AANB)V(CAD)ANE —— (AANB)V(CADANE)AN((AANB)V(CANDAE))

p q

sAs

(AN V(CAY)AEtA(BAB)VEAD)ANE ———— = ((AANt) V(CAtAL)A((tAB)V(tADAE))

= =3

(AVC)AN(BVC)ANE (AvVC)AN(BV(DAE))

(AVC)AsB D, E

where
p=((AANTIB) v (CATIP) ATIE A (A AB)V (II° AD) AE
g=((ANTI®) v (C ATIP ATIE)) A (TTA A B) v (IC A D A E))

Note that the left vertical map is ma g c,p A 1g while the right vertical map is ma g c,par. The
upper square commutes because we assumed that switch preserves the A-comultiplication, the middle
one is naturality of switch, and the lower one commutes because the category is *-autonomous (the
isomorphisms are just compositions of ¢ and ;\) a
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7.17 Definition A B4-category is a B3-category that obeys the equations (m-6), (m-&), and (m-s).

7.18 Remark Equivalently, one can define a B4-category as a B3-category in which &, &, and
s are strong. We have chosen the form of Definition (7.17) to show the resemblance to the work
[Lam05] where the equations (m-6), (m-&), and (m-s) are also considered as primitives.

7.19 Theorem In a B4-category, the maps &a B,c, 0AB, 0A, A and &A B,Cs TAB, 0A; A
as well as sa,p,c and mixa g are all strong.

Proof: That &4 B.c, 64,8, 04, A4 and &AB,C, TA,B; DA, A4 are quasientropies follows from The-
orem 5.18 and Proposition 7.12. That g4, A4 and d4, Aa are clonable has been said already in
Corollary 7.9. For &a,B,c, 64, and &4 B,c, 04,p this follows from Theorem 5.18 and Propositions
7.13 and 7.14 (and by duality). Hence, all these maps are strong. That s4 g ¢ is strong follows from
Proposition 7.5 and Proposition 7.16 (and self-duality of switch). For showing that mix4 g is also
strong it suffices to observe that mix is a composition of strong maps via o, A, and V. See (16),
Theorem 7.10, and Theorem 7.11. O

7.20 Remark Theorem 7.19 gives justification to the algebraic concern raised in Remark 5.6.
In a B4-category all isomorphisms that are imposed by the B4-structure do preserve the V-monoid
and A-comonoid structure (and are therefore “proper isomorphisms”). Note that there might still be
“improper isomorphisms” in a B4-category. But these live outside the B4-structure and are therefore
not accessible to proof theoretical investigations.

It has first been observed by Lamarche in [LamO05] that the equation (m-mix) (see below) is a
consequence of the equations (m-&), (m-6), and (m-s). Due to the presence of the V-monoids and
A-comonoids, we can give here a simpler proof of that fact:

7.21 Corollary In a B4-category, the diagram

A/\OA'Bﬁc/\D
ANBANCAD ANCANBAD

miXA/\B,CADl lmiXA,C/\miXB,D (m—mix)

(A/\B)\/(C/\D)W(A\/C)/\(B\/D)

commutes.

Proof: Chase
AN6 5. AD

ANBANCAD ANCANBAD

Am\

ANANBANBANCANCANDAD

AANACAABAAD

ANANG BAB,cACADAD

ANANCNCANBANBANDAD

A c B
o I /\HDC/\HBD/\H 0
AAABACAD

ANBANCAND ————AANBANCADANAANBANCAND — > AANCABAD

B D
(HAD/\H I])/\H /\HD

MiXAAB,CAD/AMIXAAB,CAD

MiXAAB,CAD ((AANB)V(CAD))A((AANB)V (CAD)) mix A, ¢ Amixg, D
/ w2 it gy
(AANB)V(CAD) YW (AvC)A(BV D)

31



The topmost quadrangle commutes because of naturality of 6. The pentagon below consists of
several applications of (B2c). The two triangles on the right are trivial. The quadrangle on the lower
left commutes because mix preserves the A-comultiplication, and the quadrangle on the lower right
because of naturality of mix. Finally, the triangle on the bottom is Theorem 7.2 (v). O

Obviously one can come up with more diagrams like (m-mix) or (m-g) and ask whether they
commute, for example the following due to McKinley [McKO05]:

(AAE)V (BAC) ML (AVB)A(FVC)
(A/\Hf)v(B/\C)l l(AVB)AJ\C
(AAt)V (BAC) (AVB)AC (41)

B/\C

It was soon discovered independently by several people that (41) is equivalent to:

(AAB)V (C A D)

WA(C/\D)

ma,B,C,D AV BV (CAD) (mix-m-t)

/fA,c;,D

(AVC)AN(BV D)
Here are two other examples that do not contain the units:

ma B C-D/\(EVF)

(AANB)V(CAD)AN(EVF)—/———— (AVC)AN(BVD)AN(EVF)

SA/\B,C'AD,E/\F\L lfAvC,BvD,E,F
(ANB)V(CADA(EVF)) (AVCYANF)V (EN(BV D)) (m-t-s)
(A/\B)VECVDVE’F\L lmA\/C,F,E,B\/D
(ANB)V(CANF)V(EAND) ———— (AVCVE)AN(FV BVD)

MaA,B,C,F,E,D

(A'VAYAN(B'VB)A(C'VC)A(D'V D)

(DAC)V (BAA)

((A"VvB)YA(C'Vv D)) (AAVAYAB' VC)V(BAD)YV(DVC)

o2 22 ~ 2 ~ 2
mA’\/B’,C’\/D’,D,C,B,A\L lmA’vA,B’vC,B,D’,D,C’ (M=-s-m?)

(AAVB'VBVD)A(D'VC'VCVA) (AVAVBVD)A (D VC' VB V()

tuyrvn’ BYD, D/\/m M BVD,D'vC!,B'NC

AVB'V((BVD)AD'vVC')vVCVA

where p and ¢ are the canonical maps (composed of several switches, twists, and associativity) that
are determined by the *-autonomous structure.

One usually speaks of “coherence” [MacT71] if all diagrams of this kind commute. Very often a
“coherence theorem” is based on so-called “coherence graphs” [KM71,DP04]. In certain cases (see,
e.g., [Str05]) the notion of coherence graph is too restricted. For this reason, in [LS05a], the notion
of “graphicality” is introduced.
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7.22 Definition Let % be a single-mixed Bl-category, and let €™ be the category obtained from
% by adding for each pair of objects A and B a map mix;lB: AV B — A A B which is invers to
mix4 g (i.e., the two bifunctors — A — and — V — are naturélly isomorphic in €*). We say that &
is graphical if the canonical forgetful functor F': € — €™ is faithful.

7.23 Open Problem Let & be a set of equations and let ¥ be the free Bl-category that is
generated from a set & of generators (e.g., propositional variables) and that obeys all of &. Is
% graphical? Note that for example the freely generated *-autonomous category without units
[LS05a,HHS05,DP05] is graphical. This can be shown by using traditional proof nets for multi-
plicative linear logic. However, the work of [LS04] can be used to show that the freely generated
*_autonomous category with units is not graphical.

Clearly, in a graphical B4-category the equations (mix-m-t), (m-f-s), and (fm2-s-m?) all hold.
However, at the current state of the art it is not known whether they hold in every B4-category.®
But what can easily be shown is the following proposition.

7.24 Proposition In every B4-category

(i) the equation (41) holds if and only if equation (mix-m-t) holds, and
(ii) the equation (28) holds if and only if equation (m-t-s) holds.

Proof: Since we do not need this later, we leave the proof as an exercise to the reader. a

7.25 Definition A B4'-category is a B4-category that obeys equations (mix-m-t), (m-t-s), and
(m2-s-m?) for all objects.

The motivation for this definition is the following lemma which will be needed in the next section.

7.26 Lemma In a B4’ -category the following equation holds for all objects A, A’, B, B’, C, C’,

D, and D’:
(AVAYAN(B'"VB)A(C'VC)AN(D'V D)
(A’vA)AfBr,B,c/,cA(f'VD/ NB’,BAEC’,C,D’,D
(A'VAYAN(B'V(BAC')VC)A(D'V D) (A’VB'V(AAB))A(C'V D'V (CAD))
miXA/\/A,B/\/(BAC/)\/C/\(D/VD) {A/\/B’,A/\B,C’\/D’,C/\D
(AVB' V(BAC)VCVA)A (D' VD) ((A’VB)YAN(C'VD)V(DAC)V (BAA)
SA/VBIVOVA,BAC!, DIV D ((A’VB')N(C'VD"))Vmp ¢, B A
A'VB' V(BA(D'VDYAC)VCV A ((AVB)YAN(C'"VD)V((DV B)A(CVA))
A'VB'Vig pr p o/ VOVA MA’vB!',Cc'vD!,DVB,CVA
A'VB'V(BAD)YV(DAC')VCV A (AAVB'VBVD)A(D'VC'VCVA)

’ ’ t
A'VB'Vmp pr p ot VOVA /\/B/’B\/D,D/\/C/,C’\/A

A'VB'V({(BVD)A(D'vVC))VCVA
8 The conjecture is that it is not the case, but so far no counterexample could be constructed.
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Proof: Chase the following diagram (in which the indices of the maps have been omitted):

(A’VA)A(B'V(BAC')VC)AN(D'V D) <t— (A'VA)A(B'VB)A(C'VC)A(D'V D) t4At>- (A'VB'V(AAB))A(C'VD'V(CAD))

/

-

mix (((A’VAYA(B'VC)V(BAC))A(D'V D) —— (((A’V A)A(B'VC)V(BAC'A(D'V D))

mix

(A’VB'V(BAC")VCVA)A(D'VD) m

e

((A'VB)A(C'VD"))V(DAC)V(BAA)

/

s (A'’VAVB)A(B'VCVC')A(D'V D) ((A'"VA)A(B'VC))V(BAD')V(C'AD) m
A'VB'V(BA(D'VD)AC')VCVA i 2 ((A"VB')A(C'VD"))V((BVD)A(CAA))
: ((A'VAVB)AD')W(DA(B'VCVC')) — > (A’VAVBVD)A(D'VB'VCVC) m
/ /
A'VB'V(BAD')V(DAC')VOVA ——— A’VB'V((BVD)A(D'VC')VOVA <———— (A'VB'VBVD)A(D'VC'VOVA)
t

The little triangle in the upper left commutes because of (mix-&). The little triangle below it is
just (mix-m-t), and the pentagon below that commutes because of the coherence in *-autonomous
categories? [BCST96,1.504]. The big square in the center is (m-t-s) and the small parallelogram at
the bottom is just two applications of (m-s) plugged together, and the big horse-shoe shape on the
left is (M2-s-m?). O

8 Beyond medial

The definition of monoidal categories settles how the maps &a,p,c, 64,8, 04, and A 4 behave with
respect to each other, and how the maps &4 B c, 04,8, 04, and A behave with respect to each
other. The notion of *-autonomous category then settles via the bijection (x) how the two monoidal
structures interact. Then, the structure of a Bl-category adds V-monoids and A-comonoids, and
the structure of B2-categories allows the V-monoidal structure to go well with the V-monoids and
the A-monoidal structure to go well with the A-comonoids. Finally, the structure of B4-categories
ensures that both monoidal structures go well with the V-monoids and the A-comonoids.

However, what has been neglected so far is how the V-monoids and the A-comonoids go along
with each other. Recall that in any B2-category the maps V and Il preserve the V-monoid structure
and the maps A and II preserve the A-comonoid structure (Theorem 7.19).

8.1 Combatibility of V-monoids and A-comonoids We have the following possibilities:

(i) The maps IT and IT are quasientropies.
(ii) The maps IT and IT are clonable.
iii) The maps A and V are quasientropies.
(1ii) p q p

)

(iv

The maps A and V are clonable.

Condition (i) says in particular that the following diagram commutes
f
jigk f
(42)
A———Ft¢t
1
9 Tt even commutes in the setting of weakly distributive categories.
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Consequently, every Bl-category obeying (B2a) and (42) is not only single-mixed but also for every

object A the composition f LI g yields the same result. In [LS05a] the equation (42) was
used as basic axiom, and the mix map was constructed from that without the use proper units.

The next observation to make is that (ii) and (iii) of 8.1 are equivalent, provided (B3b) and
(B3a) are present:

8.2 Proposition In a B2-category with nullary medial and (B3a) the following are equivalent
for every object A:

The map TI4 preserves the \V-multiplication.

(i)

(ii) The map V4 preserves the N-counit.

(iii) The map 114 preserves the A-comultiplication.

iv) The map Az preserves the V-unit.
A

Proof: The equivalence of (ii) and (i) follows from

AVA—TA g

HA\/HA\L WA lnf‘
t

t\/tT‘

The lower triangle is (B3b) together with (B3a). The upper triangle is (ii), and the square is (i).
The other equivalences follow by duality. a

Condition 8.1 (iv) exhibits yet another example of a “creative tension” between algebra and
proof theory. From the viewpoint of algebra, it makes perfectly sense to demand that the V-monoid
structure and the A-comonoid structure be compatible with each other, i.e., that 8.1 (i)—(iv) do
all hold (see [Lam05]). However, from the proof theoretical point of view it is reasonable to make
some fine distinctions: We have to keep in mind that in the sequent calculus it is the “contraction-

contraction-case”

A A FAAA
cont cont —
I, A FA,A

T, A

cut

which spoils the confluence of cut elimination and which causes the exponential blow-up of the size
of the proof. This questions 8.1 (iv), i.e., the commutativity of the diagram

AV A Va A

Mml lAA (43)
(ANA)V(ANA) ——= AN A
Vana

and motivates the distinction made in the following definition.

8.3 Definition We say a Bl-category is weakly smooth if for every object A, the maps IT4 and
14 are strong and the maps A4 and V 4 are quasientropies (i.e., 8.1 (i)—(iii) hold), and it is smooth
if for every object A, the maps IT#, 11, A4 and V4 are all strong (i.e., all of 8.1 (i)~(iv) do hold).
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8.4 Corollary A B3-category is weakly smooth, if and only if II* is a V-monoid morphism for
every object A.

To understand the next (and final) axiom of this paper, recall that in every *-autonomous
category we have

iA/\iA —

t—————= (AVA)A(AV A)

l | (44)

Av A AV (AnNA)V A

AViA VA

and that this equation is the reason why the cut elimination for multiplicative linear logic (proof
nets as well as sequent calculus) works so well. The motivation for the following definition is to
obtain something similar for classical logic (cf. [LS05a]).

8.5 Definition A Bl-category is contractible if the following diagram commutes for all objects A.

t v
u| (AvV AN (AV A) (45)
v A

The following theorem states one of the main results of this paper. It explains the deep reasons
why the cut elimination for the proof nets of [LS05b] is not confluent in the general case. It also
shows that the combination equations (43) and (45) leads to a certain collapse in a B4’-category,
which can be compared to the collapse made by an LK-category. Nonetheless, even with this collapse
we can find reasonable models for proofs of Boolean logic, as it is shown in the next section.

8.6 Theorem In a B4 -category that is smooth and contractible, we have
lat+la=14

for all objects A.

Proof: The proof idea here is the same as in the proof of Theorem 2.4.7 in [LS05a]. The novelty
is that here we do not need the sledge-hammer axiom of graphicality. Instead we make use of
Lemma 7.26. We proceed by showing that iq +i4 =is: t — AV A for all objects A. From this the
result follows by Proposition 5.20. Note that in particular we have that i4 + 74 is the map

AVA\/mixAYA VivVa

AVAVAVA

t—224 o AV AV (AN A) AV A
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which is because of (mix-&) and the *-autonomous structure the same as the left-most down path
in the following diagram.
iA /\iA /\iA /\iA

t (AVA)ANAVA)A(AVA)A(AV A)
W / ~
taa,4,4
(AVAYA(AVA)A(AV A) (AVAYAN(AV(ANA) VA A (AV A)
Tania ti4.44 / MiXAy A, Av(ANA)VA
(AVA)AN(AV(ANA)V A) (AVAV(ANA)VAVA)A(AVA)
/ mix / SAVAVAVA,ANA AVA
la
(AVA)YA(AV A) AVAV(ANA)YVAVA - AVAV(ANAVAYANA)VAVA
A
MiXzya, AvA fadaa
A\/A\/A\/A<i—AVAV(A/\A)VA\/A<VA—MAVAV(A/\A)V(A/\A)\/AVA
l m
VivVa ViVvVVa MAA,A,A
AV A - AV(ANA)V A AVAV((AVAYAN(AVA))VAVA

(% ViV(VAAV 7)VV 4

The upper triangle commutes because of functoriality of A, the square in the lower left corner because
of functoriality of V, and the parallelograms because of naturality of mix and t. The quadrangle in
the upper left commutes because of (44), and the little triangle in the right center is just (13)
together with naturality of switch. The pentagon below it is just the dual of (45), and the two little
triangles at the lower right corner are (B3c’) and functoriality of V. Therefore, this diagram gives
us a complicated way of writing just i4 +14. Similarly, the next diagram gives us a complicated way
of writing 74:

iA/\iA/\iA/\iA — — _ _

T(anA)v(AnA)

(AVAV(ANA)AN(AVAV(ANA)
EAVA,AAA,AVA,A/\A

AV A (AVAYAN(AVA))V(ANA)V(AAA)

ViAV i)VVana
- e % MA, A A A

(ANA)V(ANA AVAYN(AVA)V((AVA) A (AVA)

) (VAAV 1)V(VAAV 4) ((

MA A,4,4 MANA AVA,AVA,AVA

(AVAVAVA)YAN(AVAVAVA)
(VAVV ANV z1VVA)

ta,a,4,A tANA, AvA,AVA, AvA

AvA<i—A\/(AAA)vA AVAV((AVAYAN(AVA))VAVA
A

V iV(VAAV 7)VV 4

Here the big upper right “triangle” commutes because of the *-autonomous structure. The irregular
quadrangle in the center is a transposed version of (43), the little triangle below it is (B3c’), the two
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squares at the bottom are naturality of m and t, and the left-most part of the diagram commutes
because of (45) and (B3c). Finally, we apply Lemma 7.26 to paste the two diagrams together, which
yields g4 +74 =74 as desired. O

In Figure 1 the basic idea of this proof is shown. The first four equations in that figure express
the idea behind the first big diagram in the proof of Theorem 8.6, and the last three equations in
Figure 1 express the idea of the second diagram. More explanations on this will follow in the next
section.

8.7 Corollary Let o/ be a set of propositional variables and let € be the free smooth and con-
tractible B4’ -category generated by /. Then € is idempotent.

9 A concrete example: proof nets

In this section we will construct a concrete example of a category which has almost all the properties
discussed in this paper. Its existence shows that this paper actually makes sense: The equations
presented here do not lead to the collapse into a Boolean algebra. In fact, this category was the
main source of motivation for introducing the equations presented in Sections 3, 5, 7, and 8.

We are going to present two versions of proof nets:

1. The simple proof nets are a slight modification of the proof nets introduced in [L.S05b,LS05a].
The difference is that the categories of proof nets defined in these papers had only weak units,
while here we are assuming from the beginning that t and f are proper unit objects.

2. The extended proof nets have a richer structure than the simple nets. From the algebraic point
of view the main difference to the simple nets is that the category of extended nets does not
obey equation (43) and is not idempotent (and is therefore not an LK-category). From the proof
theoretic point of view, the extended nets keep more information about the proofs. In particular
the size of proofs can captured.

9.1 Definition Let o/ be a set of propositional variables. The set .% of formulas is generated
via
Fu=d | |t|f | FNF|FVF
A sequent is a finite list of formulas, separated by comma. A formula can be seen as a tree and a
sequent as a forest whose leaves are labelled by elements of the set & U &/ U {f,t} and whose inner
nodes are labelled by elements of {A, V}. For a sequent I, let .Z(I") denote the set of its leaves. For
aleaf i € Z(I') let £(i) € of U/ U{f,t} denote its labelling. A linking for a sequent I is a binary
relation P C £(I") x £(I") such that
(i) for every i € Z(I") with £(i) =t we have (i,7) € P, and
(ii) if (4,7) € P, then one of the following cases must hold:
—i=jand £(i) =t, or
— i # jand (i) = a and £(j) = a for some a € &
A simple prenet'® consists of a sequent I’ and a linking P for it. It will be denoted by P > I'.

In this paper, we will write prenets by simply writing down the sequent and by putting the
linking as (directed) graph above it, as in these two examples!!:

N VN N

bAa , aAb , bAa , aAb

10 What we call prenet is in the literature sometimes also called a proof structure.

1 Here we make two modifications to the proof nets used in [L.S05b,L.S05a]: (i) We force every t to be linked
to itself and we do not allow links between t and f. The reason is that we deal in this paper with proper
units in the categorical sense, while [LS05b,LS05a] used “weak units” (see also the introduction). The
observation that linking every t to itself and disallowing t-f-links is enough to get proper units is due
to Frangois Lamarche. (ii) We use here directed links between complementary pairs of atoms (instead
of undirected links as in [LS05b,LS05a]). This brings a slight simplification of cut elimination via path
composition. The idea for this has been taken from Dominic Hughes [Hug05b,Hug05a].
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and

bva , ((@ant)yra)Ab , bV ((anc)VE) , tV(EAT)AD)

Now we will define when a simple prenet is correct, i.e., comes from an actual proof. A conjunctive
pruning of a prenet P > I' is the result of removing one of the two subformulas of each A in I" and
restricting the linking P accordingly. Here are two (of 16 possible) conjunctive prunings of (46):

Aa , aAN  , bA . Ab bA , aAN , bA . Ab

A simple prenet is correct if each of its conjunctive prunings contains at least one link (i.e, the linking
is not empty). A simple proof net is a correct simple prenet. The two examples in (46) and (47) are
proof nets. Here is a prenet, which is not a proof net because there is a pruning in which all links

disappear:
N

bAa , aAb — bA -, aA

Now we show how simple proof nets can be composed. As in [LS05b,L.S05a,Str05] this is done via
cut elimination. But we use here a notational trick to make it even more intuitive: we allow to write
proof nets in two-sided form: Instead of putting the linking above a sequent A+, ..., A, B1,..., Bm,
we put it in between A,,...,A; and By, ..., B,,, where the negation A of a formula A is inductively
defined as follows!?:

t=f, f=t, (ANB)=BVA, (AVB)=BAA.

Qll

a=a, =a, 3

Here are three different ways of writing example (46) in two-sided form:

avb bVa , aVb avb , bVa , avVvb
o A\ N4
(48)
| _/"'\ /(_\_ /(\_ g
aANb , bAa , aAlb bAha , aAb alb

And here is a different way of writing example (47):
a/\b\,))b\/(t\/c)/\(f)

(@nt)yna)Adb , bV ((anc)Vi)

Note that for defining the direction of the links and for checking correctness we assume we had
not taken the negation of the formulas on top. (This can be made formally precise by using polarities
[Lam01].) What is important is the fact that the objects in (46) and in (48) denote the same net.
Similarly, (47) and in (49) are just different ways of drawing the same proof net.

2 We invert the order when taking the negation in order to reduce the number of crossings in the pictures.
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Cut elimination can now be defined by plugging nets together, as in the following example which
is a composition of (the middle) net in (48) and the one in (49):

’ bva , d\/b bV (tVe)Af
/ ~ o
b/\a/j\&/\b\,))_\/(t\/c)/\(f(') — (50)
A / /\\

bha , ((@nt)Aa)A ((anc) Vi)

There is a link in the resulting net if and only if there is a corresponding path in the nonreduced
composition. Writing it in the two-sided version makes it more intuitive than in the one-sided version,
where (50) would be written as:

At)Aa)Ab . bV ((anc)VE) | tV((EeNnE)AD)

AN 7~ N O

bAa , aAb , bAa , ((@At)Aa)Ab ((anc) , Af) AD)

This is the way it has been done in [LS05b] where it has been shown that this operatlon is associative
and preserves correctness. In [LS05b] it has also been shown how sequent calculus derivations are
translated into proof nets. After what has been said here, it might be more intuitive to think of
them as flow graphs [Bus91,Car97] of derivations in SKS [BT01]. From the historical perspective it
should be mentioned that the basic idea of the simple proof nets discussed here appeared in the
literature already in [And76] as matings and in [Bib81] as matriz proofs'?, and that this idea goes
even back to the coherence graphs of [KMT1].

If we now restrict ourselves to proof nets with only two conclusions, then we have a category'*
the objects are the formulas and the arrows A — B are the proof nets P> A, B. Arrow composition
is defined as above, and the identities are the trivial proof nets P > A, A. Let us call this category
SNet(«/) where 7 is the set of propositional variables from which we started.

9.2 Theorem The category SNet() is a B4'-category that is smooth and contractible.

Proof: The maps &, 7, 0, 5\, s, m, II, and A are given by the obvious nets. We show here as example
the nets for ma g c.p, 04, 14, and A4 (the others being similar, cf. [Str05)):

(AANB)V (CAD) ANt A A
P R U R A
(AV C)A(BV D) A t AN A

13 Note, however, that there is a subtle but crucial difference between our simple nets and the work of
[And76,Bib81]: in this early work links between atoms in a conjunction relation were not allowed (because
they are irrelevant for correctness), but these links are crucial for obtaining an associative cut elimination
operation (see [LS05b]).

14 Without the restriction to two formulas we would obtain a polycategory [Lam69,Sza75].
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In these drawings the bold links between formulas represent bundles of several links, one for each
leaf of the formula tree. Note that the arrows have to have the right direction, and that there are
no links connecting f and t. There are four cases:

A a a t f
i ~ | | o © o
A a a t f

It is an easy exercise to check that all the equations demanded by the definitions do indeed hold.
We show here only the case of the contracibility axiom (45):

As above, the bold links represent bundles of normal links:

NN o 0,

A v A a VvV a a V a f v t t v f

The transposition () of proof nets is obtained by simply drawing the net in the transposed way,
as it has been done with (46) and (48). That this has the desired properties should be clear from
inspecting (51) and (52). O

9.3 Theorem The category SNet(<) is graphical.
Proof: Trivial (cf. [LS05a]). O

Note that in SNet(«/) the sum f+ ¢g: A — B of two proofs f,g: A — B is obtained by taking
the (set theoretical) union of the two corresponding linkings. Hence, SNet(<) is idempotent, and
we have that f < g iff the linking for f is a subset of the linking for g.

9.4 Theorem The category SNet(/) is an LK-category.

Proof: Let f,g: A — B be two maps in SNet(</). Let f be given by the proof net P > A, B
and g be given by Q > A, B. Then, by what has been said above, we define f < ¢ iff Q C P.
After Theorem 9.2 it only remains to show that equation (LK-A) holds for all f. But this follows
immediately from the definition of composition of proof nets. O

It should be clear, that the category SNet (/) is quite a degenerated model for proofs of Boolean
propositional logic. The size of a proof net is at most quadradic in the size of the sequent. This means
in particular, that the information how often a certain link is used in a proof is not present in the
proof net. For this reason we will now allow more than on link between a pair of complementary
atoms.!® But as shown in [LSO05b], doing this naively means losing confluence of cut elimination
via path composition. I.e., we do not get a category with associative arrow composition. A possible
solution has been suggested in [Str05]:

5 In terms of [LSO5b] this means stepping from the Boolean semiring of weights to the natural numbers
semiring of weights.
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9.5 Definition An extended prenet consists of a sequent I, a finite set K of anchors, an anchor
labelling ¢: K — &/, and a linking (which is now no longer a binary relation, but a binary function
to the naturals) P: (Z(I')UK) x (Z(I"') UK) — N, such that

(i) for every i € Z(I") with £(i) = t we have P(i,i) =1,
(ii) for every k € K we have

> P@l,k)>2 and > P(kj)=2

€L (INUK JEL (MUK

(iii) if P(i,7) > 1, then one of the following cases must hold:

—i=jand £(i) =t and P(i,i) =1, or

—it#jandi € L") and j € Z(I') UK and (i) = a and £(j) = a for some a € &7, or
—i#jandi€ K and j € Z(I') UK and £(i) = £(j) = a for some a € .

As before, every t has to be linked to itself. That we allow only one and not many such links
is due to Lemma 5.11 (which is a consequence of having proper units, cf. [Str05]). But contrary to
what we had before, we do now allow not only many links between two atoms but also “non-direct”
links visiting anchors on their way. But each anchor can only serve links between atoms of the same
name. Furthermore, an anchor must have at least two incoming and at least two outgoing links.
Here are two examples of extended prenets:

bVa , aVvb
&Y
bVa aVb

N

and
bAd/T\EAb ///<>\\\
AN

3

(53)

The labellings of the anchors are not shown because they are clear from the linkings. Observe that
while in a simple proof net the number of links is at most quadratic in the size of the sequent, in
an extended net things can get arbitrarily large, as the second example in (53) shows.

The correctness of extended nets is defined similar as for simple nets. But now the condition is
not that every pruning must contain a link, but it must contain a complete path from one leaf to
another (in a conjunctive pruning the anchors remain and behave as big disjunctions). A correct
extended prenet is an extended proof net. The examples in (53) are extended proof nets.

9.6 Cut elimination for extended nets The composition of two extended proof nets is again
defined via cut elimination, which can again be understood as path composition. But this time we
have to be careful to treat the anchors correctly if we want a well-defined and associative composition.
To be formally precise, we define it in two steps:

1.) Replace every leaf of the cut formula by an anchor, while the links remain unchanged.

2.) Remove all anchors that have no right to exist (i.e., that have less than two incoming or outgoing
links). This is done by repeatedly performing the following reduction steps until no further
reduction is possible:

— Remove every anchor without any outcoming links, and remove all links coming into it.

— Remove every anchor without any incoming links, and remove all links coming out of it.

— If there is an anchor k with only one link coming out, i.e., there is exactly one i1 € Z(I')UK
with P(k,i) =1, and P(k,j) =0 for all j € £(I") U K with j # 4, then
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o for every | € £(I") U K increase the value of P(l,i) by P(l, k), i.e, all links going into k
are redirected to ¢, and

e remove k.

— If there is an anchor k with only one link going in, i.e., there is exactly one i € Z(I') U K
with P(i,k) =1, and P(j,k) =0 for all j € Z(I") U K with j # i, then

o for every | € Z(I') U K increase the value of P(i,1) by P(k,1), i.e, all links coming out
of k are replaced by links coming out of i, and

e remove k.

— Set P(k,k)=0forall k € K.
— Set P(i,4) =1 for all ¢ with £(i) =

This sounds more complicated than it actually is. As first example, we show here the case of the
contractibility axiom (applied to a single atom):

t t
t t t
t
f \ /><\ ~
a\/a) (a Vv a) o\/- . .
AT 0O
a) Voa . . . .
\\)/ \\\)// a V a a Vv a a Vv a
a V
Here :re two other examples (C(;lmpare with (50)):
b\/a\;/a\/b YA f
/\a/\b\)) (tVe)A /?(\\ \ (54)
1)
(@nt)ANa)Ab , bV ((anc)Vi) (lanc) Vi)
and
bVa , aV a\/b , bV VS

/‘/ 7

/ﬁ (6Ve) /\\ (55)

(a/\t YAG)AD ((anc) Vi) ) a/\t ANa)Ab ((anc) Vi)

The whole point of the construction of the extended proof nets is, that we again get a category,
which we denote by ENet(7).16 This category is again a B4'-category and it is graphical. But it is
not smooth because the following nets are obviously not equal:

a V a a V a
and \\o/ (56)
a N a a///\\>1

16 The restrictions made to the anchors in Definition 9.5 are chosen such that we indeed get a well-defined
and associative composition.
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Voy U T
DY N XY

XN AAA
O
NSNS N

which means that diagram (43) does not commute. It is also easy to see that ENet(%/) is not
idempotent, and is therefore not an LK-category. However, we have:

9.7 Theorem The category ENet() is a B4 -category that is weakly smooth and contractible.

Proof: Again, the maps &, & 9, 5\, s, m, II, and A are given by the obvious nets. It is an easy
exercise to check that the equations demanded by the definitions do still hold. a

9.8 Theorem The category ENet(<) is graphical.
Proof: Trivial. a

In Figure 1 we use the notation of the extended proof nets to illustrate the idea behind the proof
of Theorem 8.6. The middle equation in the second line is (43), i.e, the identity of the two nets in
(56). The left-most equation in the second line and the right-most equation in the first line are both
the contracibility equation (45). Everyting else in Figure 1 is rather trivial from the viewpoint of
proof nets. However, since we do not have a “coherence theorem”, Figure 1 cannot tell us whether the
equations are really consequences of the axioms. For this, the proper proof in Section 8 is necessary.

10 More thoughts on order enrichment

Although ENet (&) is not an LK-category, we can enrich it with a partial order which is induced by
cut elimination according to the ideas of [FP04c,FP04a]. This means that that f < ¢ if ¢ is obtained
from f via cut elimination in some formal system (not necessarily LK or another sequent system).

In category theoretical terms, this is achieved by keeping properties (i) and (iii) in Definion 6.1,
but by dropping (LK-IT) and (LK-A). It should be clear that there is a wide range of possibilities
of providing such a partial order. As example we will sketch here the idea which has been proposed
in [Str05].
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Let f: A — B be a map in ENet(<), i.e., an extended proof net, and let k € K be an anchor
in f, and let P; be the linking of f. Then we can remove k according to the cut elimination for
simple proof nets (as defined in [LS05b]). Let K’ be Ky \ {k} and for all ¢,j € Z(I") U K’ let
P'(i,7) = Ps(i,7) + Ps(i, k) - Pf(k,j). Now define g: A — B to be the result of applying the second
step of 9.6 to P', K.

For example the right net in (56) is the result of eliminating the anchor of the left net in (56).

Note that this anchor elimination process is not confluent, i.e., in a net with many anchors, the
result of eliminating all of them depends on the order in which they are eliminated. This has been
shown in [LS05b], but morally it is a consequence of Theorem 8.6.

There is also a close relationship to cut elimination in the calculus of structures. There is work
in progress to nail down the precise relation between the anchor elimination for proof nets defined
above and the splitting technique [Gug02b] for elimination the cuts in system SKS [Brii03].

Let us finish this paper by proposing yet another way of enriching ENet(/) with a partial
order: Since map in that category are just directed graphs, we can define f < g if ¢ is a minor of f
in the graph theoretical sense. We have to leave it as problem for future work to investigate the
proof theoretical implications of this.
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