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Risk Assessment Algorithms Based on Recursive Near
Networks

Alejandro ChinedEEE memberMichel Parent

Abstract— The assessment of highly-risk situations at road
intersections have been recently revealed as an iowant
research topic within the context of the automotivendustry. In
this paper we shall introduce a novel approach toampute risk
functions by using a combination of a highly non-liear
processing model in conjunction with a powerful inbrmation
encoding procedure. Specifically, the elements offormation
either static or dynamic that appear in a road intesection scene
are encoded by using directed positional acyclic teeled graphs.
The risk assessment problem is then reformulated iterms of an
inductive learning task carried out by a recursive neural
network. Recursive neural networks are connectiontsmodels
capable of solving supervised and non-supervised alaing
problems represented by directed ordered acyclic giphs. The
potential of this novel approach is demonstrated ttough well
predefined scenarios. The major difference of our gproach
compared to others is expressed by the fact of le@ng the
structure of the risk. Furthermore, the combination of a rich
information encoding procedure with a generalized radel of
dynamical recurrent networks permit us, as we shall
demonstrate, a sophisticated processing of informian that we
believe as being a first step for building future dvanced
intersection safety systems.

. INTRODUCTION

N the last few years a substantial effort of theopean

Union has been devoted to the organization of messu
and the development of a sustainable approach ¢o
prevention of traffic accidents. Moreover, it hashb shown
[1] that traffic accidents have become one of thaom
causes of death and injury not only in Europe bgb a
globally. In addition, road intersections have bedantified
as one of the principal scenarios where traffiddets take
place. Several initiatives resulting from a joiffoe between

achieved by the development of risk assessmentdarel
fusion algorithms that use as inputs the infornmatiollected
from a combination of sensors for detection of gkds and
any other object present in the scene together sétisors
for localization of the host vehicle, namely thetteehicle
equipped with the INTERSAFE technology.

Highly-risk situations at road intersections are
combination of multiple factors that are very diffit to
evaluate. The time-varying and highly non-lineatuna of
the problem makes extremely difficult to properlpadel the
embeddings of information through time. In this @apve
propose a different point of view to the problem
computing risk functions. Specifically, we interpthe risk
as a geometrical object embedded
manifold. The geometry of the risk is determinedtaking
into account the combined actions and roles ofdijects
present at road intersections (i.e. vehicles, pgadas, traffic
lights, trees, buildings and so forth). To this ,eadnovel
information encoding procedure was designed toaekithe
intrinsic relations between such objects. Spedificaoad
intersection scenes are encoded by using direatéered
positional acyclic labeled graphs. The nodes of gtephs
are labeled in the sense that they contain setdoofain
variables represented by an array of numerical
tbategorical features.

This representation permits to combine disparatiecgsoof
information (i.e. time and a priori knowledge ababe
intersection) in a compact structure that allowpregsing
complex relations between information units that eary in
size, as opposed to feature-based approaches. thec
information has been represented in terms of labgtaphs,

the European Union and the automotive industry havbe problem of risk assessment is expressed instefnan

recently emerged [2] [3]. In this line,
INTERSAFE [4] [5], a subproject of the IP PReVEN®g] [
project is to improve safety and to reduce fatdlisions at
intersections by providing appropriate assistancethe
driver. The driver should be warned against poatnight of

the aim ofinductive learning task performed by a recursivairae

network. Recursive neural networks [7][8][9] ar@hty

non-linear adaptive models that are able to letmurctired
data (i.e. trees or graphs patterns) even if sath & noisy
or incomplete. The main motivation of using neumatworks

way violations caused by himself or other road-siseris reflected by the fact of being models that abte &o

including failing to stop at red lights and stomgrs, or
turning across the path of other traffic. This ahije is
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recognize patterns we cannot even define. Thisgutpps
called recognition without definition and it enablgystems
to generalize. Namely, the ability to recognize titudes of
unforeseen complex patterns without any abilityd&fine
them. In our application, the recursive neural mwekwis
trained using a conveniently generated patterwkete each
pattern corresponds to a road intersection sceoeded by
means of directed ordered acyclic labeled graphs.

The rest of this paper is organized as followsthie next
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section, the problem we address is presented witmén
context of the INTERSAFE European research projetct.
sections Il and Ill, a formal description of theoplem and
the proposed approach is sketched. The experimesgalts
are covered in section IV. Finally, section V pdes a
summary of the present study and some concludimgnies.

Il. PROBLEM STATEMENT

The European research project INTERSAFE is aimetig¢o
development of active safety systems to preveritiants at
road intersections. In order to identify the mostevant
scenarios of traffic accidents at intersectionsdedailed
accident analysis was performed by using statist€s
France, Germany and Great Britain. It was found tha

say, expected imperfections or data errors comiom fthe
measurement system. Secondly, the time-varyingreait
the problem makes difficult to properly capture anddel
the embeddings of information through time. Funhere,
potential risk situations are a combination of ripldt factors
which are not completely known and are also veffjcdit
to evaluate. In the following subsections the detaf our
approach are presented, together with some expaame
results.

A whole variety of scientific and technical fieldwe
characterized by the fact that patterns of inforomagppear
in terms of structured objects. In general, napmevides us

PROPOSED SOLUTION

France and Germany accidents at intersections p#ayswith many examples of structured objects, thatoissay,

central role in traffic accident databases. In toldj three
accident scenarios were identified. Namely, acd&leaused
by collisions with oncoming traffic while turningft (first
scenario). Accidents caused by collisions with simg
traffic while turning into straight crossing an eénsection
(second scenario) and finally traffic light conteal
intersection accidents. In particular, red lightlation leads
often to serious crashes not depending on the type
accident. As an important result, it was shown thast of
the accident situations are caused by human efiogs
misinterpretation or loss of attention.

From the results obtained from traffic accidentlygsis, it
is important to note that a detailed knowledgehef traffic
situation is a precondition for an optimal driveipporting

objects that can be composed of smaller objectshvmay
be structured too. Possible examples are cheniitaitsres,
mathematical expressions or software source code.
Moreover, road intersections can be viewed as tsired
domains, where the structures can be either static
dynamic. Bearing in mind the time-variant naturetraf risk
and its mutual relation with the interactions antés of the
objects present at road intersections (i.e. vehicle
pedestrians, traffic lights, trees, buildings, ete)e are
interested in generating an information encodingcedure
as rich as possible to capture the intrinsic reteships
between such entities.

Labeled graphs are graphical representations
information that are richer when compared to featoased

of

active safety system. To this end, the INTERSAFEt terepresentations as they permit to express more leamp

vehicle (hereafter the host vehicle) is equippeth viwwo
laser-scanners, one video camera and
communication systems. The video camera is uspdottess
data about lane markings at the intersection. Eurtbre,
the laser-scanners collects data of natural lankbras well
as data about other objects and road users. Thd fieta of
the laser-scanner and the video camera togethdr avit
detailed map of the intersection are used for Ipatibn of
the host vehicle within the intersection. Based this
information the advanced safety functions must ésighed
to correctly interpret the situation to avoid a sibke
collision. In addition, the driver behaviour (egunman
reaction time) must also be considered when deireone
risk assessment algorithm. The ultimate goal iprmvide
appropriate warnings to the driver to prevent ightlor stop
sign violations, warnings when turning to preveolisions
with objects in the driving path or from the sidexl finally
warnings regarding time and distance to the trdfjots.
The warnings are presented to the driver by a sirhpman
machine interface (HMI) acoustic and optic based.
However, risk assessment algorithms are not seffthi
known and are still under an early stage of re$edr@][11].

relationships between variables and/or concepte. Mddes

additionafl the graph are labeled in the sense that thetatosets of

domain variables. Let us denote the set of domaiiables
associated to any node of a labeled graph as lied dpace.
The variables contained within the label spacelmeither
categorical or numerical. In addition, the presesfcan edge
between two nodes in a labeled graph indicates tthat
variables contained in those nodes are relatedrimesvay.
Therefore, a natural way of encoding the informatio a
road intersection is by using directed positional/ctic
graphs (herafter DPAGSs). More specifically, we atethe
domain variables together with the static aspeesd priori
knowledge about the intersection) of road intersest
within the label space of the graph and the dynaasfmects
of the scene throughout the structure of the graph.
However, the encoding procedure must be designed in
conjunction with a computational procedure for the
processing of structured information. It is impaitéo note
that we are interested in computing a risk valumnfrthe
available information that the measurement systeaages
at any given instant time. Recursive neural netwoske
statistical pattern recognition systems which dnle o learn

This fact can be explained in terms of the inherenbformation represented in terms of directed ordexeyclic

complexity of the problem. Firstly, the risk assesat
algorithm must be able to operate with uncertaititgt is to

labeled graphs. They are an extension of recumental
networks which are suited for performing supervisea



non-supervised learning on data structures withescgoent
applications [12][13][14]. In the next subsectioti® details
of our approach are presented.

A. Information Encoding Procedure

Let us introduce some definitions and notationggraph

regarding the coloring scheme, we consider theecarftthe
intersection as the reference point to check thectons of
dynamic objects. Furthermore, we just consider geoeric
directions. Namely, between two consecutive sargplin
points, dynamic objects can either increase eittearease
their distance with respect to the center of thergection.

is said to be ordered if a total orders defined on the edges However, if the distance remains equa' to Zer@m(n'he

leaving from each vertex. The skeleton of a labglexph is
the data structure obtained by ignoring all theelspbut
retaining the topology of the graph. A generic slakgraphs

vehicle is stopped because of a traffic light) w&t jconsider
the previous state to associate a color to theenurstate.
The reason to choose this coloring scheme is based

skeletons having maximum indegree i and maximumccident database statistics. Most of the accidentsir

outdegree o is denoted by the symbbP#Once we have
specified a label spacé and a skeleton clas§'¥% we may
define the space of data structures with label&yirand
topology in #. Such a space is denoted/by

A super-class of DOAGs is the class of directedtjprsl
acyclic graphs (hereafter DPAGS) in which it isumsed that
for each vertex v, a bijectioR: E — N is defined on the
edges leaving from v. DPAGSs are a superclass of GO

within the intersection or near-bound areas todheter of
the intersection. Therefore, the encoding schemenata
ignore this fact: Hot colors (i.e. yellow, oranged) are
assigned to states representing an increased plitbatb
potential danger while cold colors (i.e. cyan, bltepresent
just the opposite. Furthermore, colors represensingjlar
concepts are closer from a hamming distance pdinteav
(see table I).

the sense that every DOAG is also a DPAG, but notThe zone denoted with letter “a” of the interseutis
viceversa. Bounded DPAGs, or k-DPAGs, are defingd Rienoted agntering into the intersectiorone with yellow as

Fig.
equivalent zones.

1 Generic intersection subdivided in simmeitiic

restricting the range d® to the finite sefl,k] € N, for some
fixed k. The term positional means that each child has
own position within the set of children of a nod&ven a

DOAG D andv € vert(D), we denote bych[v] the set of
children ofv and bypa|v] the set of parents of The in-

degree ofv is the cardinality of the seta[v] and the out-
degree oW is the cardinality of the seh[v].

The representation and encoding of information pdoce
can be stated as follows. Firstly, we perform asitm of the
intersection in zones, as suggested in [15] buh witme
substantial differences. We assign to each zoneteaofs
predefined colors from a tuple of six colors (yell@mrange,
red, cyan, blue and white) that indicate the stfteany
dynamic object appearing in a scene. Secondlysttite of a
dynamic object is defined in terms of its positiamd
direction vector. In addition, directions are reéel with
respect to the center of the intersection. Morecifipally,

associated color deaving the intersectiomone with blue as
associated color depending if the distance of tyeachic
object with respect to the center of the intersectis

TABLE |
DYNAMIC OBJECTS STATE SPACE REPRESENTATION
Intersection Zone Associated Encoding
Zone code Color
Danger Zone c Red 010
Entering into a Yellow 001
intersection
Approaching to b Orange 011
the Danger
zone
Leaving the b Cyan 110
danger zone
Leaving the a Blue 111
intersection
Out of the Shaded White 100
its driving area regions

decreasing or increasing with time respectivelynitirly,
the zone Il is denoted approaching to the danger ze
with orange as associated colorleaving the dangerone
with associated color cyan depending on the doactf
movement of the dynamic object. Finally, the shaaledh of
the figure represents the conceptoot of the driving area
to denote the portion of the intersection that i$ of the
road. This area contains for instance, pedestribitycle
paths, buildings, trees and so on.

On the other hand, the label space was definechas t
numerical and categorical information that we dttéx the
nodes as an array of features. We decompose tbisrvia
three parts: the kinematic space, the state spéctheo

dynamic object and finally the knowledge space. The



kinematic space is composed by the set of varialdes to
characterize the movement of a dynamic object.
particular, we have used as domain variables: iposispeed
and direction. It is important to remember that egtch
sampling point the host vehicle recovers a peroapdf the

host vehicle with its sensors. The position of ttald
limdicates the type of object detected by the hesicle. In
addition, the order in the graph is determined bg t
cardinality of the number attached to each nodegchwis
related with the temporal sequence of events. Addcto

environment expressed in terms of a set of meammemeach node there is also an informative label irtatigathe

variables. The state space of the dynamic objeitieiset of
states used to represent the behavior of dynamjecisb

TABLE Il
ENCODING OF THE A PRIORI KNOWLEDGE IN THE LABESPACE
Knowledge Space Encoding
Driving Way Violation 100
Traffic  Light Potential 010
Violation
Speed Limit Violation 001

(vehicles, pedestrians, bicycles, etc). In addjtibe state of
dynamic objects is represented by a tuple of slrrso(see
table I). Colors representing similar conceptsaoser from
a hamming distance point of view. Finally, the kiexdge
space represents the restrictions or a priori kedge that
can be associated to each graph node. In our expets we

type of dynamic object (ie. Vehicle, pedestriamyble etc).
The letters a,b,c denote the positions of any chilth
respect to its parents.

It is easy to deduce that the above-mentioned engod
procedure is invariant with respect to roto-tratistes and
naturally incorporate both symbolic and numerical
information. Furthermore, the proposed encoding@dore
does not depend on specific traffic regulation lawser
instance, driving ways may differ between the coast

B. Recursive Neural Networks

Recursive Neural Networks are computational models
capable of performing mappings from a set of ladbejeaphs
to a set of real vectors. Specifically, they aredahon the
following recursive state space representation:

just consider three knowledge dimensions: Speedt lim @(V) = f(a(ch[v].I(v),)

violations, driving way violations and potentiahffic light
violations. These dimensions are represented bynsneé
three binary variables (see table I1).

To give an example of the construction processsicen
the graph depicted in Figure 2. The root node efdhaph
(denoted by the symbol #) will always corresponthi® host
vehicle. In addition, the maximum out-degree of ¢laphs
is determined by the sensor characteristics, affhdtom a
practical point of view we can fix in advance thisantity to
reduce the complexity of the graphs.

The position of the child indicates the type of eatj
detected by the sensors of the host vehicle. Ia lihe, a

1#
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Fig. 2. An intersection scene encoded as a dagmbsitional acyclic
graph.

Pedestrian 1

Pedestrian 1

host (ta)

y(v) = gla(),v)

Herev is a generic node identifier. The state vee(r)
associated with node is a function of the ordered state
vector associated with its childrea(ch[v]) and the input
vector I(v) that encodes the tuple of attributes attached to
nodev as a label.

The basic idea is to use recursive neurons to entiel
structures. Namely, to perform the encoding fumcfiand
the representations obtained are then used to dpmate the
output functiong by a standard feed-forward network, like a
multilayer perceptron. The standard algorithm fiaining
recursive neural networks is the Back-Propagatibroiigh
the Structure algorithm [16] (hereafter BPTS). Huere
BPTS suffers the problems of slow convergence aestsat
to any gradient descent procedure. In this sesti®propose
a quasi-newton learning algorithm hereafter Quasivtdén
Through the Structure (QNTS). Let us start by defjinan
error measure E(.) that is defined in the paransgaceQ; x
Qg which are represented by the model parametérsviv
(parameters of the state transition functfoand the output
function g respectively). In addition, we assume a training
set of data structurd® = {(U,Y), U € U*, Ye V*}. The error
function E: & x Q4 — R formulated for the inductive
learning task, accumulates the error contributiohsach
input-output pair in the pattern set of structurBs

convention is defined to represent the host vehiclgorowing the notation of [17] we can representstendard

Specifically, in our experiments the right-mostlghof any
graph node is always assigned to represent thevebstle
(see figure 2). In this example we assume thabttheimum
out-degree of the graphs is three. Namely each onbdiee

squared error function as follows:

= ¥ E((U,Y)>=Z%Hy(v)—t(v)nz M

(U.Y)eD vel/

graph can have a maximum number of three child eher

each child corresponds to a dynamic object deteayethe



In the above equation the function t(.) is introeico access labell(v). The terms'(v) is determined as follows:

the target label fqr a given nodfs of the input prdp order s OEU) < OEW) 6y].(v) OE(U) 8a, (n)
to devise a quasi-newton algorithm we need to caenfhe & (V)= =Y. ¥ @
first-order gradient information to compute a sauge of (V) T¥;0) 0 0)  wpn’s Oa(n) Ca,(v)
matrices representing approximations of the invétessian The apove equation measures the effect of the aajeon
(second order information). In addition, to redutf® the errorg(v). The first term expresses the direct influence
effective complexity of the encoding network sofeight o E(v) while the second one collects the indiegtects that
sharing technique is used. Namely, model paramet#s are propagated through the parents of node v. Enuétcan
be expressed in matrix form as follows:

QNTS
Initialize Model parameters: W = wWwymw,G=6UGe f g e Vi f
Wy < random 5 (V) :J 6 (a(v))é‘ (V)+ ZJx(,.) (a(C]/{n]aI (n))§ (n)
Go«— P-GRADIENTS(D) nepdv]
t<—0
repeat WhereJ,? denotes the Jacobian matrix of the output function
if (t=0) . e f
AWy — -Gy g with respect to _|ts input argumenig _s_tands for_ the
Hy! «— I (Inverse Hessian initial aproximation using the identity matrix) transposed Jacobian of the state transition functido
else :
G P-GRADIENTS(D) (I is implicidly used) respect to. thosg |npu.t arguments thgt belong Fo the
AG—Gi- G corresponding child, for instance= ord(v,z) if the nodev is
AW =TT - W’ZWAW, — the r-th child of nodez From the considerations stated
4 % t-1 -1 T rr=1 T . . “ e .
By Byt AGTHZAG +(AGTHZAG Juu above, an algorithmic .specmcatlon can l?e dedgd’ginb
. B, (Tt senrahdvaction) pseudocode_ of the qua§|-newton algorithm is shmmfrgure
G 3. The algorithm works in batch mode. Namely, thedgents
endit, ] associated to the whole training set are computfdré
w1 < Line Search(Wy.;) .
W, W, —n.HAG,, making an update on the parameter space of thealneur
t «—t + I (Network performance is checked at this point) network. Functions, S-GRADIENTS and P-GRADIENTS
until error is acceptable or maximum number of epochs reached are used to Compute the gradients associatee trctural
AT H'AG patterns. The pseudocode of these functions iepted in
u= —r——a——— . . o
ATAT  AGTH'AG the appendix section. The procedure for computing t

Fig. 3. Pseudocode of the Quasi-Newton Through Shrecture successive approximations to the inverse of thesidesis

Algorithm BFGS [18]. In addition, the line search procedusediis
shared among the nodes of the graphs and the gtawfi@ packtracking [19].

structural patternU is computed by summing up the
individual node contributions. Let us denote b{fvyvand IV. EXPERIMENTAL RESULTS
w9(v) to denote the parameter vectors at neaeU. Thus,

we can express the error fgradlent of one graphvith test the ideas presented so far. The goal pursi@ast to
respect to the parameters and W for v e U. The  show the potential of the approach throughout stehd
parameters #v) do only influence the error contribution gcenarios constructed by using simulated data.
E(v) of the nodev. We get: Firstly, in our experiments, we consider a standaobs-
ok :zﬁE(U) :Z&E(v) a.(v) _ @) ) @) \Ili\t;e interser(;tion co;si;ting in alsquare fof3 160mo drivir;g w
M Eant(v) oy (v) wE(v) ys, each way having two lanes o meters each.
assume a speed limit of 80km/h when approachinth¢o
Where y;(v) is the i-th component of the model outputintersection. The coordinates system, is placettheatenter
computed for node, andJ,’ is the Jacobian matrix of the of the intersection. For the sake of simplicity assume that
output function g with respect to the parametéta/hich has the simulated scenes only contain two dynamic dbjéwost
to be evaluated at locaticm(v) and &% is given bys%(v) = and remote vehicle). Therefore, the structuralgpast belong
y(v) — t(v).The error contribution of a nodeis influenced to the skeleton class™® and are to be mapped by the
by all parameters \), v € U where there is a path in therecursive neural network into a continuous variaiblehe

This section describes the experimental settingsl ue

input graph leading fromto nodes.. We have: interval [0,1] indicating the level of risk. Similg, from the
accident scenarios explained in section Il, we pgtsider

Gl ) :ZGE(V) o6, () =J/ (a(ch[v]),I("))6” (v) 3)  the left turn across path and the traffic light reméo. In
ow' i 5“;-(V)§Wf(v) addition, in all the simulations the system is skedpat

00ms.

Moreover, with the aim of generating a realisti¢ e&
situations, a collision detection module was depetb
Specifically, it is based on a trajectory modulestachastic
sampler and a collision detector. Trajectories garerated

Whereg(v) is the i-th component of the state computed fo%
nodev, is the Jacobian matrix of the state transitiomcfion
f with respect to the parameter§ which is evaluated at the
statesa(ch[v]) known for the children of nodeand its input



by using the following procedure: Firstly, a set afeck-
points in the kinematic space of the vehicles aregated
which roughly describe the trajectories to be foltd by the
dynamic objects. For example, if the host vehislsuipposed
to follow the lane and cross the intersection, sdoggcal
check-points would be: center point of the laneokefthe
intersection, center point of the lane after thersection and
some exit point. Moreover, there is an error oreutainty

recursive neural networks are used and trained wtith
algorithm proposed in section Ill. More specifigalfrom
the pattern set, 600 patterns are used for trainimg) the
other 600 for validation purposes where 136 of them
corresponding to collision situations (target vakgual to
1). Table Ill depicts the simulation results, tarchitectures
were tested, the first having 40 state neuronshig@en
neurons and 1 neuron for the output layer. Therskedgth

associated to each dimension of the kinematic spa@9D state neurons, 80 hidden neurons and 1 outpubme

Afterwards, a set of trajectories, constructed gisibezier
curves, are generated by sampling the stochasickeh
points. In addition, speed, position and directioa modeled

respectively. The output of the network as welthestargets
associated to each structural pattern were digecttito
compute the generalization capability of the neksarsing a

by using a gamma, triangular and normal probabilitthreshold value of 0.5. Specifically, outputs aradgets

distribution functions respectively. From the saeadpl
trajectories, structural patterns are constructgedobowing
the temporal sequence of the trajectories andirgdifit time
pairs of trajectories corresponding to the hostthedemote
vehicle. Thus, a whole variety of situations araudated. In
addition, visibility restrictions (i.e. sensors areoverage)

bigger or equal than 0.5 were assigned to 1 anthérwise
to indicate risk or not risk at all respectivelyn both
simulations the algorithm was run 500 epochs anel
generalization capability was tested at this momdiite
results show that the model was able to recogroneptetely
new dangerous situations (the 136 collision pastemere

are taken into account when generating the stralkturclassified correctly). However, it must be noteattithese

patterns. Moreover, the maximum depth of the tile-|
graphs is limited by a risk window of 1.5s thatdakinto

TABLE Il
EXPERIMENTAL RESULTS

Architecture Epochs Collision Overall
Patterns Generalization
Generalization (%)
(%)
40x60x1 500 100 87.83
20x80x1 500 100 90.44

account the human reaction time.

Following the above-mentioned procedure a pattetrot
1200 structural patterns was generated. In additierstated
in section lll, the risk assessment problem is fdated as
an inductive learning task. Therefore, two compasere
needed. Firstly, a teacher function is needed te the
structural patterns. Specifically, the teacher les a
desired response or target for every structuratepat
received from the dynamical system (the road ietisn).
In addition, the teacher function is supposed tmbisy as
the quality of its associations will depend on #meount of
knowledge encoded by the function. At this poirt,id
important to note that the expected goal is to pceda
model that minimize the empirical risk, outperfongpiat the
same time the built-in knowledge of the teachercfiom,
something that is not possible with simulated d#taour
simulations, the teacher function is a weighteccfiom that
is mainly composed of two terms. The first term akse
violations of the knowledge space while the secdatbcts
possible collisions of the host vehicle with themoge
vehicle. Therefore, given a structural pattern thacher
function computes a value belonging to the interfdal]
indicating the level of risk associated to the scen

Secondly, a learning machine or algorithm is neeted
learn the input-output mappings. As a learning rirvech

results are just an indication of the potentialtioé ideas
sketched throughout this paper. A strict validatiminthe
proposed approach it is only possible with reahdat

V. CONCLUSIONS AND FUTURE WORK

In this paper we have investigated the applicatién
recursive neural networks to compute risk functiovse
have presented a formal description of the prokiteterms
of its application context. Specifically, withingHntelligent
Transportation Systems research field.

The main contribution of this paper is reflectedthg fact
of considering the risk as a geometrical objechwispecific
structure that can be learnt by an appropriate ctaipnal
model. More specifically, we have shown that thergetry
of the risk is determined by taking into accour tlombined
actions and roles of the objects present at ro@dsiections.
To this end, a novel information encoding procecdomsed
on directed ordered acyclic graphs was proposeskii@act
the intrinsic relations between such objects. Thappsed
encoding procedure permitted us to combine disparat
source of information in a compact structure thisawaed
expressing complex relations between informatioitsuthat
can vary in size.

Afterwards, the risk assessment at road intersestwas
reformulated in terms of an inductive learning ta&k this
point, recursive neural networks were introducechighly
non-linear adaptive models that are able to leturctured
data even if such data was noisy or incomplete. @
drawback of these models is a computationally esipen
training phase together with a laborious patternegation
procedure. However, the main motivation of usingiraé
networks is reflected by the fact of being modethhe so-
called recognition without definition property thahables
systems to generalize. Specifically, the abilityrézognize
multitudes of unforeseen complex patterns withoay a



ability to define them. Although further reseanctust be
carried out, the preliminary results have shownt tthe
resulting model is able to recognize new dangesdusations
given that risk information is implicitly encodedithin the
structural patterns that were learnt by the neuetivork
during the training phase.

[4]

(5]

Our current work is focused on implementing the
proposed methodology in a vehicle equipped with thiél
INTERSAFE technology to validate the ideas presdentqﬂ

throughout this paper in a real-time scenario.

APPENDIX
The function S-GRADIENTS depicted in figure 4 exjsec

(8]

a pair (U,Y) of input and target graph and returns the first®]

order gradients with respect to the model parametéand

P-GRADIENTS(D)
G0
repeat
randomly select a pattern (U,Y) in the training set D
G < G +S-GRADIENTS(T,Y)
until all patterns in the training set D have been selected
return G

S-GRADIENTS(U, Y)
Choose a reverse topological ordering > on U
for each node u € U obeying the ordering > do
w.a < f(chlu], I(u)
endfor
for each u € U do
. — 0
G—0,G8 0
Choose a topological ordering < on U
for each node u € U obeying the ordering < do
08 —y(u.a) —t(u)
G8 «— G+ S S(u.a) 08
1.6 — u.d'+ J(u.a)6¢
G — G+ Jf(a(chfu]), Itw)u.6
for v € chfu] do
s «— ord(v,chfu])
v.6/ —v.5'+ Syl (atchu]) I(w) u.5"
endfor
endfor
return G = G¢(J G/
Fig. 4. Computation of the first derivatives oétarror with respect
to model paramete

f. It is important to note that a topological orderiis

w.
defined for the structures. In addition, functid®

GRADIENTS it is just a helper function that simpgllects
the gradients contributions associated to eachctstmai
pattern in the training set.
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