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Abstract: We introduce a concept of differential flatness for systems described by
nonlinear partial differential equations. It generalizes the now classical notion of
differential flatness for finite differential systems and its recent extensions to linear
partial differential equations. We apply it to the motion planning of a very flexible
rod, outside of the linear approximation range.
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1. INTRODUCTION

This work is based on the concept of differen-
tial flatness for finite dimensional systems intro-
duced in (Fliess et al., 1995), which has already
been extended to infinite dimensional linear sys-
tem (see (Fliess and Mounier, 1999), (Laroche et
al., 2000) and (Lynch and Rudolph, 2000)). We
propose here a generalization of this concept to
systems described by nonlinear partial differen-
tial equations. It is in some way a “brute force”
generalization: we use finite difference methods to
replace PDE by a finite system of ODE, and use
then the classical definition of differential flatness.

However, we cannot consider as flat a system of
non-linear PDE which would only be the limit of a
sequence of flat discretizations. We also need that
the sequence of flat outputs converges and that
the sequence of solutions parametrized by arbi-
trary functions in a convenient functional space
converges too. So, our standpoint can no more
rely, at this step, on pure algebra. We also need
some analytical considerations.

1 With a support of the France–Argentina program
ECOS-SECyT, action n◦A99E06.

Hereafter, the term infinite dimensional system
denotes a system defined by partial differential
equations; we do not consider delay system and
refer to (Fliess and Mounier, 1998) and (Mounier,
1995) for this topic. We refer to (Yanenko, 1971)
for a link with numerical analysis, and to (Lions,
1968) or (Bensoussan et al., 1992 & 1993) for a
more general study of systems governed by PDE.

We illustrate this generalized notion of flatness in
a restricted situation: the control of a flexible rod.
A one dimensional system of this kind may be dis-
cretized as a chain of small segments, the control
acting at one extremity. Such finite dimensional
systems are known for being flat. Even in this case,
theoretical investigations of analytical nature may
be tedious. We restrict here to experiments by
computer computations. We are able to obtain a
suitable control with a good approximation with
a discretization with no more than 20 elements.

2. FLATNESS OF FINITE DIMENSIONAL
SYSTEM

The concept of differential flatness was introduced
in (Fliess et al., 1995) for non-linear finite di-



mensional systems. A model is described by a
differential system

ẋi = fi(x, u), i = 1, . . . , n, (1)

where the xi denote the state variables and
u = (u1, . . . , um) the control vector.

A system is said to be flat if there exist some flat
outputs y = h(x, u, . . . , u(j)) with j ∈ N such that
the components of y and all their derivatives are
functionally independent and such that we can
parametrize every solution (x, u) of (1) in some
dense open set by means of the flat output y and
its derivatives up to a finite order i:

x = F
(
y, . . . , y(i)

)
,

u = G
(
y, . . . , y(i)

)
.

There is no uniqueness of the flat output even if
there is usually a favourite flat output expressing
physical properties.

The concept of flatness can be seen as a nonlinear
generalization of the Kalman’s controllability and
of the Brunovský decomposition. Hence, every
linear controllable system is flat.

Example. In order to illustrate these definitions
and to introduce some notions used in the sequel,
let us consider the following family of linear sys-
tems indexed by an integer n:

Hn


θ̇1 = (θ2 − θ1)n2,

θ̇2 = (θ3 − 2θ2 + θ1)n2,
...

θ̇n−1 = (θn − 2θn−1 + θn−2)n2.

If we consider θn as a command, and the remain-
ing θi, i < n as state variables, then it is quite
straightforward that θ1 is a flat output of the
system Hn for any integer n. Indeed, an easy
computation shows that:

θ2 = θ1 +
1
n2

θ̇1,

θ3 = θ1 +
3
n2

θ̇1 +
1
n4

θ̈1,

θ4 = θ1 +
6
n2

θ̇1 +
5
n4

θ̈1 +
1
n6

θ1
(3), etc.

More precisely, we have the following general
relation:

θi = 2θi−1 − θi−2 +
θ̇i−1

n2
, for 2 ≤ i ≤ n,

which leads to the following parametrizations:

θi =
i−1∑
j=0

(
i+j−1

2j

)
n2j

θ1
(j) for 2 ≤ i ≤ n. (2)

Thus, by imposing a desired trajectory on the flat
output θ1, we can obtain the control θn which
generates this trajectory without any integration
of differential equations. Furthermore, this control

defines the associated trajectories of the other
state variables θi for 2 ≤ i ≤ n− 1.

3. FLATNESS AND DISCRETIZATION OF
INFINITE DIMENSIONAL SYSTEMS

The concept of flatness has been extended to the
infinite dimensional linear case using the opera-
tional calculus of Mikusiński which gives a sub-
stitute for the Laplace transformation. We refer
to (Fliess and Mounier, 1999) and the references
therein for an introduction to this standpoint and
for some examples.

We propose another approach based on the same
general strategy: we associate to the original infi-
nite dimensional system a sequence of finite di-
mensional ones and the problem is reduced to
studying the flatness of these last systems.

The main interest of our proposition is that, con-
trarily to the approach based on the operational
calculus of Mikusiński, it enables the control of
some infinite dimensional nonlinear systems. Pro-
ceeding by steps, we will first introduce it on a
linear example, and show our results are basically
equivalent to our predecessors’.

3.1 Boundary control problem of the heat equation

Let us denote by θ(t, x) the temperature along a
rod of length 1 and by u(t), the control variable.
We assume that we heat—or cool—the extremity
of the rod at x = 1 while the other end at x = 0 is
perfectly insulated. Thus, this system is modelled
by:  ∂tθ − ∂x2θ = 0,

∂xθ(t, 0) = 0,
θ(t, 1) = u(t).

(3)

In (Fliess and Mounier, 1999) and (Laroche et
al., 2000), the authors give an explicit open loop
control able to steer the one-dimensional heat
equation with control on the boundary from any
state to any other state. The flat output y is the
temperature of the insulated end θ(t, 0). Suppose
that y(t0+t) admits a power series expansion at t0
for all 0 ≤ t0 ≤ 1,

y(t0 + t) =
∞∑

i=0

ci
ti

i!
,

Fliess et al. obtain the solution:

θ(t0, x) =
∞∑

i=0

ci

(2i)!
x2i. (4)

If we want to heat the rod in order to make it go
from a uniform temperature τ1 to another uniform



temperature τ2, we may use a smooth function
such that its time derivatives of any order are
equal to zero at t = 0 and at t = T and which
is constant for t /∈ [0, T ]:

φ(t) =


0 if t < 0,∫ t/T

0
exp (−1/t(1− t)) dt∫ 1

0
exp (−1/t(1− t)) dt

if t ∈ [0, T ],

1 if t > T.

We take then y(t) = τ1 + (τ2 − τ1)φ(t). This func-
tion is such that |y(i)(t)| < i!2/t(2i), y is said to be
a Gevrey function of order 2. A Gevrey function f
of order α is such that | f (i)(·) |< MAi i!α.

It is proved in (Laroche et al., 2000) that the
series (4) expressing θ0(t, x) is convergent and
defines a C∞ function. It is Gevrey of order α in t
and order 1 in x when y is Gevrey of order α < 2.
As all the derivatives of y are 0 at t = 0 and t = 1,
the temperature θ of the rod will be uniform at
those two times.

Semidiscretization and flatness. We consider
the classical finite difference method used in nu-
merical integration of partial differential equa-
tions (see (Yanenko, 1971)). This method is based
on Taylor expansion of θ with respect to the space
and time variables.

Hereafter, the time is leaved unchanged and the
space is discretized in order to approximate the
original system by an ordinary differential system
and to use its property of flatness. We use the
following relation for this semidiscretization:

θ(t,x+h)−θ(t,x)=h∂xθ(t,x)+
h2

2!
∂x2θ(t,x)+O(h3).

Hence, the space variable is discretized with uni-
form space step h = 1/n. If we denote θ(t, i/n)
by θi(t), for 1 ≤ i ≤ n− 1, this leads to the fol-
lowing well-known relations:

∂x2θi =
θi+1 − 2θi + θi−1

h2
+O(h3). (5)

Thus, the solutions of the system (3) are ap-
proximated at precision at least O(1/n2) by the
solutions of the following system: ∂tθn,i = (θn,i+1 − 2θn,i + θn,i−1)n2, 1≤i≤n−1,

θn,0 − θn,1 = 0,
θn,n = u(t).

These semidiscretizations are similar to the or-
dinary differential systems Hn presented in sec-
tion 2. Hence, the original infinite dimensional
system (3) can be approximated at an arbitrary
precision by a flat finite dimensional system.

Asymptotic behavior. The flat output y has
an obvious physical meaning. It corresponds to
the temperature of the insulated end, as in the
previous approach.

In order to express the temperature at a point of
the rod, we define the Ramanujan Q-distribution:

Q(p, q) =
p!

(p− q)! p q
.

Using it, we may parametrize the solutions of Hn,
using y = θn,1 and its derivatives:

θn,i =
i−1∑
j=0

Q(i + j − 1, 2j)
y(j)

(2j)!

(
i + j − 1

n

)2j

.

Considering a point x ∈ [0, 1], we can express
from (2) the temperature at x as the limit
limn→∞ θn,bnxc, if such a limit exists.

The summands of these expressions depend both
on the index of summation and on the num-
ber n of discretizations. Thus, we can determine
a control u(t) such that the temperature at the
endpoint of the rod satisfies a given smooth tem-
perature profile y(t) for t ≥ 0, provided that the
sequence y(i)(t) has limited growth for all x > 0.

As mentioned above, it is the case for Gevrey
functions of order α < 2 and some Gevrey func-
tion of order 2 such that the series (4) is conver-
gent. For such functions, the properties of the Ra-
manujan Q-distribution (see (Sedgewick and Fla-
jolet, 1996)), imply that the limit limn→∞ θn,bnxc
exists and that we have the relations:

θ(t, x) = lim
n→∞

θn,bnxc=
∑
j∈N

y(j)(t)
(2j)!

x2j , ∀x∈]0, 1[,

u(t) = lim
n→∞

θn =
∑
j∈N

y(j)(t)
(2j)!

.

We recover in this way the conclusions of the
previous cited works.

3.2 Toward a definition

The above approach relies on the following points:

• the infinite dimensional system is approxi-
mated by a sequence of flat finite dimensional
systems;

• the discretizated systems converge to the
original system;

• the sequence of flat outputs has a limit;
• the instantiation of the flat output can be

chosen in a class of function such that the
parametrizations exist, and rich enough to go
from one equilibrium point to another.

We call a system described by a system of nonlin-
ear partial differential equations with limit condi-
tions flat if is satisfies those four conditions.

4. MOTION PLANNING OF A HIGHLY
FLEXIBLE ROD

Hereafter, we illustrate the above method by per-
forming some numerical simulations concerning



the control of a infinite dimensional nonlinear
system. In the last subsection, we will study the
convergence of the sequence of solutions.

4.1 A Lagrangian nonlinear model

Let us consider a planar highly flexible rod
of weight m with length L. The origin of the
rod s = 0 has a controlled position (u1(t), u2(t)).
At the other end, a mass M is fixed. The con-
figuration of the rod at time t is described by the
angle ω(t, s) of the tangent to the rod at distance s
of the origin. The orientation ω(t, 0) = u3(t) of the
rod at s = 0 is also controlled.

Hence, the position of the point at distance s
is (x(t, s), y(t, s)), where:

x(t, s) = x(t, 0) +

s∫
0

cos
(
ω(t, σ)

)
dσ,

y(t, s) = y(t, 0) +

s∫
0

sin
(
ω(t, σ)

)
dσ.

In order to modelise the behavior of the rod, we
use the classical variational description, using the
Lagrangian expression:

L∫
0

C(∂sω)2 − ρ
(
(∂tx)2 + (∂ty)2

)
,

where C is the flexibility coefficient and ρ = m/L.

We obtain then the following nonlinear Euler–
Lagrange equation:

C

ρ
∂s2ω + sin(ω)

L∫
s

∂t2x− cos(ω)

L∫
s

∂t2y = 0. (6)

Semidiscretization. As explained in section 3.1,
we consider the semidiscretization of these expres-
sions. Hence, if we denote x(t, i/n) (resp. y(t, i/n),
ω(t, i/n)) by xn,i(t) (resp. yn,i(t), ωn,i(t)), this
leads to:

xn,i = xn,n +
L

n

n−1∑
j=i

cos(ωn,j),

yn,i = yn,n +
L

n

n−1∑
j=i

sin(ωn,j).

(7)

We use a variant of the discretization (5), approx-
imating ∂x2ωn,i by

ωn,i − 2ωn,i−1 + ωn,i−2

(L/n)2
+O(n−3). (8)

Using the semidiscretizations (7) and (8), the
relation (6) can be discretized as follows:

C

ρ
∆n,i = cos(ωn,i)

Mÿn,n +
m

n

n∑
j=i

ÿn,j


− sin(ωn,i)

Mẍn,n +
m

n

n∑
j=i

ẍn,j

,

for 0 ≤ i ≤ n− 2; thus, we have:

ωi−2 = 2ωi−1 − ωi −
C

ρ

(
L

n

)2

∆n,i. (9)

Assuming that the mass at the end has inertial
momentum J leads to the following boundary
condition ωs = Jωtt with discretizations:

ωn,n−1 = ωn,n +
L

n

J ω̈n,n

C
. (10)

From formulas (9) and (10), we can express the
values of all state variables ωn,i for 0 ≤ i ≤ n,
knowing only the three functions ωn,n, xn,n

and yn,n and their derivatives. So, all the dis-
cretized models are flat, the flat outputs being the
position and the orientation of the mass M , viz.
xL, yL, ωL.

4.2 Numerical simulation results

Desired behavior. The control objective will be
to assign a circular motion of π rad to the mass,
as shown in figure 1. Furthermore, this motion is
completed in T s and the rod is straight and still
at the begining and the end of the motion.

In order to guarantee the absence of vibrations
at the end of the motion, we use the smooth
function φ defined above, with T = 1.

Flat output. The requested behavior of the rod
is obtained by the following instantiation of ωL

and the resulting relations:

ωL = π · φ(t),
xL = L cos(ωL),
yL = L sin(ωL).

The presented simulation corresponds to the

Fig. 1. Position of the rod through the time.

following values for the parameters of the rod:

L = 1m, M = 2 kg, m = 0.5 kg,

J = .009375 kg m2, T = 1 s, C = 20N m2.



Figure 1 displays the motion of this rod through
the time. The computations were done with a dis-
cretization of 15 mesh points and with a floating
point precision of 10 digits; it requires a couple of
minutes on a standard personal computer.

Experimental study of the asymptotic be-
havior. We conclude the present example by
some numerical indications on the asymptotic be-
havior of the used approximations. Let us de-
note by un(t) the approximation of the com-
mand (x(t, 0), y(t, 0), θ(t, 0)) obtained with n mesh
points.

We sketch in figure 2 the variation vi,j = ‖ui − uj‖
between two approximated commands for increas-
ing i, j. The presented curves correspond to the

Fig. 2. experimental convergence of the command.

variations v5,10, v10,15 and v15,20. We have

max
t∈[0,T ]

v5,10 > 2 max
t∈[0,T ]

v10,15 > 4 max
t∈[0,T ]

v15,20.

Further numerical computations indicate that the
approximated command is likely convergent.

The above method leads to an open-loop control
but it could be completed by a closed-loop stabi-
lization of the trajectory error with respect to the
desired motion (see (Fliess et al., 1995)).

5. CONCLUSION

We have proposed a method for the boundary
control of some infinite dimensional nonlinear sys-
tems. This method is inspired by a generalization
of the flatness notion to infinite dimensional sys-
tems. We have shown that in the linear case we
recover the results of our predecessors who used
Mikusiński’s operational calculus and module the-
ory.

In the nonlinear case, we were able to study the
control of a nonlinear flexible rod, by numeri-
cal simulations. A careful study of the conver-
gence of such a method remains to be performed.
However the experimental fast convergence of the
discretized models is encouraging. It should also

be underlined that the computed command can
very well be certified by numerical and practical
experiments, so that a delay in the theoretical
study is not a fatal trouble for applications.

In (Laroche et al., 2000), the use of divergent
series is also considered, using “smallest term
summation”. Our approach could also be modified
in order to include such a standpoint. The compu-
tations are fast enough for one dimensional bodies.
We hope to be able in the future to consider the
control of two dimensional objects.
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