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Abstract: Numerical methods for solving the time domain Maxwell equations often rely
on cartesian meshes and are variants of the finite difference time domain method originating
in the seminal work of Yee[23]. In the recent years, there has been an increasing interest in
discontinuous Galerkin time domain methods dealing with unstructured meshes since the
latter are particularly well suited for the discretization of geometrical details that charac-
terize applications of practical relevance. Similarly to Yee’s finite difference time domain
method, discontinuous Galerkin time domain methods generally rely on explicit time in-
tegration schemes and are therefore constrained by a stability condition that can be very
restrictive on highly refined or unstructured meshes and when the local approximation relies
on high order polynomial interpolation. An implicit time integration scheme is a natural
way to obtain a time domain method which is unconditionally stable. However, such a time
scheme comes at the expense of the inversion of a global linear system at each time step, thus
obliterating one of the attractive features of discontinuous Galerkin formulations. In this
paper, we report on our recent efforts concerning the design of an implicit time integration
scheme in conjunction with a discontinuous Galerkin approximation method for solving the
time domain Maxwell equations on unstructured triangular meshes. Despite the memory
and computational overheads induced by the inversion of a global linear system at each
time step, we demonstrate that an implicit discontinuous Galerkin time domain method is a
viable numerical strategy for solving electromagnetic wave propagation problems on locally
refined unstructured meshes.
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Une méthode de type Galerkin discontinu implicite
pour la résolution numérique
des équations de Maxwell 2D en domaine temporel
sur des maillages triangulaires non-structurés

Résumé : La résolution numérique des équations de Maxwell en domaine temporel re-
pose trés souvent sur des méthodes en maillages cartésiens qui sont des variantes de la
méthode différences finies initialement proposée par Yee[23]. Ces derniéres années, un inté-
rét croissant a été porté aux méthodes de type Galerkin discontinu utilisant des maillages
non-structurés ces derniers étant particuliérement bien adaptés a la discrétisation des détails
géométriques qui caractérisent les applications réalistes. Comme dans la méthode différences
finies de Yee, les méthodes de type Galerkin discontinu en domaine temporel font le plus
souvent appel & des schémas d’intégration en temps explicites et sont soumises & des limites
de stabilité qui s’avérent contraignantes en maillages localement raffinés ou lorsque 'ordre
d’interpolation local est élevé. Un schéma d’intégration implicite est une voie naturelle pour
aboutir & une méthode numérique inconditionnellement stable. Cependant, un tel schéma
conduit & la résolution d’un systéme linéaire & chaque pas de temps effacant du méme coup
un des principaux avantages des formulations de type Galerkin discontinu. Nous présen-
tons ici les résultats d’une étude visant & la mise au point d’'une méthode de type Galerkin
discontinu implicite en maillages triangulaires non-structurés pour la résolution numérique
des équations de Maxwell 2D. Nous démontrons notamment qu’en dépit des surcoiits mé-
moire et computationnel induits par 'inversion d’un systéme linéaire & chaque pas de temps,
une telle méthode conduit & une stratégie performante pour la simulation de problémes de
propagation d’ondes électromagnétiques en maillages localement raffinés.

Mots-clés : électromagnétisme numérique, équations de Maxwell en domaine temporel,
méthodes Galerkin discontinues, intégration en temps implicite.
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1 Introduction

In the numerical treatment of the time domain Maxwell equations, finite difference time
domain (FDTD) methods based on Yee’s scheme|23] are still prominent because of their
simplicity (a time explicit method defined on Cartesian meshes) and their non-dissipative
nature (they hold an energy conservation property which is an important ingredient in
the numerical simulation of unsteady wave propagation problems). Unfortunately, when
dealing with complex geometries, the FDTD method is not always the best choice since
local refinements of the grid, albeit possible in the form of subgridding techniques [6], has
an adverse effect on accuracy and efficiency. In particular, local refinement translates in a
very restrictive time step in order to preserve the stability of the explicit leap-frog scheme
used for time integration in the FDTD method. Finite element time domain (FETD) based
on unstructured meshes can eagsily deal with complex geometries however they induce heavy
computations or require accurate and efficient lumping of mass matrices [20]. Finite volume
time domain (FVTD) methods on unstructured meshes also appeared as an alternative to
FDTD methods, but they suffer from numerical diffusion resulting from the use of upwind
schemes [8], and their extension to high-order accuracy is a tedious task.

A viable alternative to the aforementioned methods which has been knowing a remarkably
vigorous development during the last decade is known as the discontinuous Galerkin method
[M-[2]-[B]. Originally devised for dealing with hyperbolic problems and largely adopted by
the computational fluid dynamics community, this method is now applied to a variety of
problems of practical interest and in particular, to the numerical resolution of the time
domain Maxwell equations [I5]-[9]-|7]- [I3]-[Id-|21]. Discontinuous Galerkin time domain
(DGTD) methods can be seen as high order generalizations of the FVTD methods, where the
finite element approximation is piecewise constant inside elements. The different achieve-
ments of the FVTD methods are now being extended in the context of DGTD applications
motivated by the ability of these methods to handle complicated geometries, media and
meshes, to achieve a high order of accuracy by simply choosing suitable basis functions, to
allow long-range time integrations and, last but not least, to remain highly parallelizable
[5]. However, DGTD methods suffer from the same limitation concerning the allowable
time step on locally refined unstructured meshes. Moreover, locally refined meshes induce
numerical dispersion that may be corrected by local time-stepping strategies which is still
an open problem in the framework of time domain numerical methods in general and the
DGTD method in particular. Recently, promising solutions to local time-stepping strategies
in combination with DGTD methods [22] have been proposed in the framework of symplectic
time integration schemes.

An implicit time integration scheme is a natural route to a time domain method which is
unconditionally stable. However, such a time scheme comes at the expense of the inversion
of a global linear system at each time step, thus obliterating one of the attractive features
of discontinuous Galerkin formulations. Nevertheless, an implicit time scheme can prove
beneficial with regards to the stability restriction on the time step if used locally in regions
where the underlying mesh is highly refined and if a stable explicit-implicit coupling can be

INRIA



Implicit DGTD method for the 2D Mazwell equations 5

achieved. As a matter of fact, one of the methods proposed in [22] actually aims at combining
explicit and implicit time integration schemes in a stable way (the resulting method can be
seen as a locally implicit DGTD method). As a first step in this direction, we report here
on our recent efforts concerning the design of a global implicit time integration scheme
in conjunction with a discontinuous Galerkin approximation method for solving the time
domain Maxwell equations on unstructured triangular meshes. Despite the memory and
computational overheads induced by the inversion of a global linear system at each time
step, we actually demonstrate that a globally implicit discontinuous Galerkin time domain
method is a viable numerical strategy for solving electromagnetic wave propagation problems
on locally refined unstructured triangular meshes. This is considered as a promising result
in view of designing a globally or locally implicit DGTD method for solving the 3D Maxwell
equations on tetrahedral meshes.

As mentioned previously, Yee’s FDTD method has been the prevalent numerical strategy
for solving the time domain Maxwell equations. A few implicit variants of this method
have been developed among which, the alternating direction implicit finite difference time
domain (ADI-FDTD) method [I8] which is a non-dissipative implicit FDTD method. In
[1R], the authors demonstrate through numerical experiments that the ADI-FDTD method
allows reductions in CPU times by a factor roughly equal to 4 as compared to the original
FDTD method, for compatible levels of accuracy of the solutions of problems related to
antenna design. Introduced more than fifty years ago for solving parabolic and elliptic
partial differential equations [19], the ADI-FDTD method offers unconditional stability with
modest computational overhead despite its implicit formulation. The ADI scheme is based
on a factorization of the implicit matrix operator as A = L,L,L, where L, , . are tri-
diagonal matrices that essentially correspond to the discretization of 1D problems in the z,
y and z directions. A comprehensive analysis of the numerical dispersion of the ADI-FDTD
method in the three-dimensional case is presented in [24] where it is shown that, on a non-
uniform Cartesian mesh, the time step can be taken uniformly the same as that defined by
the coarsest cell without altering the accuracy in the finer mesh regions. However, in [14],
Garcia at al. exhibit accuracy limitations of the ADI-FDTD method that have not been
revealed by studies on numerical dispersion, by investigating the truncation error on the
time step due to the factorization. More precisely, the ADI-FDTD method is expressed as a
O(At?) perturbation of an implicit Crank-Nicolson FDTD formulation and it is shown that
some terms of the truncation error grow with the square of the time increment multiplied
by the spatial derivatives of the fields, thus giving rise to potentially large numerical errors
as the time step is increased.

Implicit time domain methods on general unstructured meshes have not been studied
extensively so far. The main argument for not considering implicit time integration schemes
in this context is that for each time iteration, a linear system must be solved which involves
an irregularly structured sparse matrix, thus requiring a direct (LU-like) or preconditioned
iterative procedure. Clearly, for three-dimensional problems, this can preclude the use of
a time integration scheme. In this paper, we report on the results of a first step in this
direction. We study and evaluate an implicit time integration scheme in conjunction with a

RR n° 6110



6 A. Catella, V. Dolean and S. Lanteri

discontinuous Galerkin approximation method for solving the time domain Maxwell equa-
tions on unstructured triangular meshes. Despite the memory and computational overheads
induced by the use of an implicit time integration scheme, we demonstrate the benefits of
using such a scheme for time domain electromagnetic wave propagation problems on locally
refined unstructured meshes. The proposed method is formulated in section ] which also in-
cludes theoretical results concerning energy conservation and well-posedness of the discrete
problem. The resulting implicit DGTD method is evaluated numerically in section Bl both
in terms of accuracy and overall performance. Finally, section Hl concludes this study and
states future research directions.

2 Implicit DGTD-P, method

The starting point of this study is given by the explicit DGTD-P, method presented in [13]
for solving the three-dimensional time domain Maxwell equations on unstructured tetrahe-
dral meshes. Beside a standard discontinuous Galerkin formulation, this method is based on
two basic ingredients: a centered approximation for the computation of the numerical flux
at inter-element boundaries, and an explicit leap-frog time integration scheme. The implicit
DGTD-P, method differs from its explicit counterpart in the time integration scheme which
is now chosen to be a Crank-Nicolson scheme. The resulting implicit DGTD-IP, method
is non-dissipative and unconditionally stable as will be shown in the sequel. Although the
objective of this paper is to evaluate the proposed method in the context of the numerical
resolution of the two-dimensional Maxwell equations, in this section we formulate and study
the implicit DGTD-P, method in the more general case of the three-dimensional case.

2.1 Formulation of the continuous problem

The system of time domain Maxwell equations in the absence of current sources is given by:

{ eOE — curl(H) =0, (1)

pOH + curl(E) = 0.
where E and H are the unknown electric and magnetic fields, € and p respectively denote
the electric permittivity and the magnetic permeability (the propagation medium is assumed

to be a linear and isotropic material). Our goal is to solve system () in a domain €2 of border
00 =T, UT,,, where we impose the following boundary conditions:

nxE=0onl,,,

an—\/gnx(Hxn)zoonI‘a.

Here n denotes the unit outward normal to 92. The first boundary condition is called
metallic (referring to a perfectly conducting surface) while the second condition is called
absorbing, takes the form of the Silver-Miiller condition which is a first order approximation

(2)
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of the exact absorbing boundary condition and is applied on I', which represents the artificial
limit of the computational domain.

Problem () can be rewritten under the following form:

GoOyW + G0, W + G0, W + G.0.W =0 in Q,
(Mr,, — Gu)W =0 on T\, (3)
(Mr, — Gn)W =0 on T,.

where W = (E,H)’ represents the electromagnetic field and matrix Gy contains the

properties of the media:
elds  0Ozx3
Go = ,
0 (03 x3  plds

where Idy is the identity matrix of size k and 0;x,, the [ x m null matrix. Here GG; with
l € {z,y, 2} is such that G;W = (H x e;, —E x e;)?, where e, is an element of the canonical

base of R? :
O3x3  Ne
G = N
: (Néz O3X3>

while Gy, is such that G, W = (H x n, —E x n)* and is given by:

0 n, -—n,
Gn = <O]i;3 ON n ) with Ny = [-n. 0 n,
n 83 n, -n, 0

The matrices G} and G, are the positive and negative parts [ of matrix G,. We define
also |Gn|= G — G, . Therefore |Gy| is given by:

|G |: NnNIi; 03><3
" O3x3  NENn ) -

Finally, the matrices Mr, and Mr, are used for taking into account the metallic and
absorbing boundary conditions:

_ (03x3 Ny _
M, = (U5t 0 ) and i, = [Gal (@

In particular, we note that (Mpr, — Gn)W =0« G, W =0.

1If Gn = TAT-! with A a diagonal matrix of eigenvalues of Gy then GE = TATT-! where At
(respectively A™) contains the positive (respectively negative) eigenvalue of the matrix Gn.

RR n° 6110
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2.2 Semi-discretization in time

In this study, we discretize the system (Bl with respect to the time variable using the Crank-
Nicolson scheme:

Wn+1 —Wn Wn+1 WwWn
Go | ———— | + (G0, + G0, + G,0,) VAW 0, (5)
At o 2
where W™ is the approximation of W at time ¢, = nAt¢ and At denotes the time step.
For each t,,, we thus need to solve the following boundary value problem:
BGoW + (G205 + Gyoy + G.0, )W =F, in Q,
(Mp,, —Gn)W =0o0nT,,, (6)
(Mr, —Gn)W =0o0nT,,

2
where § = L W = W" and F = GoW" — (G0, + G0, + G.0,)W™. This system
can be reformulated as a symmetric Friedrichs system and according to the results stated in
[11], the associated boundary value problem (@) is well-posed in the functional space:

V ={W € H(curl) x H(curl); (Mr,, — Gu)W]|r,, =0, (Mr, — Gu)W]|p, =0}

The main motivation for using a Crank-Nicolson scheme rather than, for instance, a sec-
ond order, upwind in time, implicit scheme is the following result concerning the conservation
property of the semi-discrete electromagnetic energy.

Lemma 1 Let a semi-discrete electromagnetic energy be defined by:

1 1 1
en =5 [ W (GoWnde =5 [ S| B [ de 5 [ B P do
2 Q 2 0 2 Q

then this energy is non-increasing in time, E"tY < €7, and it is exactly conserved in the
absence of absorbing boundaries (T, = 0).

Wn+1 WwWn
Proof if we take the scalar product of (@) by (%) and integrate over () we
obtain:
gn+1 _g&n Wn+1 +Wn t Wn+1 +Wn
T A, -~ - 5 zyz \ T 5 d ) 7
s - ) e (e o
with Guyy. = (G0, + G40y + G;0.). We can easily see that:
/thsz Wt GaW ds—/thwz

INRIA
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Therefore,
1
/thsz = - W!H(GLW)ds,
Q 2 Jaq
1

1
= 5 [ WHGaW)ds+5 [ W' CaW)ds,
Fa

2 Jr,,
1 1

= —/ Wt(Mme)ds—F—/ W (Mr, W)ds,
2 Jr,, 2 Jr,

and using now the boundary operators @) we get (since Mr, is skew-symmetric and
|G| is positive):

W4 G0, + Gydy + G,O, )W = % / W (|Gn|W)ds > 0. (8)
Q Ta

From (@) and () the conclusion follows easily. |

2.3 Semi-discretization in space
Let 7} be a discretisation of the computational €2 such that:
O, =7, = U K.
KeTy,

In this study, the numerical approximation W, of the solution of problem (@) lies in the
space C1([0,T]; V},) where:

Vi = {V e [LXQP x [LX(QP|VK € Tn , Vi € Py(K)}, 9)

where P, (K) denotes a space of polynomial elements of degree at most p over the element
K.

By taking now the scalar product of [B) by a regular vector field V and integrating over
an element K, we get:

t

| @ownvass [ [ S Goaw, | Vis—o . wevi o)
K K le{z,y,z}

RR n° 6110
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and integration by parts yields:

/(Goatwh)tvczz—/wg > GV | da
K K le{z,y,z} (11)

+/ (G Wi)'Vds =0 , YV €V,
oK

where ng is the unit outward normal to the border of element K. In equation (I
we still need to define an approximation of the boundary integral operand, called main
numerical fluz in [I1]-[12]. Then, Eq. ([ becomes:

/(Goatwh)th—/w; Y GaV|da
K K le{z,y,z} (12&)

+ Z /(@F(Wh))tVdSZO , YV € V.
Fear 7

The definition of @z needs to ensure the consistency of the approximation method. It
depends on the type of face:

IF,KGnF{Wh} if Fe ‘7:0,

Pp(Wh) =141 (12b)
§(MF,K + Ip gk Gn, )Wy if F € (F UF,).

where Fy denotes the set of purely internal faces of 7;, and F,, (respectively F,) the set
of faces on the boundary T, (respectively I';). Note that we adopt here a centered scheme
as in [13], for the evaluation of the flux through an internal face F € F,. Moreover, I
denotes the incidence matriz between faces and elements of 7;, whose dimension is ng X ng
(np: number of faces and ng: number of elements) and is defined by:

0 if F' does not belong to K,
1if F € K and F and K have the same

Ipk = orientation (i.e sign(nfng) = 1),
—1if F € K and F and K do not have
the same orientation (i.e (sign(ntmnx) = —1).

For a face F = K N K where K is a neighboring element of K, we define the jump of
the vector field V;, and its average as:

IVilr = IpxVik + 1pg Vg and {Vitr = =(Vik +Vig), (13)
| \

N | =

INRIA
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where Vh‘ x denotes the restriction of Vj, to the element K. In the present case, we use
the centered flux for the internal faces [I3] while for the faces F. For boundary faces, we
set:

03x3  Nn >
I if FeF,,
Mp g = RE (—Nf,F O3x3 (14)
|Gnp| if F € F,.

Using now the weak form ([Zal) and by summing over all elements K of 7j, the problem
at hand is to find Wy, € V}, such that VV € V}, :

/ (Gody W) Vda — Z/Wf > GV |dx
Qpn

KeTn le{z,y,z}
1 t
+ Z /(§(MF,K+IF,KGnF)Wh> Vds (15)
FeF,UF,

+ Z / nF{Wh}F) [[V]]FdS—O

FeFo

This weak formulation is inspired by [IT}, equation (4.26)] and adapted to problem ().
The convergence properties of the semi-discretized problem have been studied in [I3] where
its is shown that the spatial error behaves as O(h™»(:5)) where p is the polynomial order
and s comes from the assumed regularity of the solution of the continuous problem.

2.4 Properties of the totally discretized problem

First remark that the last integral term of Eq.(H) can be rewritten as (with K a neighboring
element of K) :

S [ Curd Wik VIrds = 3 3 [ 5 (G Wogs) (Vi) s

FeFo KeT, Fed
FeFo

+ZZK/

KeT, Fed
FeFo

(GnFWhug)t (Ir.xV k) ds,

N)I)—l

RR n° 6110



12 A. Catella, V. Dolean and S. Lanteri

thus:

1 t
Z /F(an{wh}p)t[[V]]F + Z /F(Q(MF’K—FIF’KGHF)Wh) Vds
FeFo FeFnUF,
1 t
= Z 8K§ (GnFWh|K) (IpyKV‘K) dS
KeTy,

£ X Y [ 5 (6 W) Vi)t

KeT, FEOK
FeFo

Yy

KeT,, FeoK
FE(FmUFa)

(MF,KWh|K)tV\KdS7

DN | =

but:

/ (GnFWh‘K)t (IF,KV|K) dS == / Wz Z Glalv d(E
9K K le{z,y,z}

/ Z GlalWh Vdz.
K

le{z,y,z}

_|_

Taking into account the above expressions, Eq.([[H) becomes:

/ (Goatwh)tVd;U — %Z/Wi Z GOV | dx
Qp K

KeT, le{z,y,z}
t

+ %/ > GOW, | Vdz

K le{z,y,z}
RS Z/(G Wi) (IrxVik) ds

D) » np |K ) |K

KeT, FEOK

1 FeFy

t

1YY [ i Vi

KeT, FeoK
Fe(fmU]:a)

INRIA
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or equivalently:

2/ (Gody W) Vda — Z/W; > GaV | de+
Qp K

KeT, 1e{w,y,2}
t

Z / Z GIOOW, | Vdx +

KeTy, K le{z,y,z} (16)
t
> /F[(Ganh|K)t(1F7,~<Vl,~<)+(GanhK) (IFVKV|K)] ds +
FeFo
Z (MpyKWh)t Vds = 0.

FeFUF, T

We now introduce the following bilinear forms:

a(W,V) = 2 / (GoW)' Vd,
Qpn
t
bH(W,V) = —/ wi > Gav d:v+/ > GOW | Vdz,
S 1e{z,y.2} O \1e{ay,z}
t t
(W, V) = % / [(GanK) (1r.a Vi) + (CurWii) (IF,KVK)} ds
FeFo F
+ > (Mp xW)' Vds
FEFUF, " T

Thus ([I3) is equivalent to find W}, € V}, such that YV € V}, :

a(OW, V) +b(W, V) +¢(W,V)=0,VV €V, (17)
Note that the bilinear form b(W,V) is skew-symmetric thus 6(Wp, W},) = 0. Further-
more, since Gy, is symmetric and PR = —Ir g we obtain:

C(Wh,wh): Z /(MFﬁKWh)tthS.
FeFnuF, ' F

and, using the boundary operators (@) and since Mr,, is skew-symmetric:

Wi Wi) = 32 [ (16, [Wa) Wids. (18)
Fer,”F

RR n° 6110



14 A. Catella, V. Dolean and S. Lanteri

The totally discretized problem by the Crank-Nicolson scheme is then to find WZ“ €W
such that YV €V}, :

Ba(WitE V) + bW V) 4 (W V) 1)
19
= Ba(W}, V) =b(W}p, V) —c(W}p, V),

2
where = AL given W = W, (0), where W(0) is the discretization of the intial
condition. This discrete problem has a unique solution as stated by the following result.

Lemma 2 The homogeneous discrete problem

Find W, € V, such that
Ba(Wp, V) + bW, V)+ (W, V)=0,VV €V,

possesses only the trivial solution.

(20)

Proof Using Eq. (I8) and the fact that the bilinear form b(W,V) is skew-symmetric we
get:

Ba(Wi, Wp) +b(Wi, W) +c(Wp, W) = 28 [ (GoWy) Wda

_|_

Qp
> | WG, [Whds = 0.
FeF, ¥

Since G is symmetric positive definite and |Gy, .| is positive, the conclusion follows. H
A direct consequence of the fact that the bilinear form b(W, V) is skew-symmetric and
of property ([I§) is the following discrete counterpart of Lemma [1

Lemma 3 If we define the discrete energy by:

1
then this energy is non-increasing in time, 5,’1”1 < &, and it is exactly conserved in
absence of absorbing boundaries (T, = ().

Wit +wp

Proof Choose as a test function V = in (I3 and use the the facts that

b(W, V) is a skew-symmetric bilinear form, and that Gy, and |Gy, .| are symmetric matrices.

|

In summary, the totally discretized problem, which can be seen as a time discretization of

a system of ordinary differential equations, is unconditionally stable and second order accu-

rate in time. The spatial accuracy is given by the convergence properties of the discontinuous

Galerkin method using centered fluxes [I3]. Finally, it preserves a discrete electromagnetic
energy, which is an important property for long time simulations.

INRIA
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3 Numerical results

3.1 Two-dimensional Maxwell equations

The proposed implicit DGTD method has been first applied to the numerical resolution of
the two-dimensional transverse magnetic Maxwell equations:

OH, O0B.

or Ty O
0H, OE.
H ot Oz =0,

OE. 0H, OH., _

ot ox dy

The implicit DGTD method proposed here requires the resolution of a sparse linear
system at each time step however, for non-dispersive materials, the coefficient of this system
are time independent, a feature that can be taken into account to minimize the additional
computational overhead. Consequently, in this study, we decided to use a LU factorization
method for sparse matrices more precisely, the MUMPS multifrontal sparse matrix solver [4].
The sparse matrix characterizing the implicit DGTD method has a block structure where
the size of a block is 3n, x 3n,, n, being the number of degrees of freedom associated to a
nodal polynomial basis of the space P, i.e n, = ((p + 1)(p + 2))/2. This matrix is factored
once for all before the time stepping loop. Then, each linear system inversion amounts to a
forward and a backward solve using the triangular L and U factors.

3.2 Eigenmode in a metallic cavity

The first test case that we consider is the propagation of an eigenmode in a unitary square
cavity with perfectly conducting walls. This test case allows a direct comparison with an
exact solution. Here, it will also be used to demonstrate that we cannot take advantage
of the proposed implicit DGTD-P, method if the underlying mesh is uniform (or quasi-
uniform) while substantial reductions of the computing time can be achieved in the case of
a non-uniform mesh. For this purpose, we make use of two triangular meshes (see Fig. [l):

e a uniform mesh consisting of 1681 vertices and 3200 triangles. The non-dimensioned
time step corresponding to CFL-Py=1 is (At), = 0.017678 m (the physical time step
is defined by (At), = (At),/3.10% s). For the interpolation orders p > 1, the time
step actually used is CFL-P, x (At), where CFL-P, is the CFL number associated to
the DGTD-P, method.

e a non-uniform mesh consisting of 1400 vertices and 2742 triangles. The ratio between
the largest and smallest edges of this mesh is 178. In this case, the minimum and
maximum values of the time step are respectively given by (At),, = 0.000434 m and
(At)pr = 0.070617 m. The time step used in the simulations is CFL-P,, x (At),.
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For the explicit DGTD-P, method, CFL-P, < 1 and the actual value is dictated by
stability issues while CFL-IP, can be set to an arbitrarily large value for the implicit DGTD-
P, method but is constrained in practice by accuracy issues as it will be shown in the sequel.
Results are given on Fig. B to B in the form of the time evolution of various quantities: the
L2 error between the numerical and exact solutions, the discrete energy (ZI) and the E,
component of the electric field. The simulations were carried out for ten periods. Computing
times are summarized in Tab. [l and B Tt is clear from these results that a second order
implicit time integration scheme is not a good option if the underlying mesh is uniform.
Indeed, the numerical dispersion introduced by the Crank-Nicolson scheme notably degrades
the overall accuracy of the calculation. However, if a non-uniform mesh is used then an
implicit scheme becomes a viable strategy despite the computational overhead of the solution
of a linear system at each time iteration. Taking into account the time behavior of the L2
error on Fig. @ and B, we see that a CFL value of 12.0 (respectively 4.0) for the implicit
DGTD-P; method (respectively DGTD-Py method) yields an acceptable solution. For these
values of the CFL, the gain in overall computing (CPU) times between the implicit and
explicit methods is respectively equal to 3.3 and 2.2 (note that the given CPU times include
the factorization times).

1 1
0.9 09p
0.8 08k
0.7 0.7
0.6 06
> 05 > 05K
0.4 0.4 —
0.3 03
0.2 0.2
0.1 01fF

% 05 1 % 0.5 1

X X

Figure 1: Uniform (left) and non-uniform (right) meshes of a unitary square cavity

3.3 Diffraction of a plane wave by a square

The second test case that we consider is the diffraction of a plane wave by a perfectly
conducting square of side length ¢ = 0.25 m. The far-field boundary I', where the first
order Silver-Miiller absorbing condition is applied is defined as a square of side length ¢ =
1.0 m. We make use of a non-uniform mesh (see Fig. [l) consisting of 6018 vertices and
10792 triangles. The ratio between the largest and smallest edges of this mesh is 357. In
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" Explicit DGTD-P1 - CFL=0.3 ——
implicit DGTD-P1 - CFL=1.0 -------
Implicit DGTD-P1 - CFL=1.5 --------

A A AAANANNNAN

A AR

0.001
le-04
] 5e-09 le-08 1.5e-08 2e-08 2.5e-08 3e-08 3.5e-08 4e-08 4.5e-08 5e-08
0.128 . , : :
Exact
Explicit DGTD-P1 - CFL=0.3 -~~~
Implicit DGTD-P1 - CFL=1.0 «+---+-
Implicit DGTD-P1 - CFL=1.5
0.127
A
0.126 7

0.125

0.124

0.123

0.122

0 5e-09  1le-08 1.5e-08 2e-08 2.5e-08 3e-08 3.5e-08 4e-08 4.5e-08 5e-08

Figure 2: Eigenmode in a unitary square cavity - Uniform mesh
DGTD-P; method: time evolutions of the L2 error (top) and discrete energy (bottom)

Time integration | Method | CFL-P, | CPU time

Explicit DGTD-P, 0.3 15 sec
Implicit - 1.0 44 sec
- - 1.5 30 sec

Table 1: Eigenmode in a unitary square cavity - Uniform mesh
CPU times (AMD Opteron 2 GHz based workstation)
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T T : :
Exact
Explicit DGTD-P1 - CFL=0.3 -------
Implicit DGTD-P1 - CFL=1.0 «+--=--
1 Implicit DGTD-P1 - CFL=1.5

) L e
AR
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|
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0 5e-09 le-08 1.5e-08 2e-08 2.5e-08 3e-08 3.5e-08 4e-08 4.5e-08 5e-08

Figure 3: Eigenmode in a unitary square cavity - Uniform mesh
Time evolution of E.: DGTD-P; method

Time integration | Method | CFL-P, | CPU time
Explicit DGTD-P, 0.3 443 sec
Implicit - 12.0 133 sec

- - 24.0 67 sec
Explicit DGTD-P, 0.2 2057 sec
Implicit - 2.0 1923 sec

- - 4.0 938 sec

- - 6.0 620 sec

Table 2: Eigenmode in a unitary square cavity - Non-uniform mesh
CPU times (AMD Opteron 2 GHz based workstation)
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" Explicit DGTD-P1 . CFL=0.3 ——
Implicit DGTD-P1 - CFL=12.0
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Figure 4: Eigenmode in a unitary square cavity - Non-uniform mesh
DGTD-P; method: time evolutions of the L2 error (top) and discrete energy (bottom)
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0.001 T T T T
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Figure 5: Eigenmode in a unitary square cavity - Non-uniform mesh
DGTD-P; method: time evolutions of the L2 error (top) and discrete energy (bottom)
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Figure 6: Eigenmode in a unitary square cavity - Non-uniform mesh
Time evolution of E.: DGTD-P; method (top) and DGTD-P; method (bottom)
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this case, the minimum and maximum values of the time step are respectively given by
(At), = 0.000286 m and (At)y; = 0.098589 m. As previously, the time step used in the
simulations is CFL-P,, x (At),,. Simulations have been conducted for three frequencies of the
incident plane wave, F=300 MHz, F=600 MHz and F=900 MHz. In each case, simulations
are carried out for then periods and a discrete Fourier transform is applied to the field
components during the last period.

Results are shown on Fig. B to[M0in terms of the z-wise 1D distribution for y = 0.25 m of
the discrete Fourier transform (DFT) of E,. For each configuration (DGTD-P, method and
frequency F), we show the distribution of DFT(E,) for the time explicit calculation which is
considered here as the reference solution, and two distributions of DFT(E,) corresponding to
time implicit calculations using respectively the maximum allowable CFL yielding a solution
that fit the reference one, and a larger CFL yielding a less accurate solution. Note that these
1D distributions are plotted in terms of the degrees of freedom that are located on the line
y = 0.25 m (see also Fig. [) and the associated values of DFT(FE.) are computed as the
mean value of the local, element-wise, values. Computing times are summarized in Tab. Bl
These results call for two main remarks:

e as expected, the maximum allowable CFL value decreases when the frequency of the
incident plane wave increases. Not surprisingly, despite the fact that the implicit
DGTD method is unconditionally stable, the maximum allowable CFL value is gener-
ally dictated by physical considerations.

e as a result, for a given interpolation order, the gain in CPU time i.e the ratio of
CPU time of the explicit DGTD calculation to the CPU time of the implicit DGTD
calculation, decreases when the frequency increases. For instance, for p = 2 this
ratio ranges from 7.5 for F=300 MHz to 3.0 for F=900 MHz. However, for a given
frequency, this gain increases with the interpolation order: for F=900 MHz, this ratio
is respectively equal to 3.0 for p = 2 and 5.5 for p = 3.

4 Conclusion and future works

In this paper we have studied an implicit DGTD-P, method for solving the time domain
Maxwell equations on unstructured triangular meshes. This method is non-dissipative, sec-
ond order accurate in time an p + 1-th order accurate in space. As usual with time implicit
schemes, this method requires the resolution of a sparse linear system at each time step.
For non-dispersive materials, the coefficients of the associated sparse matrix are constant
in time. Taking into account this feature in the linear system solution strategy is a key
ingredient for obtaining a computationally efficient method. For two-dimensional problems,
a direct solver based on a LU factorization such as the one adopted in this study is generally
considered as the optimal strategy, at least from the computing time point of view. In this
study, by adopting a multifrontal sparse matrix solver, we have clearly demonstrated that
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Figure 7: Diffraction of a plane wave by a square: triangular mesh
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Frequency || Time integration | Method | CFL-P, | CPU time
300 MHz Explicit DGTD-P; 0.3 1602 sec
- Implicit - 15.0 370 sec
- Explicit DGTD-P, 0.2 5677 sec
- Implicit - 15.0 762 sec
600 MHz Explicit DGTD-P; 0.3 758 sec
- Implicit - 7.0 383 sec
- Explicit DGTD-P, 0.2 3074 sec
- Implicit - 7.0 767 sec
900 MHz Explicit DGTD-P, 0.2 2191 sec
- Implicit - 5.0 746 sec
- Explicit DGTD-Ps 0.1 8771 sec
- Implicit - 5.0 1591 sec

Table 3: Diffraction of a plane wave by a square
CPU times (AMD Opteron 2 GHz based workstation)
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Figure 8: Diffraction of a plane wave by a square: F=300 MHz
1D distribution of DFT(E.), y = 0.75 m
Top: DGTD-P; method - Bottom: DGTD-P2 method
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Figure 9: Diffraction of a plane wave by a square: F=600 MHz
1D distribution of DFT(E.), y = 0.75 m
Top: DGTD-P; method - Bottom: DGTD-P2 method
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Figure 10: Diffraction of a plane wave by a square: F=900 MHz
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Top: DGTD-P2 method - Bottom: DGTD-P3 method
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an implicit discontinuous Galerkin time domain is a viable numerical strategy for solving
electromagnetic wave propagation problems on locally refined unstructured meshes.

Concerning future works, our first objective will be to adapt the implicit DGTD-P,
method proposed here to the case of the three-dimensional time domain Maxwell equations.
From the mathematical formulation point of view, this extension will be straightforward.
Moreover, we can reasonably expect that the theoretical results of section B will still be
valid in the 3D case. However, from the computational efficiency viewpoint, it is clear that
a global direct solver such as the multifrontal method adopted in this study will not be an
acceptable option due to the large memory capacity required for the simulation of realistic
three-dimensional problems, especially if the computational domain is discretized using un-
structured tetrahedral meshes. In this context, parallel computing will be a mandatory path
and although MUMPS [4] is a parallel sparse matrix solver, we plan to consider a Schwarz
type domain decomposition method [I0)] as a mean to build an hybrid iterative/direct solver,
and still benefit from the fact that the sparse matrix associated to a sub-domain problem
can be factored once for all before the time stepping loop.

On the other hand, a characteristic of our implicit DGTD-P,, method which can be im-
proved is the time accuracy through the choice of an alternative implicit time integration
scheme. Indeed, the Crank-Nicolson scheme used in this study is non-dissipative and second-
order accurate. However, it is also characterized by a second order numerical dispersion
which is the main factor limiting the CFL that can be used in practice. One possible ap-
proach to increase the accuracy of the Crank-Nicolson scheme is to apply a defect-correction
in time procedure [16]. An expected advantage of this accuracy enhancement strategy is
that it will preserve basic properties of the underlying second order accurate scheme among
which, unconditional stability.

Finally, one may question about the viability of a globally implicit time integration
strategy in certain practical situations such as those involving a triangulation which is uni-
form almost everywhere except in a localized region where the mesh is highly refined and
unstructured. In such cases, a locally implicit strategy [22] will probably prove to be the
most appropriate strategy. Designing such a locally implicit (or hybrid explicit/implicit)
DGTD-P, will be considered in a future work.
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