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Abstract— We consider batch reinforcement learning problems
in continuous space, expected total discounted-reward Markovian
Decision Problems when the training data is composed of the
trajectory of some fixed behaviour policy. The algorithm studied
is policy iteration where in successive iterations the action-value
functions of the intermediate policies are obtained by means of
approximate value iteration. PAC-style polynomial bounds are
derived on the number of samples needed to guarantee near-
optimal performance. The bounds depend on the mixing rate
of the trajectory, the smoothness properties of the underlying
Markovian Decision Problem, the approximation power and
capacity of the function set used. One of the main novelties of the
paper is that new smoothness constraints are introduced thereby
significantly extending the scope of previous results.

I. INTRODUCTION

We consider batch reinforcement learning (RL) in continu-

ous state space, finite action space expected total discounted-

reward Markovian Decision Problems (MDP). The defining

feature of batch reinforcement learning is that the training data

is gathered ‘off-line’, typically by collecting samples whilst a

fixed behaviour policy is controlling the system. In this paper

we consider the problem of learning a good controller given a

finite amount of training data. In fact, we are interested in the

information content of such a finite-sample: The question we

ask is ‘what performance can be achieved given such a finite

sample?’.

A natural algorithm for batch learning is fitted policy

iteration used in quite a few previous empirical works (see,

e.g., [1], [2]). In this paper we develop the theory for fitted

policy iteration when the policies encountered are evaluated

using trajectory-based approximation value iteration (TBAVI).

TBAVI mimics approximate value iteration, with action-values

replacing state-values and works by combining interleaving

regression and with the steps of value iteration: Given a policy

to evaluate, in the value iteration loop the next iterate is

obtained by solving a regression problem where the targets

are computed using one-step predictions based on the data, the

most recent iterate and the policy. When this loop finishes, the

next policy is formed as the greedy policy w.r.t. the action-

value function returned. Hence, the whole procedure can be

thought of as a sample-based approximate policy iteration

algorithm, where the user may control the number of iterations

and the regression procedure.

The main contribution of the paper is the finite-sample

analysis of this algorithm. In particular, for the first time,

we derive Probably Approximately Correctness (PAC) finite-

sample performance bounds on the policy returned by this

algorithm. The most important factors influencing this perfor-

mance are the mixing-rate of the trajectory, some smoothness

(stochasticity) parameters of the dynamics of the associated

MDP, the capacity of the function space F and the number of

policy improvement and evaluation steps.

One difficulty of the analysis is that the same training

data is used throughout all the iterations of the algorithm.

The motivation for using all the data is that we observed

empirically that it is more efficient to use all data in all

iterations than e.g. processing data in disjoint blocks. However,

when all data are used throughout all iterations the previous

iterates become dependent on the entire data set. As a result,

the straightforward application of supervised-learning PAC-

techniques fails and one may suspect that without additional

restrictions (compared to the usual capacity assumptions) the

algorithm may degenerate. We work out a set of conditions

on the function space, under which no such degeneracy

happens. Another contribution is that a new set of smoothness

conditions are worked out on the MDP’s dynamics that might

be easier to verify than similar previous conditions, such as

those of e.g. by [3] and that we relate previous conditions on

the MDP’s dynamics to bounds on the MDP’s top-Lyapunov

exponent.

The organization of the paper is as follows: In the next

section (Section II) we introduce the necessary symbols and

notation. The algorithm is given in Section III. Our main result

is presented in Section IV along with a sketch of its proof. In

Section V the conditions of the main result and related work

are discussed. Our conclusions are drawn in Section VI.

II. NOTATION

For a measurable space with domain X we let M(X ) denote

the set of all probability measures over X and let B(X ) be

the system of measurable sets of X . For ν ∈ M(X ) and

f : X → R measurable we let ‖f‖p,ν (for p ≥ 1) denote the

Lp(ν)-norm of f : ‖f‖p
p,ν =

∫

|f(s)|pν(ds). We simply write

‖f‖ν for the L2-norm of f . We denote the space of bounded

measurable functions with domain X by B(X ). Further, the



space of measurable functions bounded by 0 < K < ∞ shall

be denoted by B(X ; K). We let ‖f‖∞ denote the supremum

norm: ‖f‖∞ = supx∈X |f(x)|. IE denotes the indicator of

event E, 1 denotes the function that takes on the constant

value one everywhere over its domain.

A discounted MDP is defined by a quintuple

(X ,A, P, S, γ), where X is the (possible infinite) state

space, A = {a1, a2, . . . , aL} is the set of actions,

P : X × A → M(X ) is the transition probability kernel

with P (·|x, a) defining the next-state distribution upon taking

action a from state x, S(·|x, a) gives the corresponding

distribution of immediate rewards, and γ ∈ (0, 1) is the

discount factor.

We make the following assumption on the MDP:

Assumption 1 (MDP Regularity): X is a compact subspace

of the s-dimensional Euclidean space. We assume that the

random immediate rewards are bounded by R̂max, the ex-

pected immediate reward function, r(x, a) =
∫

rS(dr|x, a),
is uniformly bounded. We let Rmax denote the bound on the

expected immediate rewards: ‖r‖∞ ≤ Rmax.

A policy is defined as a mapping from past observations to a

distribution over the set of actions. A policy is deterministic if

the probability distribution concentrates on a single action for

all histories. A policy is called non-stationary Markovian if the

distribution depends only on the last state of the observation

sequence and the length of the history. A policy is called

stationary (Markovian) if the distribution depends only on the

last state of the observation sequence (and not on the length

of the history).

The value of a policy π when it is started from a state

x is defined as the total expected discounted reward that

is encountered while the policy is executed: V π(x) =
Eπ [

∑∞
t=0 γtRt|X0 = x] . Here Rt is the reward received

at time step t, Rt ∼ S(·|Xt, At), Xt evolves according

to Xt+1 ∼ P (·|Xt, At) where At is sampled from the

distribution assigned to the past observations by π. We

introduce Qπ : X × A → R, the action-value func-

tion, or simply the Q-function of policy π: Qπ(x, a) =
Eπ [

∑∞
t=0 γtRt|X0 = x, A0 = a].

The goal is to find a policy that attains the best possible

values, V ∗(x) = supπ V π(x) for all states x ∈ X . V ∗ is called

the optimal value function. A policy π∗ is called optimal if

V π∗

(x) = V ∗(x) for all x ∈ X . The function Q∗(x, a) is

defined analogously: Q∗(x, a) = supπ Qπ(x, a). We say that

a (deterministic stationary) policy π is greedy w.r.t. an action-

value function Q ∈ B(X ×A), and we write π = π̂(·; Q), if,

for all x ∈ X , a ∈ A, π(x) ∈ argmaxa∈A Q(x, a). Since A is

finite, such a greedy policy always exist. It is known that under

mild conditions the greedy policy w.r.t. Q∗ is optimal [4].

For a deterministic stationary policy π, we define the operator

Tπ : B(X × A) → B(X × A) by (TπQ)(x, a) = r(x, a) +
γ

∫

Q(y, π(y))P (dy|x, a). It is known that V π, Qπ(·, a) are

bounded by Rmax/(1 − γ), just like Q∗ and V ∗.

We assign to any deterministic stationary policy π : X →
A the operator Eπ : B(X × A) → B(X ) defined by

(EπQ)(x) = Q(x, π(x)). Further, we define two operators

FittedPolicyQ(D,K,Q0,PEval,π)

// D: samples (trajectory)

// K: number of iterations

// Q0: Initial Q-function

// PEval: Policy evaluation routine

// π: Behaviour policy that generated the samples

Q ← Q0 // Initialization

for k = 0 to K − 1 do

Q′ ← Q
Q ←PEval(π̂(·; Q′), D, π)

end for

return Q // or π̂(·; Q), the greedy policy w.r.t. Q

Fig. 1. Model-free Policy Iteration

corresponding to the transition probability kernel P . The right-

linear operator is defined by P · : B(X ) → B(X × A)
and (PV )(x, a) =

∫

V (y)P (dy|x, a), whilst the left-linear

operator is defined by ·P : M(X × A) → M(X ) with

(ρP )(dy) =
∫

P (dy|x, a)ρ(dx, da). This operator is also

extended to act on measures over X with the definition

(ρP )(dy) = 1
L

∑

a∈A

∫

P (dy|x, a)ρ(dx). By composing P
and Eπ , we define Pπ = PEπ . Note that this equation defines

two operators: a right- and a left-linear one.

Throughout the paper F ⊂ {f : X → R} will denote a

subset of real-valued functions over the state-space X . For

convenience, we will treat elements of FL as real-valued

functions f defined over X×A with the obvious identification

f ≡ (f1, . . . , fL), f(x, aj) = fj(x), j = 1, . . . , L. For

ν ∈ M(X ), we extend ‖·‖p,ν (p ≥ 1) to FL by ‖f‖p,ν =

( 1
L

∑L
j=1 ‖fj‖

p
p,ν)1/p.

III. ALGORITHM

Assume that we are given a finite but long trajectory

{(Xt, At, Rt)}1≤t≤N generated by some stochastic stationary

policy π: At ∼ π(·|Xt), Xt+1 ∼ P (·|Xt, At), Rt ∼
S(·|Xt, At). We shall assume that π is ‘persistently exciting’

in a sense that {(Xt, At, Rt)} mixes fast (this will be made

precise in Section IV) and that Xt is stationary.

The algorithm studied in this paper is shown in Figure 1.

It is an instance of policy iteration, where policies are only

implicitly represented via action-value functions. In the figure

D denotes the sample {(Xt, At, Rt)}1≤t≤N , K is the number

of iterations, Q0 is the initial action-value function, π is the

behaviour policy used to generate the samples, PEval is a

procedure that takes data in the form of a long trajectory and

a policy π̂ = π̂(·; Q′), the greedy policy with respect to Q′.

Based on π̂, PEval should return an estimate of the action-

value function Qπ̂ . There are many possibilities to implement

PEval. In this paper we consider an iterative procedure that

can be thought of as a fitted value iteration algorithm applied

to action-value functions and a single sample path.

Define the functions (Qm)1≤m≤M over X ×A as follows.



Start with Q0 = 0 and solve M times the fitting problem:

Qm = arginf
f∈FL

L̂N (f ;Qm−1, π̂), (1)

where L̂N (f ;Q, π̂) = 1
LN

∑N
t=1

d2
t (f(·,At);Q,π̂)

π(At|Xt)
, with

dt(f ; Q, π̂) = Rt + γQ(Xt+1, π̂(Xt+1)) − f(Xt)

being the tth TD-error. In the following we shall call this

procedure the trajectory-based approximate value iteration

(TBAVI) algorithm. Note that in (1) the minimization can be

computed in a componentwise fashion:

Qm(·, aj) = arginf
f∈F

L̂N,j(f ; Qm−1, π̂),

where

L̂N,j(f ; Q, π̂) =
1

N

N
∑

t=1

I{At=aj}

π(aj |Xt)
d2

t (f ; Q, π̂). (2)

(Strictly speaking, the normalization with the behaviour policy

π is not needed for the soundness of the algorithm. It is

included for simplifying the analysis only.)

For any Q, π̂, let

Lj(f ; Q, π̂)
def

= E

[

L̂N,j(f ; Q, π̂)
]

.

TBAVI is motivated by the identity

Lj(f ;Q, π̂) =
∥

∥f − (T π̂Q)j

∥

∥

2

ν
+ L∗

j (Q, π̂), (3)

where

L∗
j (Q, π̂) = E [Var [d0(0, Q; π̂)|X0, A0 = aj ]]

is a constant that is independent of f . Note that this identity

holds for any fixed Q and π̂. Hence, arginff∈F Lj(f ;Q, π̂) =

arginff∈F

∥

∥f − (T π̂Q)j

∥

∥

2

ν
and we may think of the pro-

cedure as approximate value iteration (projecting (T π̂Q)j

on the space F w.r.t. ‖·‖ν distances) using empirical risk

minimization.

However, this analogue is not entirely valid. First, the

samples used in the procedure come from a single-trajectory

underlying the behaviour policy and hence are correlated. We

deal with this using a ‘blocking’ technique due to Yu [5],

similarly to the work of Meir [6] who used it to analyse

time-series prediction. The other difficulty is caused by the

inherent structure of the algorithm: New iterates depend on

previous ones. Denoting the kth policy by πk and the mth

iterate of the kth call of TBAVI by Qm
k , we find that in general

E

[

L̂N,j(f ; Qm
k , πk)

]

6= ‖f − (TπkQm
k )j‖

2
ν + L∗

j (Q
m
k , πk)

since Qm
k and πk are random. One may try to fix this by

replacing the first quantity by E

[

L̂N,j(f ;Qm
k , πk)|Qm

k , πk

]

.

However, since Qm
k and πk depend on the same set of samples

as used in the definition of the loss function L̂N,j , this change

does not help either. At this point one might wonder if TBAVI

is indeed a sound procedure.

In the next section we will show that it is, provided that

some (reasonable) assumptions are made on the function space

F . Clearly, if F is very restricted, i.e., when it consists of a

single function only (admittedly not a very interesting case

when it comes to the optimization step), then the analogue

to empirical risk minimization revives. At this point one may

conjecture that if F is sufficiently restricted then Qm
k and,

more importantly, πk will be sufficiently restricted (since πk

is by definition the greedy policy with respect to Qk−1 ∈ FL)

the analogue will continue to hold. In fact, it turns out that

in addition to requiring (the usual condition) that the pseudo-

dimension of F is finite, it suffices to assume that the VC-

dimension of the 0 level-sets corresponding to functions of the

form f1 − f2 (f1, f2 ∈ F) is finite. We call this quantity the

VC-crossing dimension of F [7].

IV. MAIN RESULT

Before describing the main result we need some definitions.

We start with a mixing-property of stochastic processes. In-

formally, a process is mixing if future depends only weakly

on the past, in a sense that we now make precise:

Definition 1: Let {Zt}t=1,2,... be a stochastic process. De-

note by Z1:n the collection (Z1, . . . , Zn), where we allow

n = ∞. Let σ(Zi:j) denote the sigma-algebra generated by

Zi:j (i ≤ j). The m-th β-mixing coefficient of {Zt}, βm, is

defined by

βm = sup
t≥1

E
[

sup
B∈σ(Zt+m:∞)

|P (B|Z1:t) − P (B)|
]

.

{Zt} is said to be β-mixing if βm → 0 as m → ∞.

For a β-mixing process that mixes at an exponential rate we

let b, κ be defined by βm = O(exp(−bmκ)). For our results

we will need the following conditions on the training data:

Assumption 2 (Sample Path Properties): Let

{(Xt, At, Rt)}t be the sample path of π. We assume

that Xt is strictly stationary, and Xt ∼ ν ∈ M(X ). Further,

we assume that {(Xt, At, Rt, Xt+1)} is β-mixing with

exponential-rate (b, κ) and the sampling policy π satisfies

π0
def

= mina∈A infx∈X π(a|x) > 0.
The β-mixing property will be used to establish tail inequali-

ties for certain empirical processes.

Let us now define some smoothness constants that depend

on the MDP. Let ρ be the distribution used to evaluate the

performance of the algorithm.

Definition 2: We call C(ν) ∈ R
+ ∪ {+∞} the transition

probabilities smoothness constant, defined as the smallest

constant such that for x ∈ X , B ⊂ X measurable, a ∈ A,

P (B|x, a) ≤ C(ν)ν(B) (if no such constant exists, we set

C(ν) = ∞). Now, for all integer m ≥ 1, we define c(m) ∈
R

+ ∪ {+∞} to be the smallest constant such that, for any m
stationary policies π1, π2, . . . , πm,

ρPπ1Pπ2 . . . Pπm ≤ c(m)ν, (4)

Note that these constants1 depend on ρ and ν.

1Again, if there exists no such constants, we simply set c(m) = ∞.
Note that in (4) ≤ is used to compare two operators. The meaning of ≤

in comparing operators H, G is the usual: H ≤ G iff Hf ≤ Gf holds for
all f ∈ Dom(H). Here ν is viewed as an operator acting on B(X ×A).



We let C2(ρ, ν) and C3(ρ, ν) denote the second and third

order future state distribution smoothness constants, defined

by

C2(ρ, ν) = (1 − γ)2
∑

m≥1

mγm−1c(m), (5)

C3(ρ, ν) = (1 − γ)3
∑

m≥1

m(m + 1)

2
γm−1c(m). (6)

Moreover, we define the transition probability ρ-smoothness

constant K(ρ) to be the smallest constant such that, for all

stationary policy π,

ρPπ ≤ K(ρ)ρ,

and the discounted future state distribution ρ-smoothness

constant Kγ(ρ) to be the smallest constant such that, for all

stationary policy π,

ρ(1 − γ)(I − γPπ)−1 ≤ Kγ(ρ)ρ.
The results are stated below under the conditions that

Ci(ρ, ν), i = 2, 3 are finite, or that K(ρ), Kγ(ρ) are finite. A

discussion of these conditions will be provided in Section V-A.

During the course of the proof, we will need several capacity

concepts of function sets. We assume that the reader is familiar

with concepts of VC-dimension (see, e.g. [8]). We introduce

covering numbers because slightly different definitions of it

exist in the literature:

For a semi-metric space (M, d) and for ε > 0, define

the covering number N (ε,M, d) as the smallest value of m
for which there exist g1,g2,. . . ,gm ∈ M such that for every

f ∈ M, minj d(f, gj) < ε. If no such finite m exists then

N (ε,M, d) = ∞. In particular, for a class F of X → R

functions and points x1:N = (x1, x2, . . . , xN ) in X , we use

the empirical covering numbers, i.e., the covering number of

F with respect to the empirical L1 distance lx1:N (f, g) =
1
N

∑N
t=1 |f(xt) − g(xt)|. In this case N (ε,F , lx1:N ) will be

denoted by N1(ε,F , x1:N ).
Assumption 3 (Capacity Assumptions on the Function Set):

Assume that F ⊂ B(X ;Qmax) and that the pseudo-

dimension (VC-subgraph dimension) VF+ of F is finite.2 Let

C2 = {{x ∈ X : f1(x) ≥ f2(x)} : f1, f2 ∈ F}. Assume also

that the VC-dimension VC2 of C2 is finite. This latter quantity

is called the VC-crossing dimension of F [7].

We shall also need that FL is almost-invariant with respect

to (certain) policy-evaluation operators:

Definition 3: F , a subset of a normed function-

space is said to be ε-invariant with respect to the

set of operators T acting on the function-space if

infg∈F ‖g − Tf‖ ≤ ε holds for any T ∈ T and f ∈ F .

Our main result is the following:

Theorem 1: Choose ρ ∈ M(X ) and let ε, δ > 0 be fixed.

Let Assumption 1 and 2 hold and let Qmax ≥ Rmax/(1 −
γ). Fix F ⊂ B(X ;Qmax). Let T be the set of policy

evaluation operators {T π̂(·;Q)|Q ∈ FL}. Assume that FL is

2The VC-subgraph dimension of F is defined as the VC-dimension of the
subgraphs of functions in F .

O(ε/(L log(2/ε)))-invariant for operators from T and with

respect to the norm ‖·‖ν and that F satisfies Assumption 3.

Then there exists integers N, M, K that are polynomials in

L, Qmax, 1/b, 1/π0, VF+ , VC2 , 1/ε, log(1/δ), 1/(1− γ) and

C(ν) such that

P (‖V ∗ − V πK‖∞ > ε) ≤ δ.

Similarly, there exists integers N,M, K that are

polynomials of the same quantities, except that C(ν)
is replaced by either max(C2(ρ, ν), C3(ρ, ν)) or

max(K(ρ), Kγ(ρ)), such that

P

(

‖Q∗ − QπK‖ρ > ε
)

≤ δ.

Note that from ‖Q∗ − QπK‖ρ bound on ‖V ∗ − V πK‖ρ does

not follow immediately. However, the techniques used in this

paper can be used to get such a bound (see [9]).

At this point one might also wonder if a function space

required in the statement of the problem exists at all. In fact,

if no restriction is put on the MDP’s dynamics (or the state

space) then this seems hard to guarantee. However, continuity

of the MDP’s dynamics is sufficient to ensure the existence of

these spaces:

Definition 4: If there exists finite α,Lp, Lr such that the

conditions

sup
(B,x,x′,a)∈

B(X )×X2×A

|P (B|x, a) − P (B|x′, a)| ≤ LP ‖x − x′‖
α

,

sup
(x,x′,a)∈X 2×A

|r(x, a) − r(x′, a)| ≤ Lr ‖x − x′‖
α

.

are satisfied then we say that the MDP is (α,Lp, Lr)-
Lipschitzian.

Pick any stationary policy π and assume that the MDP is

(α, Lp, Lr)-Lipschitzian. It is easy to check that if Q ∈ B(X×
A; Qmax) then TπQ is L = (Lr + γQmaxLP )-Lipschitzian;

i.e., for any x, x′ ∈ X ,

|(TπQ)(x, a) − (TπQ)(x′, a)| ≤ (Lr + γQmaxLP )|x − x′|α.

Note that L is independent of the policy chosen. Denote the

space of (L,α)-Lipschitz action-value functions by Lip(α;L).
Consider a nested sequence of function spaces {Fn}n such

that Fn ⊂ B(X ×A; Qmax). Then TπFn
def

= {TπQ |Q ∈ Fn}
will only contain L-Lipschitz functions:

TπFn ⊂ Lip(α; L,Qmax)
def

= Lip(α; L) ∩ B(X ×A; Qmax).

Let dν(F ,G) = supf∈F infg∈G ‖g − Tf‖ν . Then

dν(TπFn,Fn) ≤ dν(Lip(α; L,Qmax),Fn).

If we make the right-hand side converge to zero then so

will do left-hand side. Now, dν(Lip(α;L, Qmax),Fn) ≤
dν(Lip(α;L),Fn), where we exploited that Lip(α, L) =
∪Qmax>0Lip(α; L,Qmax) which holds thanks to the compact-

ness of X . The idea is to select {Fn} such that for any

α, L > 0, limn→∞ dp,µ(Lip(α; L),Fn) = 0. Such function

sequences are called universal. Their existence follows by

standard results of approximation theory [10] and in fact many



popular choices (neural nets, regression trees, wavelets, etc.)

satisfy this requirement. The VC-dimension of these function

spaces is typically finite. Moreover, amongst them those that

are linear have finite VC-crossing dimension, as well.

One remaining issue is that classical approximation spaces

are not uniformly bounded (i.e., the functions in them do not

assume a uniform bound). One solution is to use truncations:

Let Γq be the truncation operator: Γqr = r iff |r| ≤ q and

Γqr = sign(r)q otherwise (q, r ∈ R). Then ΓQmax
Lip(α; L) =

Lip(α; L,Qmax) and thus dν(Lip(α; L,Qmax), ΓQmaxFn) =
dν(ΓQmax

Lip(α; L), ΓQmax
Fn) ≤ dν(Lip(α; L),Fn),. Since

neither the VC-dimension nor the VC-crossing dimension is

increased by truncation, if {Fn} is universal with finite VC-

and VC-crossing dimensions and since π was arbitrary, for

large enough n {ΓQmax
Fn}n will satisfy the conditions of the

theorem.

However, fitting using these truncated spaces might be a

difficult optimization problem. From the point of view of

implementations, it might be a better choice to do the fitting

first and then truncate the results. Our theorem can be extended

to such a procedure by following standard techniques (cf.

Chapter 10 of [11]).

A. Bounds on the Error of the Fitting Procedure

We first introduce some auxiliary results required for the

proof of the main result of this section. We start with the

following lemmata:

Lemma 2: Suppose that Z0, . . . , ZN ∈ Z is a stationary β-

mixing process with mixing coefficients {βm}, Z ′
t ∈ Z (t ∈

H) are the block-independent “ghost” samples as in [5], and

H =
⋃mN

i=1 Hi as in the proof of Lemma 6 below, and that F
is a permissible class of Z → [−K, K] functions. Then

P

(

sup
f∈F

∣

∣

∣

1

N

N
∑

t=1

f(Zt) − E [f(Z0)]
∣

∣

∣
> ε

)

≤ 16E [N1(ε/8,F , (Z ′
t; t ∈ H))] e−

mN ε2

128K2 + 2mNβkN
.

(This lemma is based on Lemma 4.2 in [5].)

By a partition of X we mean an ordered list of disjoint

subsets of X whose union covers X and a partition family is

just a set of partitions. Let Π be such a family of partitions

of X . Define the cell count of Π as follows:

m(Π) = max
π∈Π

|{A ∈ π : A 6= ∅}|.

We will work with partition families that have finite cell

counts. Note that we may always achieve that all partitions

have the same number of cells by introducing the necessary

number of empty sets. Hence, in what follows we will always

assume that all partitions have the same number of elements.

Given a class G of functions on X and a partition family Π,

define

G ◦ Π =
{

f =
∑

Aj∈π

gjI{Aj} : π = {Aj} ∈ Π, gj ∈ G
}

.

We refine Proposition 1 in [12] to a bound in terms of the

covering number of the partition family: :

Lemma 3: Let x1:N ∈ XN , let G be a class of uniformly

bounded functions on X (∀g ∈ G : |g| ≤ K) whose empirical

covering numbers on all subsets of x1:N are majorized by

φN (·), and let Π be any partition family with m(Π) < ∞. For

π = {Aj}, π′ = {A′
j} ∈ Π, introduce the metric d(π, π′) =

dx1:N (π, π′) = µN (π △ π′), where

π △ π′ = {x ∈ X : ∃j 6= j′; x ∈ Aj ∩ A′
j′} =

m(Π)
⋃

j=1

Aj △ A′
j ,

and µN (A) = 1
N

∑N
i=1 I{xi∈A} is the empirical measure

corresponding to x1:N for every Borel set A ⊂ X . For every

ε > 0, α ∈ (0, 1),

N1(ε,G ◦ Π, x1:N ) ≤ N
( αε

2K
,Π, dx1:N

)

φN ((1 − α)ε)m(Π).

Lemma 3 is used by the following lemma:

Lemma 4: Let x1:N ∈ XN , let F be a class of uniformly

bounded functions on X (∀f ∈ F : |f | ≤ K) whose empirical

covering numbers on all subsets of x1:N are majorized by

φN (·), and let G1
2 denote the class of indicator functions

I{f1(x)≥f2(x)} : X → {0, 1} for any f1, f2 ∈ F . Then for

every ε > 0,

N (ε,FL ×FL, x1:N )

≤ N1

(

ε

2L(L − 1)K
,G1

2 , x1:N

)L(L−1)

φN (ε/2)L,

where the distance of (f, Q′) and (g, Q̃′) ∈ FL × FL in the

left-side covering number is defined as

1

N

N
∑

t=1

|f(xt, π̂(xt; Q
′)) − g(xt, π̂(xt; Q̃

′))|.

Finally, see [13] (and [8, Theorem 18.4]) for

Proposition 5 ([13] Corollary 3): For any set X , any

points x1:N ∈ XN , any class F of functions on X taking

values in [0, K] with pseudo-dimension VF+ < ∞, and any

ε > 0, N1(ε,F , x1:N ) ≤ e(VF+ + 1)
(

2eK
ε

)V
F+

.

The following is the main result of this section:

Lemma 6 (PAC-bound for TBAVI): Let Assumption 1,2,

and 3 hold and let Qmax ≥ R̂max/(1 − γ). Fix 1 ≤ j ≤ L.

Let Q, Q′ be real-valued random functions over X × A,

Q(ω),Q′(ω) ∈ FL (possibly not independent from the sample

path). Let π̂ = π̂(·;Q′) be a policy that is greedy w.r.t. to

Q′. Let f ′
j be defined by f ′

j = arginff∈F L̂N,j(f ; Q, π̂). Fix

ε, δ > 0 and assume that FL is ε/(2L)-invariant w.r.t. T ,

implying

Ej(F)
def

= sup
Q,Q′∈FL

inf
f∈F

∥

∥

∥
f − (T π̂(·;Q′)Q)j

∥

∥

∥

ν
≤ ε/2. (7)

If N = poly(L,Qmax, 1/b, 1/π0, VF+ , VC2 , 1/ε, log(1/δ)),
where the degree of the polynomial is O(1 + 1/κ), then

P

(

∥

∥f ′
j − (T π̂Q)j

∥

∥

ν
> ε

)

≤ δ.

Proof: (Sketch) We have to show that f ′
j is close

to (T π̂(·;Q′)Q)j with high probability, noting that Q
and Q′ may not be independent from the sample path.

By (7), it suffices to show that ‖f ′
j − (T π̂(·;Q′)Q)j‖

2
ν



is close to inff∈F ‖f − (T π̂(·;Q′)Q)j‖
2
ν . Denote the

difference of these two quantities by ∆(f ′
j , Q, Q′). Note

that ∆(f ′
j , Q, Q′) is increased by taking its supremum

over Q and Q′. In fact, supQ,Q′ ∆(f ′
j , Q, Q′) =

supQ,Q′(Lj(f
′
j ;Q, π̂(·; Q′)) − inff∈F Lj(f ; Q, π̂(·; Q′))),

thanks to (3). Since E[L̂N,j(f ; Q, π̂)] = Lj(f ; Q, π̂) holds

for any f ∈ F , Q ∈ FL and policy π̂, by defining a suitable

error criterion l
(j)
f,Q,Q′(x, a, r, y) in accordance with (2), the

problem can be reduced to a usual uniform deviation problem

over LF,j = {l
(j)
f,Q,Q′ : f ∈ F , Q, Q′ ∈ FL}. Since the

samples are correlated, Pollard’s tail inequality cannot be

used directly. Instead, we use the method of [5]: We split the

samples into mN pairs of blocks {(Hi, Ti)|i = 1, . . . , mN},

each block compromised of kN samples (for simplicity

we assume N = 2mNkN ) and then use Lemma 2 with

Z = X × A × R × X , F = LF,j . The covering numbers of

LF,j can be bounded by those of F and FL × FL, where

in the latter the distance is defined as in Lemma 4. Next

we apply Lemma 4 and then Proposition 5 to bound the

resulting three covering numbers in terms of VF+ and VC2
.

Defining kN = N
1

1+κ + 1, mN = N/(2kN ) and substituting

βm ≤ e−bmκ

, we get the desired polynomial bound on the

number of samples after some tedious calculations.

B. Propagation of Errors

In this section we analyse how the errors made in the

innermost loop propagate through FPI. We us the following

notation in this section: Let the initial policy be π0. Let Qm
k

denote the mth approximation to the action-value function

Qπk of πk = π̂(·; Qk−1). Let the error made in the mth step

of TBAVI be εm
k : εm

k
def

= Qm+1
k − TπkQm

k , 0 ≤ m ≤ M − 1.

Further, let Qk = QM
k . Note that in this section we deal with

pointwise bounds (i.e., for a fixed element ω of the probability

space).

Lemma 7: Let p ≥ 1. For any η > 0, there exists K and

M that are linear in log(1/η) (and log Rmax) such that, if the

Lp,ν norm of the approximation errors εm
k is bounded by some

ε, i.e., ‖εm
k ‖p,ν ≤ ε for all 0 ≤ k < K, 0 ≤ m < M , then the

following bounds hold:

‖Q∗ − QπK‖∞ ≤
2γ

(1 − γ)3
[C(ν)]1/pε + η, (8)

‖Q∗ − QπK‖p,ρ ≤
2γ

(1 − γ)3
[C2,3(ρ, ν)]1/pε + η, (9)

‖Q∗ − QπK‖p,ρ ≤
2γ

(1 − γ)3
[K ′(ρ)]1/pε + η, (10)

for arbitrary distribution ρ and where

C2,3(ρ, ν) = max{C2(ρ, ν), C3(ρ, ν)} and K ′(ρ) =
KK(ρ)Kγ(ρ)2[Kγ(ρ)(1 + γK(ρ)) + 1 − γ]/(2γ).

The message of this result is that if the individual errors of

the iterates are called then the final error can be controlled,

too.

Proof: For i = 2 or 3, we have C(ν) ≥ Ci(ρ, ν) for any

ρ. Thus, if (9) holds for any ρ, choosing ρ to be a Dirac at

each state implies that (8) also holds. Therefore, (9) implies

(8).

Let Ek = Pπk+1(I − γPπk+1)−1(I − γPπk) − Pπ∗

,

Zk = Q∗ − Qπk , Um
k = Qm

k − Qπk , Wk = Qk − Qπk .

Closely following the proof of Lemma 4 of [14] (applied to

Q-functions), we have: Zk+1 ≤ γPπ∗

Zk + γEkWk, for all

0 ≤ k ≤ K − 1. Hence, by induction

ZK ≤ γ

K−1
∑

k=0

(γPπ∗

)K−k−1EkWk + (γPπ∗

)KZ0.

On the other hand, Um+1
k = εm

k + γPπkUm
k , thus by

induction (on m), Wk = UM
k =

∑M−1
m=0 (γPπk)M−1−mεm

k +
(γPπk)MU0

k . Hence,

ZK ≤ γ

K−1
∑

k=0

M−1
∑

m=0

(γPπ∗

)K−k−1Ek(γPπk)M−1−mεm
k

+γ

K−1
∑

k=0

(γPπ∗

)K−k−1Ek(γPπk)MU0
k (11)

+(γPπ∗

)KZ0.

By taking the absolute value pointwise in this latter inequal-

ity, we get

ZK ≤ γ

K−1
∑

k=0

M−1
∑

m=0

(γPπ∗

)K−k−1Fk(γPπk)M−1−m|εm
k |

+ γ

K−1
∑

k=0

(γPπ∗

)K−k−1Fk(γPπk)M |U0
k | + (γPπ∗

)KZ0

where Fk = Pπk+1(I − γPπk+1)−1(I + γPπk) + Pπ∗

.

Now, given that ||U0
k ||∞, ||Z0||∞ ≤ 2Rmax/(1 − γ), we

rewrite the above inequality as

ZK ≤ σ
[

K−1
∑

k=0

M−1
∑

m=0

αm
k

σ
Am

k |εm
k | +

K−1
∑

k=0

αM
k

σ
AM

k 2Rmax1

+
αK

σ
AK

(1 − γ)2

γ
Rmax1

]

where 1 is the vector with components 1, and αm
k , αM

k , αK ,

σ, (0 ≤ k < K, 0 ≤ m < M ) are real numbers defined by:

αm
k =

2

1 − γ
γK+M−k−m−1,

αM
k =

2

(1 − γ)2
γK+M−k,

αK =
2γ

(1 − γ)3
γK

which satisfy σ =
∑K−1

k=0 (
∑M−1

m=0 αm
k +αM

k )+αK = 2γ
(1−γ)3 .

And the stochastic (right-linear) operators Am
k , AM

k , AK (0 ≤
k < K, 0 ≤ m < M ) are defined by:

Am
k =

1 − γ

2
(Pπ∗

)K−k−1Fk(Pπk)M−m−1,

AM
k =

1 − γ

2
(Pπ∗

)K−k−1Fk(Pπk)M ,

AK = (Pπ∗

)K .



By definition, ‖ZK‖p
p,ρ = ρ|ZK |p. Plugging in the bound

on ZK and using Jensen’s inequality twice, we get

‖ZK‖p
p,ρ = ρ|ZK |p

≤ σp
[

ρ

K−1
∑

k=0

M−1
∑

m=0

αm
k

σ
Am

k |εm
k |p +

K−1
∑

k=0

αM
k

σ
(2Rmax)

p

+
αK

σ

[ (1 − γ)2

γ
Rmax

]p
]

. (12)

Let rM
K be the sum of the last two terms in the previous

bound. Then

rM
K = σp−1

(

K−1
∑

k=0

αM
k (2Rmax)

p + αK

[ (1 − γ)2

γ
Rmax

]p

)

≤
2γ

(1 − γ)3
(

2p + γ−p
)

γmin{K,M}Rp
max

is smaller than ηp for K and M linear in log(1/η)
(and log Rmax), i.e. whenever γmin{K,M} ≤

1
2p+γ−p

[

(1−γ)3

2γ
η

Rmax

]p

.

Let us bound the first term in (12) in two different manners

to deduce (9) and (10). First, we use the definition of the c(m)
and Ci(ρ, ν) constants, thus

σpρ

K−1
∑

k=0

M−1
∑

m=0

αm
k

σ
Am

k

≤ σp−1
K−1
∑

k=0

M−1
∑

m=0

γK+M−k−m−1

[

∑

n≥0

γn
(

c(K + M − k − m − 1 + n)

+γc(K + M − k − m + n)
)

+c(K + M − k − m − 1)
]

ν

≤ σp−1
[ γ

(1 − γ)2
C2(ρ, ν) +

(1 + γ)γ

(1 − γ)3
C3(ρ, ν)

]

ν

≤
[ 2γ

(1 − γ)3

]p

C2,3(ρ, ν)ν,

which, together with the bound on rM
K , gives (9).

Now, we derive similar bounds using the K(ρ) and Kγ(ρ)
constants: the first term in (12), divided by σp−1, satisfies

ρ

K−1
∑

k=0

M−1
∑

m=0

αm
k Am

k

≤ ρ

K−1
∑

k=0

γK−k−1(Pπ∗

)K−k−1Fk

M−1
∑

m=0

γM−m−1(Pπk)M−m−1

≤ ρ

K−1
∑

k=0

γK−k−1(Pπ∗

)K−k−1Fk(I − γPπk)−1

≤ ρ(I − γPπ∗

)−1
K−1
∑

l=0

Fl(I − γPπl)−1

≤
K

(1 − γ)2
K2

γ(ρ)
[

K(ρ)
Kγ(ρ)

1 − γ
(1 + γK(ρ)) + K(ρ)

]

ρ

Thus the first term in (12) is bounded by

σpρ

K−1
∑

k=0

M−1
∑

m=0

αm
k

σ
Am

k ≤
[ 2γ

(1 − γ)3

]p

KK2
γ(ρ)K(ρ)

[

Kγ(ρ)(1 + γK(ρ)) + 1 − γ
]

ρ/(2γ).

This, together with the bound on rM
K proves (10).

C. Proof of the Main Result

Proof: Given Lemma 6 and 7, the proof is a straightfor-

ward application of a union bounding argument (with respect

to the error events of the individual iterations) and hence its

details are omitted.

V. DISCUSSION

A. Smoothness Conditions

One of the major conditions of the main result is that

Ci(ρ, ν), i = 2, 3 are finite, or that K(ρ),Kγ(ρ) are finite.

The purpose of this section is to shed some light on the nature

of these conditions.

In fact, notice first that the results continue to hold under the

condition C(ν) < +∞. To see this just note that Ci(ρ, ν) <
C(ν), i = 2, 3 holds for any distribution ρ (this follows simply

since (ρPπ1Pπ2 . . . Pπm−1)Pπm ≤ C(ν)ν).

Note that C(ν) < ∞ is satisfied whenever the transition

density kernel is absolute continuous w.r.t. ν. This holds for

compact state-space MDPs where the dynamics can be put in

the state-space form Xt+1 = f(Xt, Ut) + Wt(Xt, Ut), where

f is a measurable function and Wt is a zero-mean random

variable that admits a density w.r.t. ν that is uniformly bounded

and ν is lower bounded (such as the Lebesgue measure). The

density may depend on Xt and Ut, but the bound on it should

be independent of Xt, Ut. The “noisier” is the dynamics,

the smallest is the smoothness constant C(ν). Whilst for

C(ν) < ∞, Wt must admit a density, ruling out deterministic

systems or systems with jumps in the dynamics, Ci(ρ, ν) < ∞
(i = 2, 3) may hold for such systems, see [15]. However even

the class of MDPs that assume a bounded density and are

Lipschitz continuous is large in a sense that their worst-case

complexity is exponential in the dimension of X [16].

Now let us relate Ci(ρ, ν) < ∞ (i = 2, 3) to the top-

Lyapunov exponent of the system. As our starting point

we take the definition of top-Lyapunov exponent associated

with sequences of finite dimensional matrices: If {Pt}t is

sequence of square matrices with non-negative entries and

{yt}t is a sequence of vectors that satisfy yt+1 = Ptyt

then, by definition, the top-Lyapunov exponent is γ̂top =
lim supt→∞(1/t) log+(‖yt‖∞). If the top-Lyapunov exponent

is positive then the associative system is sensitive to its initial

conditions (unstable). A negative Lyapunov exponent, on the

other hand, indicates that the system is stable; in case of certain

stochastic systems the existence of strictly stationary non-

anticipating realizations is equivalent to a negative Lyapunov

exponent [17].3

3The lack of existence of such solutions would probably preclude any
sample-based estimation of the system.



Now, one may think of yt as a probability distribution over

the state space and the matrices as the transition probabilities.

One way to generalize the above definition to controlled

systems and infinite state spaces is to identify yt with the

future state distribution when the policies are selected to

maximize the growth rate of ‖yt‖∞. This gives rise to γ̂top =
lim supm→∞

1
m log c(m), where c(m) is defined by (4). Then,

by elementary arguments, we get that if γ̂top < log(1/γ)
then

∑

m≥0 mpγmc(m) < ∞. In fact, if γ̂top ≤ 0 then

Ci(ρ, ν) < ∞, i = 2, 3. Hence, our conditions on Ci(ρ, ν)
can be interpreted as some stability conditions.

Now let us to turn to the discussion of the assumption

on the finiteness of K(ρ) and Kγ(ρ). By calling for the

Neumann-series expansion of (I − γP )−1, it is easy to see

that K(ρ),Kγ(ρ) ≤ C(ρ). We believe that the condition

K(ρ),Kγ(ρ) < ∞ might be easier to verify than the finiteness

of Ci(ρ, ν), i = 2, 3. When the Radon-Nikodym derivative

dν/dρ exists and is bounded then K(ρ) can be bounded

in terms of c(1) and Kγ(ρ) can be bounded in terms of
∑

m≥0 γmc(m). However, in general, these two pairs of

conditions need not be related.

B. Related Work

In terms of the tools and techniques used, the closest

to the work presented here are our earlier papers [3], [7].

However, whilst in [3] we presented results for sample-

based approximate value iteration where a generative model

of the MDP was assumed to be available, in this paper we

dealt with the significantly more complicated problem of

analysing fitted policy iteration applied to a single trajectory.

The paper [7] in this sense is closer to the present work.

However, there a somewhat complicated Bellman-residual like

criterion was considered (that requires the use of an auxiliary

function) that might not look as appealing to some as the

value-iteration based algorithm considered here, which is a

“standard” algorithm. Thus, compared to this previous paper

one of the main contribution is the analysis of an algorithm

that is closest to the algorithms already in use in practice.

However, it remains to be seen which of these algorithms

performs better in applications. Also, the analysis presented

here is substantially different because of the two nested loops

of the algorithm (the price of which is a factor of 1/(1 − γ)
in the bound). Furthermore, as compared to [7] here a more

detailed analysis of the smoothness constraints on the system is

provided and new smoothness conditions are suggested. These

might be easier to verify as they do not depend on the unknown

distribution ν.

As compared to the conditions used by [3], our conditions

on the function class F are (slightly) more restrictive, as far as

the capacity constraints are concerned. The reason is that the

previous iterate, Qk−1, influences the next iterates through the

greedy policy πk = π̂(·; Qk−1). Computing the greedy policy

involves comparing the action-values and hence, in order to

limit the complexity of the resulting policy space, we had to

assume some more conditions on the function class F . We

believe that the constraints on the function class are satisfied

by many popular function classes (e.g., regression trees, neural

networks, etc.), but this remains to be proven. However, finite

dimensional linear function spaces with truncation do satisfy

the requirements of our results. It is also an open question of

finiteness of the VC-crossing dimension is necessary for the

stable behaviour of the algorithm.

VI. CONCLUSIONS

We have considered approximate policy iteration with tra-

jectory based approximate value iteration. Our results show

that the number of samples needed to achieve a small ap-

proximation error depends polynomially on the capacity of the

function class used in the empirical loss minimization step and

the smoothness of the dynamics of the system. One strength

of our results is that they quantify the bias-variance tradeoff

in RL. One of the most important open questions is how to

resolve this tradeoff in an optimal fashion.

VII. ACKNOWLEDGEMENTS

We would like to acknowledge support for this project

from the Hungarian National Science Foundation (OTKA),

Grant No. T047193 (Cs. Szepesvári) and from the Hungarian
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REFERENCES

[1] M. Lagoudakis and R. Parr. Least-squares policy iteration. Journal of

Machine Learning Research, 4:1107–1149, 2003.
[2] D. Ernst, P. Geurts, and L. Wehenkel. Tree-based batch mode rein-

forcement learning. Journal of Machine Learning Research, 6:503–556,
2005.
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