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Abstract

Determining the maximum number of D-dimensional spheres of radius r that can
be adjacent to a central sphere of radius r is known as the Kissing Number Problem
(KNP). The problem has been solved for 2, 3 and very recently for 4 dimensions. We
present two nonlinear (nonconvex) mathematical programming models for the solu-
tion of the KNP. We solve the problem by using two stochastic global optimization
methods: a Multi Level Single Linkage algorithm and a Variable Neighbourhood
Search. We obtain numerical results for 2, 3 and 4 dimensions.

Keywords: sphere packing, NLP, global optimization, stochastic algorithm, multi-
level single linkage, variable neighbourhood search.

1 Introduction

When rigid balls touch each other, in billiard-room terms, they “kiss”. In
mathematical terms, the kissing number in D dimensions is the number of D-
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Fig. 1. The problem in R
2 (a) and R

3 (b). Figure (b) was taken from [18].

spheres of unit radius that can be arranged around a central D-sphere of unit
radius so that each of the surrounding spheres touches the central one without
overlapping. Determining the maximum kissing number in various dimensions
has become a well-known problem in Combinatorial Geometry. Notationally,
we indicate the Kissing Number Problem in D dimensions by KNP(D).

In R
2 the result is trivial: the maximum kissing number is 6 (Fig. 1, a). The sit-

uation is far from trivial in R
3. The problem earned its fame because, according

to Newton, the maximum kissing number in 3D was 12, whereas according to
his contemporary fellow mathematician David Gregory, the maximum kissing
number in 3D was 13 (this fact was stated without proof). This question was
settled, at long last, more than 250 years after having been stated, when J.
Leech finally proved that the solution in 3D is 12 [7]. The question for the
4-dimensional case was very recently settled in a yet unpublished paper by
O. Musin of Moscow State University [11] which shows that the solution of
KNP(4) is 24 spheres. In this paper, we propose a mathematical programming
approach based on two nonconvex continuous models, which we solve with two
global optimization algorithms for the 2, 3 and 4 dimensional cases. One of
these algorithms is a quasi Monte Carlo variant of the Multi Level Single Link-
age (MLSL) algorithm called SobolOpt [6], the other is a novel implementation
of Variable Neighbourhood Search for constrained NLPs. Previously, the KNP
had been used as a validation method for a local optimization code [10,5].

2 The models

We propose two models both of which rely on a variable being maximized (or
minimized) with an associated threshold, called the feasibility indicator. If the
globally optimal value of the feasibility indicator is higher than the threshold,
an N -sphere packing in D dimensions is feasible, otherwise it is infeasible.
Using a bisection principle, we can quickly pinpoint the optimal solution N∗

to KNP(D) as the minimum N such that the N + 1 packing is infeasible.
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We propose two formulations for the KNP. The first one, which we call the
“distance formulation”, is a special case of a more general formulation found in
the technical report [9]. Given parameters D (dimension of Euclidean space)
and N (number of spheres in the packing), the variables xi = (xi

1, . . . , x
i
D), 1 ≤

i ≤ N determine the position of the center of the i-th sphere around the central
one. We maximize the feasibility indicator α ≥ 0 (with threshold 1), which
represents the minimum pairwise sphere separation distance in the N -sphere
configuration being tested, subject to the necessary geometric constraints.
Since the constraints are nonconvex, there may be multiple local minima. If
the solution is α ≥ 1, then there is enough space for N spheres, otherwise
there are overlapping spheres and N > N∗.

max α (1)

∀i ≤ N ||xi||2 = 4 (2)

∀i < j ≤ N ||xi − xj||2 ≥ 4α (3)

α ≥ 0 (4)

∀i ≤ N xi ∈ R
D, (5)

where the norm || · || is taken to be the Euclidean norm. Constraints (2) ensure
that the centers of the N spheres all have distance 2 from the center of the
central sphere (i.e., the N spheres “kiss” the central sphere). Constraints (3)
makes the N spheres non-overlapping. In practice we perform a simplification
based on the following:

||xi − xj||2 =
D
∑

k=1

(xi
k − x

j
k)

2 =
D
∑

k=1

((xi
k)

2 + (xj
k)

2 − 2xi
kx

j
k) =

= ||xi||2 + ||xj||2 − 2
D
∑

k=1

xi
kx

j
k.

By Eq. (2) we have ||xi − xj||2 = 8 − 2
∑D

k=1 xi
kx

j
k, thus constraint (3) can be

reformulated to

∀i < j ≤ N 2α +
D
∑

k=1

xi
kx

j
k ≤ 4. (6)

This reduces the number of nonlinear terms in the problem and makes it
somewhat faster to solve in a local stage of a global optimization algorithm.

We propose a second formulation, which we call the “angle formulation”. As
all centres have distance 2 from the centre of the central sphere, their position
is uniquely identified by their spherical coordinates ϑi

k, for k ∈ {1, 2, . . . , D −
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1} and i ∈ {1, 2, . . . , N}. Adopting spherical coordinates ϑi
k, the cartesian

coordinates xk
i of the sphere centers are defined as

xi
k = cos ϑi

k

d−k
∏

h=1

sin ϑi
h.

We obtain a formulation with polynomial constraints by considering the sines
and cosines of each ϑi

k defined as variables σi
k = sin ϑi

k and γi
k = cos ϑi

k,
respectively. The angle formulation can be defined as follows (we assume γi

D =
1 for each i ≤ N):

min α (7)

∀i ≤ N, k < D (σi
k)

2 + (γi
k)

2 = 1 (8)

∀i < j ≤ N
D
∑

k=1

(

γi
kγ

j
k

D−k
∏

h=1

σi
hσ

j
h

)

≤ 0.5 + α (9)

∀i ≤ N σi ∈ [−1, 1]D−1, γi ∈ [−1, 1]D. (10)

Constraints (8) impose that sin2 ϑi
k +cos2 ϑi

k = 1, while constraints (9) require
that the angle between any two vectors must not exceed π

3
(which implies that

the spheres will not overlap), where the feasibility indicator α is employed in
the minimization direction. If for a given (N,D) the globally optimal α is zero,
then we have found a sphere packing.

3 The methods

A stochastic approach for global optimization, in its simplest form, consists
only of random search and it is called Pure Random Search (PRS). In PRS
an objective function f(x) is evaluated at P randomly chosen points and the
smallest value of f(x) is taken as the global minimum. Advanced stochastic
techniques use stochastic methods to search for local minima and then utilize
deterministic methods to solve a local minimisation problem. Two phases are
considered: global and local. In the global phase, the function is evaluated
in a number of randomly sampled points from a uniform distribution over a
unit Hypercube Hn. In the local phase the sample points are used as starting
points for a local minimization search. The efficiency of the multistage meth-
ods depends both on the performance of the global stochastic and the local
minimization phases.

In the most basic form of the multistage approach a local search is applied
to every sample point. Inevitably, some local minima would be found many
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times. Since the local search is the most CPU-time consuming stage, ideally
it should start just once in every region of attraction. This is the idea behind
various versions of the so-called clustering methods. Extensive reviews on this
subject can be found in [17,15]. One of the most efficient clustering methods
is a MLSL algorithm developed by Rinnooy-Kan and Timmer in [13,14].

The efficiency of MLSL depends on the quality of sampled points. It has been
recognized through theory and practice that uniformly distributed determin-
istic sequences provide more accurate results than purely random sequences.
Low-discrepancy sequences (LDS) are designed specifically to place sample
points as uniformly as possible. Unlike random numbers, successive low dis-
crepancy points “know” about the position of their predecessors and fill the
gaps left previously. Methods based on LDSs are known as quasi Monte Carlo
(QMC) methods. In the majority of applications, QMC methods have supe-
rior performance compared to that of MC methods. Improvement in time-to-
accuracy using QMC methods can be as large as several orders of magnitude.
It was shown in [6] that application of LDS can significantly increase the effi-
ciency of MLSL methods. Central to the QMC approach is the choice of LDS.
Different principles were used for constructing LDSs by Holton, Faure, Sobol’,
Niederreiter and others. Many practical studies have proven that Sobol’ LDS
in many aspects are superior to other LDSs [12,16].

Variable Neighbourhood Search (VNS) is a relatively recent metaheuristic
method which relies on iteratively exploring neighbourhoods of growing size
to identify better local optima [3,4]. More precisely, VNS escapes from the cur-
rent local minimum x∗ by initiating other local searches from starting points
sampled from a neighbourhood of x∗ which increases its size iteratively until
a local minimum better than the current one is found. These steps are re-
peated until a given termination condition is met. The search space is defined
as the hyper-rectangle given by the set of variable ranges xL ≤ x ≤ xU . For
each k ≤ kmax we define hyper-rectangular neighbourhoods Nk(x

∗) with side
lengths proportional to those of xL ≤ x ≤ xU , centered at x∗, whose sides
have been scaled by k

kmax

. More precisely, we let Nk(x
∗) be the hyper-rectangle

yL ≤ x ≤ yU where, for all i ≤ n:

yL
i = x∗

i −
k

kmax

(x∗

i − xL
i ), yU

i = x∗

i +
k

kmax

(xU
i − x∗

i ).

4 Computational results

We solved the KNP by using solvers implementing the methods above within
the framework of the general-purpose global optimization software framework
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ooOPS [8]. Both solvers call a local constrained NLP solver code (SNOPT
[2]) to perform the local descent.

Our computational results were all obtained with a 800MHz Intel Pentium III
CPU with 384 MB RAM running Linux. In Table 1 we report results from the
first model; n, m are the number of variables and constraints in the problem,
rows SobolOpt and VNS report the globally optimal feasibility indicator values
and user CPU times (in seconds) taken by the SobolOpt and VNS solvers to
globally solve the problem. Each column corresponds to a different (N,D)
pair. In 2D, 6 spheres are a feasible packing, and 7 are not; in 3D, 12 spheres
are feasible and 13 are not; in 4D, 24 and 25 are known lower and upper
bounds to the KNP [1]. Table 2 contains the corresponding results for the
second model. For each instance and solver, the correct feasibility indicator
values were identified.

Threshold: 1 D = 2 D = 3 D = 4

Max α N = 6 N = 7 N = 12 N = 13 N = 24 N = 25

n 13 15 37 40 97 101

m 21 28 78 91 300 325

SobolOpt: α 1.00000 0.75302 1.10558 0.91473 1.00000 0.92537

(CPU) 5.05 6.24 31.35 40.72 334.36 369.55

VNS: α 1.00000 0.75302 1.10558 0.9147 1.00000 0.92537

(CPU) 0.31 0.44 1.88 3.39 30.07 24.35

Table 1
Computational results for the distance model (1)-(5). CPU is in seconds of user
time.

Threshold: 0 D = 2 D = 3 D = 4

Min α N = 6 N = 7 N = 12 N = 13 N = 24 N = 25

n 13 15 37 40 97 101

m 21 28 90 104 348 375

SobolOpt: α 0.00000 0.12349 0.00000 0.04263 0.00000 0.03731

(CPU) 2.75 5.32 120.58 215.25 4861.53 5565.55

VNS: α 0.00000 0.12349 0.00000 0.04263 0.00000 0.03731

(CPU) 0.62 0.69 9.76 20.56 850.22 816.23

Table 2
Computational results for the angle model (7)-(10). CPU is in seconds of user time.

Our results show that the distance formulation is more promising, in terms
of user CPU time, than the angle formulation, for both SobolOpt and VNS
global solvers.
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5 Conclusion

In this paper two nonconvex continuous mathematical programming formu-
lations to solve the decision problem “is N the Kissing Number in Euclidean
D-space?” were presented. The Kissing Number was correctly determined in
2, 3 and 4 dimensions, using two different stochastic global optimization algo-
rithms. Research is ongoing for obtaining computational results for the small-
est open case, namely 5 dimensions.
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