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ABSTRACT
The theory of developments, originally developed for the

λ-calculus, has been successfully adapted to several other compu-

tational paradigms, like first- and higher-order term rewrite system.

The main desirable results on developments are the fact that the

complete development of a finite set of redexes always terminates

(FD) and the fact that, for a given initial term, all complete devel-

opments of a fixed set of redexes end with the same term (FD!).

Following the ideas in the λ-calculus, in this paper, we present

a notion of development and the proofs of theorems FD and FD!

for the rewriting calculus, a framework embedding λ-calculus and

rewriting capabilities, by allowing abstraction not only on variables

but also on patterns. As an additional contribution, a new proof of

the confluence property for the rewriting calculus, is obtained as a

consequence of the results on developments.

1. INTRODUCTION
λ-calculus and term rewriting are known to be useful computational

models for describing and analysing the behaviour of functional

and rewrite-based programming languages. Properties of the orig-

inal program can be inferred by studying the properties of its ab-

stract model. For example, the fact that, for a given program, all its

terminating computations end on the same result can be deduced

by proving the confluence property of the rewrite relation in the

associated abstract system. Proving global confluence its in gen-

eral an hard task, but since [22] it is known that the proof can be

decomposed in a proof of local confluence and a proof of termi-

nation of the rewrite relation. As nicely described in [21], orig-

inally termination is defined as the strongly normalising property

(SN), ensuring that no object (term) in the abstract system can be

infinitely rewritten. Local confluence plus SN lead to the conflu-

ence property of the simply typed λ-calculus, but the method can-

not be applied to non strongly normalising systems, as the untyped

λ-calculus. Therefore, a deeper analysis of the behaviour of non

strongly normalising relations is carried out for the λ-calculus in

[13, 16], in particular with respect to duplication phenomena dur-

ing rewriting. Rewrite steps (redexes) are labelled in such a way

that their copies (residuals) can be followed during the reduction.

Information on the rewrite relation thus obtained allow to decom-

pose the confluence property in a local confluence property plus

a termination property known as the finite developments property

(FD). The confluence of the non-typed λ-calculus, already proved

in [5], can now be explained by abstract techniques, since even

if the system is not strongly normalising, it verifies nevertheless

the finite developments property. The work on decomposition of

global confluence done for the λ-calculus has been successively

generalised to other systems. In [23] an abstract method for prov-

ing the FD property in the setting of first-order term rewriting is

proposed. In [19] the FD property has been generalised to an im-

portant class of higher-order rewrite systems, namely the orthogo-

nal Combinatory Reduction Systems (CRS). More recently, the FD

property has been characterised as a set of axioms using a nesting

relation between redexes for describing higher-order instantiation

mechanisms [21]. This method is very general and it is shown to

apply to λ-calculus, first- and higher-order rewrite systems.

In this paper we are interested in a system called rewriting calculus.

The rewriting calculus (ρ-calculus, for short) has been introduced

in the late nineties as a natural generalization of algebraic term

rewriting and of λ-calculus [8]. The rewrite rules, acting as elab-

orated abstractions, their application and the obtained structured

results are first class objects of the calculus. One essential com-

ponent of the ρ-calculus are the matching constraints that are gen-

erated by the generalization of the β-reduction called ρ-reduction.

The ρ-calculus has been shown to be a very expressive framework

e.g. to express imperative languages and object calculi [20, 9] and

it has been equipped with powerful type systems [2]. Several ex-

tensions of the calculus have already been studied, like the explicit

ρ-calculus [17] and the graph rewriting calculus [3]. Therefore, the

ρ-calculus can be considered a powerful formalism for specifying

and reasoning about computations in functional programming. The

operational semantics of the ρ-calculus was initially designed for

modelling the execution of rewrite rules and strategies of the lan-

guage ELAN [11]. Indeed, an important feature of the calculus is

its ability to model rewriting strategies, thanks to the treatment of

rewrite rules and sets of results as first-class citizens. Natural ques-

tions arise about the termination and confluence of such strategies.

We are interested here in a better understanding of the behaviour of

the calculus by analysing its derivation space. In particular, we will

focus on the derivations called developments.

The first important contribution of this paper is the definition of

developments in the setting of the rewriting calculus and the proof

of the finiteness of such developments. ρ-developments are de-

fined with respect to an underlined version of the calculus, as it

is traditionally done in the λ-calculus. In order to prove the FD

property for the ρ-calculus, we have chosen here to follow the ap-

proach proposed in [25] for the λ-calculus, which provides a rather

short and elegant proof technique, exploiting an inductive charac-



terisation of strongly normalising terms and the abstract notion of

functional rewrite system morphism. We think that the abstract

(quite technical) method proposed in [21] may be applied also to

the ρ-calculus. We are analysing this possibility in parallel, in par-

ticular for standardisations issues, as discussed in the conclusions.

We introduce also the notion of complete ρ-development which is

given in terms of normal form w.r.t. the reduction relation of the

underlined version of the calculus. The second theorem proved in

this paper, called (FD!) using the Barendregt notation [1], states

that all complete developments end with the same term.

The FD and FD! theorems have important consequences in the

issues of confluence, standardisation and strong normalisation of

typed systems. We treat in this paper the confluence of the

ρ-calculus rewrite relation. This property has already been proved

for an ancient version of the calculus in [6]. A confluence proof is

available also for the typed version of the calculus called PPTS [2].

Here we provide an alternative proof for the ρ-calculus exploiting

the finite development method. Finally, the presented results are

obtained for the basic ρ-calculus, but can be adapted to the version

of the ρ-calculus with explicit delayed matching constraints [10].

This version of the ρ-calculus is closer to concrete implementations

and can be seen as the first step towards the explicit ρ-calculus [17].

Concluding, we think that the work described in this paper repre-

sents a first important achievement in the analysis of evaluation

strategies for functional and rule-based programming languages

based on the ρ-calculus.

The paper is organized as follows. In the following section, we re-

call some notions of abstract rewriting, in particular the notions of

functional rewrite system and associated morphisms and liftings.

Section 3 presents the basic rewriting calculus that will be used in

the following two section. Section 4 provides the needed concepts

for defining the ρ-developments that are shown to be finite in Sec-

tion 5. The obtained result is then used in Section 6 for proving

the confluence of the ρ-calculus. In Section 7 we show how the

work of the previous sections can be adapted to the ρ-calculus with

explicit delayed matching constraints. We conclude in Section 8 by

presenting some perspectives of future work. An Appendix collects

the complete proofs of all the lemmata appearing in the paper.

2. FUNCTIONAL REWRITE SYSTEMS
A computation, intended as a stepwise transformation of some ob-

ject (term), can mathematically be formalised as a set of objects

T and a binary relation → on this set, that is a pair (T ,→). This

model of computation is called Abstract Rewrite System (ARS).

All term rewrite systems have an underlying abstract rewrite sys-

tem. However, ARS give information on the results of computa-

tions, but cannot distinguish different ways of obtaining the same

result. Since in rewriting we may be interested in tracing a prop-

erty of a term along a rewrite sequence, it is useful to distinguish

between computations. A solution can be to decorate computa-

tions by means of indices. This leads to the definition of functional

rewrite systems, first introduced in [26].

Definition 1 (Functional rewrite systems). A functional rewrite

system (or indexed abstract rewrite system) is a triple (T , ∆,→)
where T is a set of objects, ∆ a set of indices and →: ∆ → [T ⇀
T ] a mapping from indices to partial functions from T to T .

Functional rewrite systems are appropriate to formalise in an ab-

stract way the basic notions of rewriting.

Definition 2 (Redex, rewrite step and rewrite sequence).

• Let t ∈ T . A redex occurrence in t is an index i ∈ ∆ such

that → (i)(t) is defined.

• A redex is a pair (t, i) such that i is a redex occurrence in t.

• A rewrite step in a functional rewrite system is denoted by

i : t 7→ t′ or t 7→i t′ and defined as a triple (t, i, t′) such

that → (i)(t) = t′.

• A rewrite sequence of lenght n ∈ N is a triple (t0, n, r) such

that r : [0 . . . n] → ∆ is a mapping that defines a sequence

t0, t1, ...tn as tm =→ (r(m))(tm−1) for all m ≤ n, m 6=

0. We denoted such rewrite sequence by t0 7→r(1) t1 7→r(2)

. . .

Given two functional rewrite systems, we may be interested in es-

tablishing a correspondence between not only their objects, but also

their derivations. This can be done using the notion of morphism. A

morphism describes a correspondence that consists in fact of two

parts: the correspondence between terms and the correspondence

between rewrite steps.

Definition 3 (Morphism). Let (R, ∆,→r) and (S, ∆′,→s) two

functional rewrite systems. A morphism of functional rewrite sys-

tems is a mapping Θ = (θ, ϑ), where θ : R → S and ϑ : ∆ → ∆′,

such that the rewrite sequences of the two systems correspond to

each other in the following way:

i : t
�

r
//

θ

��

t′

θ

��

ϑ(i) : θ(t)
�

s
// θ(t′)

For every rewrite step i : t 7→r t′ in (R, ∆,→r), we have a cor-

responding rewrite step ϑ(i) : θ(t) 7→s θ(t′) in (S, ∆′,→s). This

correspondence can be generalised to rewrite sequences of arbi-

trary lenght in the obvious way.

In what follows, we will use morphisms to formalise the relation-

ship between a “decorated” functional rewrite system, in the sense

that its terms and rewritings contains some labels (indices or under-

lyinings for example), and the functional rewrite system obtained

by erasing such decoration. A decorated rewrite sequence is of-

ten called a lifting of the rewrite sequence in the original rewrite

system, obtained by erasing all decorations.

Definition 4 (Lifting). Let Θ = (θ, ϑ) be a morphism of two func-

tional rewrite systems (R, ∆,→r) and (S, ∆′,→s). Let r be a

rewrite sequence in (R, ∆,→r) and ϑ(r) be its image trough the

morphism Θ in (S, ∆′,→s). Then r is said to be a lifting of ϑ(r).

The notion of lifting will be used in Section 4 for defining develop-

ments in the ρ-calculus.

3. THE REWRITING CALCULUS
We briefly present in what follows the syntax and the semantics of

the basic ρ-calculus. For a more detailed presentation the reader

can refer to [8].

3.1 Syntax
In this paper, the symbols t, u, . . . range over the set T of terms,

the symbols x, y, z . . . range over the infinite set X of variables

and the symbols f, g, . . . range over the infinite set F of constants.



Finally, the symbols p, q range over the set of patterns P ⊆ T .

All symbols can be indexed. Syntactic equality is denoted by ≡.

We consider the meta-symbols “λ_._” (abstraction operator), and

“_ ≀ _” (structure operator), and the (hidden) application operator.

The set of ρ-terms is then defined as follows:

T ::= X | F | λP.T | T T | T ≀ T
P ::= X | F | F P P

A term of the form λp.t is an abstraction with pattern p and body

t. The term t1 ≀ t2 is a structure consisting of the two terms t1
and t2. The set of patterns P is a parameter of the calculus and

in full generality it could be as large as the set of all terms T . We

call algebraic the patterns used in this version of the calculus. A

linear pattern is a pattern where every variable occurs at most once.

In the rest of the paper we will consider only linear patterns. This

restriction can be motivated by the fact that non-linearity is in gen-

eral difficult to treat and it is a well-known source of problems for

confluence results, as it is shown in [27].

We assume that the application operator associates to the left, while

the other operators associate to the right. The priority of the appli-

cation is higher than that of “λ_._“ which is, in turn, of higher

priority than the “_ ≀ _”.

A term may be viewed as a finite labeled tree. Since we will later

need them, we make now precise our definitions of sub-term and

occurrence.

Definition 5 (Positions). A position (also called occurrence) of a

term (seen as a tree) is a sequence ω of naturals describing the

path from the root of t to the root of the sub-term at that posi-

tion. For any term t we denote by Pos(t) a sequence of nat-

ural numbers corresponding to the set of all possible positions

in t. We denote ǫ the empty sequence indicating the head posi-

tion of t. t(ω) denotes the symbol at position ω in t. A sub-

term of t at position ω ∈ Pos(t) is denoted t|ω and defined by

∀ω.ω′ ∈ Pos(t), ω′ ∈ Pos(t|ω), t|ω(ω′) = t(ω.ω′). We use the

notation t⌈u⌉
ω

to signify that t has a sub-term u at position ω.

Similarly as in the λ-calculus, the ′′λ_._′′ operator is a binder of

the calculus, i.e. in the term λp.t the free variables of p are bound

in t. Formally:

Definition 6 (Free variables).

FV(f) = { }
FV(x) = {x}
FV(t1 t2) = FV(t1) ∪ FV(t2)
FV(t1 ≀ t2) = FV(t1) ∪ FV(t2)
FV(λp.t) = FV(t) \ FV(p)

As in any calculus involving binders, we work modulo the α-

convention of Church [4] and modulo the hygiene-convention of

Barendregt [1].

Example 1 (ρ-terms).

1. (λx.x x) (λx.x x) is the ρ-term corresponding to the λ-term

ω ω;

2. The ρ-term (λplus(x, 0).x) plus(n, 0) encodes the applica-

tion of the rewrite rule x + 0 → x to the term n + 0;

3. The ρ-term (λf(a).a ≀ λf(a).b) represents the rewrite sys-

tem composed by the two rules f(a) → a and f(a) → b.

The classical notion of simultaneous substitution application used

in higher-order calculi, like the λ-calculus, can be adapted to the

ρ-calculus.

Definition 7 (Substitution). A substitution σ is a mapping from the

set of variables to the set of terms. A finite substitution has the

form σ = {x1/t1 . . . xm/tm}, also denoted σ = {x/t}, where

Dom(σ) = {x1, . . . , xm}. The application of a substitution σ to

a term t, denoted by σ(t) or tσ, is defined as follows:

σ(f) , f

σ(xi) ,



ti if xi ∈ Dom(σ)
xi otherwise

σ(λp.t) , λσ(p).σ(t)

σ(t1 t2) , σ(t1) σ(t2)

σ(t1 ≀ t2) , σ(t1) ≀ σ(t2)

We should point out that since we consider classes of terms modulo

α-conversion, the appropriate representatives are always chosen in

order to avoid potential variable captures.

We state here a lemma about the permutation of two substitutions

that will be used in Section 6.

Lemma 1 (Substitution lemma). If xi 6= yj and xi 6∈ FV(uj) for

all i, j then

t{x/v}{y/u} ≡ t{y/u}{x/v{y/u}}

PROOF. By induction on the structure of t.

The evaluation mechanism of the calculus relies on the fundamental

operation of matching that allows us to instantiate variables by their

current values. We can use different matching theories for comput-

ing the matching substitutions like, for example, an empty theory,

an equational theory or even more elaborated (higher-order match-

ing) theories [9]. In this paper, we will restrict to syntactic matching

problems, which are known to be decidable and unitary [18].

Definition 8 (Syntactic matching). A (syntactic) matching problem

is a formula of the form p ≺≺ t, where p is a pattern and t is a term.

A substitution σ is solution of the matching problem p ≺≺ t, denote

by Sol(p ≺≺ t), if σ(p) ≡ t.

The small-step reduction semantics of the ρ-calculus is defined by

the following reduction rules:

(ρ) (λp.t2)t3 →ρ σ(t2) where σ = Sol(p ≺≺ t3)
(δ) (t1 ≀ t2) t3 →δ t1 t3 ≀ t2 t3

The (ρ)-rule can be applied if (and only if) a substitution of the

matching problem p ≺≺ t3 exists. In this case, the result of the

(ρ)-rule is the application of this substitution to the term t2. If such

a substitution does not exist, then the (ρ)-rule does not apply and

the term is left as it is, representing a failure. Nevertheless, further



reductions or instantiations are likely to modify t3 so that the ap-

propriate substitution can be found and the rule can be fired. The

(δ)-rule right-distributes the application over the structures. This

gives the possibility, for example, to apply in parallel two distinct

pattern abstractions to a given term.

As usual, we introduce the classical notions of one-step, many-

steps, and congruence with respect to the relation →ρδ induced by

the top-level rules of ρ-calculus. The one-step evaluation 7→ρδ is

the contextual closure of →ρδ; if we want to specify the position

ω at which the rewrite steps occurs, we write 7→ω
ρδ . The many-step

evaluation 7→→ρδ is defined as the reflexive and transitive closure of

7→ρδ .

We characterise next the notions of non-reducibility and termina-

tion for a ρ-term t.

Definition 9 (Normalisation).

• A ρ-term t is in ρδ-normal form if there exists no term t′ such

that t 7→→ρδ t′.

• If every derivation starting from a ρ-term t reaches a normal

form of t, then t is strongly normalising.

Example 2 (Reductions). We consider the ρ-terms of Example 1

and and we show their respective reductions.

1. (λx.x x) (λx.x x) 7→ρ (λx.x x) (λx.x x) 7→ρ . . . is

the infinite ρ-reduction corresponding to the reduction of the

λ-term ω ω;

2. Since Sol(plus(x, 0) ≺≺ plus(n, 0)) = {n/x}, we have the

reduction (λplus(x, 0).x) plus(n, 0) 7→ρ n;

3. (λf(a).a ≀ λf(a).b) f(a) 7→δ

(λf(a).a) f(a) ≀ (λf(a).b) f(a) 7→→ρ a ≀ b
is a ρ-reduction capturing the non-determinism of first-order

term rewriting.

4. DEVELOPMENTS IN THE ρ-calculus
Since developments are a special kind of reductions, which can be

intuitively seen as a computation of a set of reducible expression

in some term, we start by defining precisely the notion of redex

(reducible expression, w.r.t. the evaluation rules (ρ) and (δ)) and

of set of redex occurrences.

Definition 10 (Redex occurrence, redex).

• Let t ∈ T . The pair (ω, ρδ) is a ρδ-redex occurrence in t if

t|ω = (t0 ≀ t1) t2 or t|ω = (λp.t1) t2 with Sol(p ≺≺ t2) 6=
∅.

• The set ∆ρδ consists of the pairs (ω, ρδ) where ω is a posi-

tion. The set of all ρδ-redex occurrences in a term t ∈ T is

denoted by ∆ρδ(t).

• A ρ-redex is a pair (t, (ω, ρδ)) such that (ω, ρδ) is a ρδ-

redex occurrence in t.

Notice that the ρ-calculus can be seen as a functional rewrite system

(T , ∆ρδ,→) with → (ω, ρδ)(t) = t′ if t 7→ω
ρδ t′ and undefined

otherwise.

In order to be able to follow redexes along a rewrite sequence, it is

useful to mark the initial redexes and observe their behaviour dur-

ing the reduction. Traditionally, in the λ-calculus this is done using

underlined (or indexed) terms. We follow here a similar approach

and we introduce an underlined version of the ρ-calculus.

Definition 11 (Underlined ρ-calculus). The set T of underlined

ρ-term is inductively defined as:

1. x ∈ T and f ∈ T ,

2. if u1, u2 ∈ T then (u1 ≀ u2) ∈ T ,

3. if u1, u2 T then (u1 u2) ∈ T ,

4. if p, t ∈ T then λp.t ∈ T ,

5. if u1, u2, u3 ∈ T then (u1≀u2) u3 ∈ T ,

6. if p, t, u ∈ T and Sol(p ≺≺ u) 6= ∅ then (λp.t) u ∈ T ,

The underlined version of the reduction rules is given by

(ρ) (λp.t2)t3 →ρ σ(t2) where σ = Sol(p ≺≺ t3)

(δ) (t1≀t2) t3 →δ t1 t3 ≀ t2 t3

The associated rewrite relations are denoted by 7→ρδ and 7→→ρδ .

Notice that only terms that are reducible expressions, that is struc-

ture applications or abstraction applications for which the matching

is successful, are allowed to be underlined. We need to prove that

the underlined ρ-calculus is well-defined, that is no illegal under-

lined terms appear during reductions. This follows from the next

lemma, ensuring that the condition on the successful matching is

preserved by reduction.

Lemma 2. Let p be a ρ-pattern and t, t′ be two ρ-terms such that

t 7→→ρδ t′. Then if Sol(p ≺≺ t) 6= ∅ we have Sol(p ≺≺ t′) 6= ∅.

PROOF. A pattern p is by definition linear and algebraic. We

prove first the statement for a one-step reduction t⌈r⌉
ω

7→ω
ρδ

t′⌈r′⌉
ω

. The fact that Sol(p ≺≺ t) 6= ∅ implies that the redex oc-

currence ω ∈ Pos(t) corresponds to variables position in p, i.e. p
is of the form p⌈x⌉

ω

. Therefore, Sol(p⌈x⌉
ω

≺≺ t⌈r⌉
ω

) 6= ∅ implies

Sol(p⌈x⌉
ω

≺≺ t′⌈r′⌉
ω

) 6= ∅. The reasoning can be easily iterated

for a reduction sequence of length greater then one.

Remark 1. Definition 11 would not suit a ρ-calculus with non-

linear patterns. Indeed, annoying phenomena, like non well-

formed terms, would appear in the reduction of non-linear terms.

For example, the one-step reduction of the non-linear underlined

term t = (λf(x, x).x) f((λx.x)a, (λx.x)a) would lead to a non

well-formed term t′ = (λf(x, x).x) f(a, (λx.x)a) whose match-

ing problem has no solution. Non-linearity matters will be further

discussed in the conclusions.

The definitions of position, free variables, substitution, matching

and redex given for ρ-terms in Section 3, can be easily adapted

to the underlined ρ-calculus. Moreover, like the ρ-calculus, the

underlined ρ-calculus can be seen as a functional rewrite system

(T , ∆ρδ,→) with → (ω, ρδ)(t) = t′ if t 7→ω
ρδ t′ and undefined

otherwise.



In order to define developments, we need to formalise the corre-

spondence between the ρ-calculus derivations and the underlined

ρ-calculus derivations, respectively. For doing this, we use the

functional rewrite system representation of the two calculi. We de-

fine a function Φ from the underlined ρ-calculus to the ρ-calculus

that erases the underlinings and we show that Φ is a morphism of

functional rewrite system.

Definition 12 (Erasing mapping). The mapping Φ : (φ, ϕ) :
(T , ∆ρδ,→) → (T , ∆ρδ,→) is defined as

1. The mapping φ : T → T is defined by induction

φ(x) = x
φ(f) = f
φ(t1 t2) = φ(t1) φ(t2)

φ(t1 ≀ t2) = (φ(t1) ≀ φ(t2))
φ((t1≀t2) t3) = (φ(t1) ≀ φ(t2)) φ(t3)
φ(λp.t1) = λφ(p).φ(t1))
φ((λp.t1) t2) = (λφ(p).φ(t1)) φ(t2)

2. The mapping ϕ : ∆ρδ → ∆ρδ is defined by ϕ((ω, ρ)) =
(ω, ρ).

Lemma 3. The mapping Φ : (φ, ϕ) is a morphism of rewriting

systems.

PROOF. We first observe that φ(t|ω) = φ(t)|ω . It follows that

if we have a rewrite step t 7→ω
ρδ t′, we have φ(t) 7→ω

ρδ φ(t′) in the

ρ-calculus.

Using the morphism Φ and the notion of lifting (Definition 4), we

give the definitions of developments in the ρ-calculus.

Definition 13 (ρ-development). A ρδ-rewrite sequence r : t 7→→ρδ t′

is a ρ-development if there exists a ρδ-rewrite sequence r′ in

(T , ∆ρδ,→) that is a Φ-lifting of r.

Definition 14 (Complete ρ-development). A ρ-development r :
t0 7→→ρδ t1 is a complete ρ-development if its lifting r′ ends on a

term t′1 which is in normal form w.r.t. the relation ρδ.

5. FINITENESS OF ρ-DEVELOPMENTS
The goal of this section is to show that in the ρ-calculus all de-

velopments terminate. This is done following the method used for

the λ-calculus in [25]. We make use of a set called SN that char-

acterises strongly normalising ρ-terms and we show that develop-

ments corresponds to rewrite sequences in SN . This yields that all

developments are finite.

Strongly normalising ρ-terms can be represented in a quite ele-

gant way by a set SN , defined inductively. SN can be seen as

the closure under expansion of the set of ρ-terms in normal form,

with some restrictions in the way expansion is performed. In other

words, a strongly normalising ρ-term is a term in normal form or

can be obtained as the result of some expansion starting with a nor-

mal form.

Definition 15 (SN ). The set SN is the set of all ρ-terms satisfying

the following conditions:

1. if x is a variable and t1, . . . , tn ∈ SN then x t1 . . . tn ∈
SN ,

2. if f is a variable and t1, . . . , tn ∈ SN then f t1 . . . tn ∈
SN ,

3. if p, t ∈ SN then λp.t ∈ SN ,

4. if u1, u2 ∈ SN then (u1 ≀ u2) ∈ SN ,

5. if (u1 t1 ≀ u2 t1) t2 . . . tn ∈ SN , then (u1 ≀ u2) t1 . . . tn ∈
SN ,

6. if p, u, ti ∈ SN for all i = 1, . . . n and Sol(p ≺≺ u) = ∅
then (λp.u) t1 . . . tn ∈ SN .

7. if σ(u) t1 . . . tn ∈ SN with σ = {x/u} = Sol(p ≺≺ t) and

ui ∈ SN , for all ui ∈ u, then (λp.u) t t1 . . . tn ∈ SN .

It is easy to observe that every subterm of a term in SN is in SN
and that all ρ-terms in normal form are in SN , the base case being

clauses 1. and 2. with n = 0. We prove next that SN is a correct

characterisation of all strongly normalising ρ-terms.

Lemma 4. A ρ-term t is strongly normalising iff t ∈ SN .

PROOF. Let MaxRed(t) be the maximal length of the reduction

from t to its normal form. The proof is done by induction on

(MaxRed(t), t) using the lexicographic product of the usual order-

ing on N and the subterm ordering.

We show first that t strongly normalising implies t ∈ SN . If

MaxRed(t) = 0 then t is in normal form and it follows immedi-

ately that t ∈ SN .

If MaxRed(t) > 0, we have the following cases:

• t = x t1 . . . tn or t = f t1 . . . tn. Then every reduct of t
is of the form x t′1 . . . t′n or f t′1 . . . t′n where ti 7→→ρδ t′i for

all i. By induction hypothesis, t1 . . . tn ∈ SN and hence by

definition 15 we have t ∈ SN .

• t = λp.v. Recall that a ρ-pattern p is in normal form by

definition and thus p ∈ SN . Every reduct of t is of the form

λp.v′ with v 7→→ρδ v′. By induction hypothesis, v is in SN
and hence by definition 15 we can conclude t ∈ SN .

• t = u1 ≀ u2. Then every reduct of t is of the form u′
1 ≀

u′
2 with ui 7→→ρδ u′

i for i = 1, 2. By induction hypothesis,

u1, u2 ∈ SN and hence by definition 15 we have t ∈ SN .

• t = (λp.u) t1 . . . tn. We have two cases: a solution of the

matching problem p ≺≺ t1 exists or not.

If there exists no solution of the matching, by induction hy-

pothesis p, u, ti are SN , thus by definition 15 we conclude

t ∈ SN . If there exists a substitution σ = {x/u} =
Sol(p ≺≺ t1), we have t 7→σ t′ = σ(u) t2 . . . tn. By in-

duction hypothesis, t′ ∈ SN and ui ∈ SN for all ui ∈ u,

thus by definition 15 we have t ∈ SN .

• t = (u1 ≀ u2) t1 . . . tn. In this case, we can have the re-

duction t 7→δ t′ = (u1 t1 ≀ u2 t1) t2 . . . tn and by induc-

tion hypothesis t′ ∈ SN . Thus, by definition 15, we have

t ∈ SN .

For the converse implication, we suppose t ∈ SN and we show

that t is strongly normalising.

• t = x t1 . . . tn or t = f t1 . . . tn with t1, . . . , tn ∈ SN ,

then by induction hypothesis t1, . . . , tn are strongly normal-

ising and hence we can conclude that t is strongly normalis-

ing.



• t = λp.u with u ∈ SN , then by induction hypothesis u is

strongly normalising and thus also t is strongly normalising.

• t = u1 ≀ u2 with u1, u2 ∈ SN , then by induction hypothesis

u1 and u2 are strongly normalising and thus also t is strongly

normalising.

• t = (u1 ≀ u2) t1 . . . tn with (u1 t1 ≀ u2 t1) t2 . . . tn ∈
SN , then for an arbitrary rewrite sequence t 7→→ρδ t′ 7→→ρδ . . .
we have two possibilities: either the head (δ) redex of t is

contracted or not.

If not, t reduce to a term t′ = (u′
1 ≀ u′

2) t′1 . . . t′n such that

ui 7→→ρδ u′
i and ti 7→→ρδ t′i, for all i. By induction hypothesis,

all ui and ti are strongly normalising. It follows that all terms

in the rewrite sequence are strongly normalising and thus the

rewrite sequence is finite, i.e. t is strongly normalising.

If the head (δ) redex is reduced, then t′ = (u′
1 t′1 ≀ u′

2

t′1) t′2 . . . t′n. By induction hypothesis, (u1 t1 ≀ u2 t1)
t2 . . . tn is strongly normalising, thus its reduct t′ is strongly

normalising too. We conclude that the rewrite sequence is

finite and t is strongly normalising.

• t = (λp.t0) u t1 . . . tn with σ(t0) t1 . . . tn ∈ SN where

σ = {x/u} = Sol(p ≺≺ u) and ui ∈ SN for all ui ∈ u,

then for an arbitrary rewrite sequence t 7→→ρδ t′ 7→→ρδ . . . we

have two possibilities: either the head (ρ) redex of t is con-

tracted or not.

If not, t reduce to a term t′ = (λp.t′0) u′ t′1 . . . t′n. By

induction hypothesis p, u, ti for all i = 0 . . . n are strongly

normalising. It follows that all terms in the rewrite sequence

are strongly normalising and thus the rewrite sequence is fi-

nite, i.e. t is strongly normalising.

If the head (ρ) redex is reduced, then t′ = σ(t′0) t′1 . . . t′n.

By induction hypothesis, σ(t0) t1 . . . tn is strongly normal-

ising, thus its reduct t′ is also stronlgy normalising. We con-

clude that the rewrite sequence is finite and t is strongly nor-

malising.

The correspondence between developments and derivations in SN
is formalised by defining a morphism Θ that maps ρδ-rewrite se-

quences in T to ρδ-rewrite sequences in SN .

The morphism Θ erases the underlinings transforming all ρδ-

redexes in ρδ-redexes. However, this is not sufficient to ensure ter-

mination, since there can be ρδ-redexes that have no corresponding

ρδ-redexes and can lead to non terminating reductions. To avoid the

problem, a distinguished constant, denoted Abs, is used to block

this kind of ρδ-redexes. As a matter of fact, Abs is added in front

of terms like λp.t or t1 ≀ t2, in such a way that their application to

a ρ-term will create no ρδ-redexes. We denote by TAbs the target

set of ρ-terms containing the constant Abs.

Definition 16 (Mapping Θ). The mapping Θ = (θ, ϑ) :
(T , ∆ρδ,→) → (TAbs, ∆ρδ,→) is defined as

1. The mapping θ : T → TAbs is defined by induction

θ(x) = x
θ(f) = f
θ(t1 t2) = θ(t1) θ(t2)

θ(t1 ≀ t2) = Abs(θ(t1) ≀ θ(t2))
θ((t1≀t2) t3) = (θ(t1) ≀ θ(t2)) θ(t3)
θ(λp.t1) = Abs(λθ(p).θ(t1))
θ((λp.t1) t2) = (λθ(p).θ(t1)) θ(t2)

2. The mapping ϑ : ∆ρδ → ∆ρδ is defined by ϑ((ω, ρδ)) =
(ω, ρδ).

Notation Let σ be the substitution {x1/u1, . . . , xm/um}. Then

θ(σ) denotes the substitution {x1/θ(u1), . . . , xm/θ(um)}, also

written {x/θ(u)} for short.

The set of positions and the position of a subterm in a term t ∈ TAbs

is defined as for a ρ-term t ∈ T with the two additional clauses:

Pos(Abs(t)) = Pos(t) and Abs(t)|ω = t|ω

This slightly modified definition is needed to make the mapping

Θ a morphism of functional rewrite systems. We prove first two

lemmata from which the proof of the morphism property for Θ will

follow.

Lemma 5 (Context stability). Given the term t ∈ T , then for all

ω ∈ Pos(t) we have

θ(t)|ω = θ(t|ω)

PROOF. By induction on the position ω ∈ Pos(t).

Lemma 6 (Substitution stability). Given a term t ∈ T and a sub-

stitution σ = {x/u}, then we have

θ(σ(t)) = θ(σ)(θ(t))

PROOF. By structural induction on the term t.

Lemma 7. The mapping Θ = (θ, ϑ) is a morphism of rewriting

systems.

PROOF. By Lemma 6 and Lemma 6.

We prove now that the morphism Θ maps an underlined ρ-term to

a ρ-term in SN , i.e. a strongly normalising ρ-term.

Lemma 8. Given any t ∈ T , then θ(t) ∈ SN

PROOF. By structural induction on the term t ∈ T . We prove

simultaneously that θ(t) is not of the form λp.u or u1 ≀ u2.

• If t = x or t = f , then θ(t) = x or θ(t) = f respectively

and thus θ(t) ∈ SN follows immediately and θ(t) is not of

the form λp.u or u1 ≀ u2.

• If t = λp.u with u, p ∈ T , then θ(t) = Abs(λθ(p).θ(t)).

By induction hypothesis θ(p) and θ(t) are in SN . By defini-

tion of SN it follows that θ(t) ∈ SN . Moreover θ(t) is not

of the form λp.u or u1 ≀ u2.

• If t = u1 ≀ u2 with u1, u2 ∈ T , then θ(t) = Abs(θ(u1) ≀
θ(u2)). By induction hypothesis θ(u1) and θ(u2) are in SN
and thus θ(t) ∈ SN . We have that θ(t) is not of the form

λp.u or u1 ≀ u2.

• If t = u1 u2 with u1, u2 ∈ T , then θ(t) = θ(u1) θ(u2).

By induction hypothesis θ(u1) and θ(u2) are in SN . Since

θ(u1) is neither λp.u nor u1 ≀ u2, it follows easily that

θ(t) ∈ SN . Clearly θ(t) is not of the form λp.u or u1 ≀ u2.



• If t = (t1≀t2) t3 with t1, t2, t3 ∈ T , then θ(t) =
(θ(t1) ≀ θ(t2)) θ(t3). By induction hypothesis θ(t1), θ(t2),

θ(t3) ∈ SN . It follows that the reduct θ(t′) = (θ(t1) θ(t3) ≀
θ(t2) θ(t3)) is in SN and therefore we can conclude that

also θ(t) ∈ SN . Clearly θ(t) is not of the form λp.u or

u1 ≀ u2.

• If t = (λp.t2) t1 with p, t1, t2 ∈ T , then θ(t) =
(λθ(p).θ(t2)) θ(t1). By induction hypothesis θ(t1), θ(t2),

θ(p) ∈ SN . If a solution Let θ(σ) = {x/θ(u)} be the so-

lution of the matching problem θ(p) ≺≺ θ(t1). We have that

θ(ui) ∈ SN for all ui ∈ u since θ(t1) ∈ SN and moreover

by induction hypothesis θ(ui) are not of the form λp.u or

u1 ≀ u2. Therefore the reduct of t θ(t′) = θ(σ)(θ(t2)) does

not contain new redexes created by the application of the sub-

stitution to θ(t2). Since θ(t2) ∈ SN , also θ(t′) ∈ SN and

thus θ(t) ∈ SN . We have that θ(t) is not of the form λp.u
or u1 ≀ u2.

Since the morphism Θ ensures the correspondence between ρδ-

derivations and ρδ-derivations, finiteness of developments follows

from the previous lemma.

Theorem 1 (FD). All ρ-developments are finite.

PROOF. By Lemma 7 and Lemma 8.

Two interesting consequences can be deduced from the theorem

FD. They will play an important role in the proof of confluence of

the ρ-calculus by the method of finite developments, as described

in the next section.

Corollary 1. The ρδ relation is strongly normalising.

PROOF. Follows by Theorem 1 and Lemma 7.

Corollary 2. All ρ-developments of a ρ-term t can be extended to

a complete ρ-development.

PROOF. Given any ρ-development r : t 7→→ρδ t1, consider its lift-

ing r′ : s 7→→ρδ s1. Take a normalising extension of such deriva-

tion (which exists for Corollary 1) r′′ : s 7→→ρδ s1 7→→ρδ s′, then the

derivation in the ρ-calculus whose lifting is r′′ is a complete ρ-

development.

6. CONFLUENCE OF THE ρ-calculus
The main result achieved so far is the finiteness of ρ-developments.

In this section we will show an additional property of ρ-

developments, namely that all complete ρ-developments terminate

with the same term. These two properties will then be used to show

the confluence of the ρ-calculus, following the so-called finite de-

velopment method, as described for the λ-calculus [1].

The fact that all complete ρ-developments end with the same term

corresponds in terms of the underlined ρ-calculus to the uniqueness

of ρδ-normal forms. In other words, the result on developments

can be achieved by proving the confluence of the ρδ relation. This

task is made easier by the normalisation result for the relation (see

Corollary 1), that allow us to analyse simply its local confluence.

Lemma 9 (Local confluence of ρδ). If t 7→ρδ t1 and t 7→ρδ t2,

then there exists a ρ-term t3 such that t1 7→→ρδ t3 and t2 7→→ρδ t3.

PROOF. We recall that any ρ-pattern p is linear and algebraic

(thus in normal form). We analyse the different possible cases. The

case in which the two redexes reduced in t are disjoint and the case

in which the two redexes are the same redex are trivial. We analyse

next the cases where the two redexes are contained one in the other.

We use the symbol Ctx[�] for a context with exactly one hole �

and Ctx[t] for the ρ-term obtained by filling such a hole with t,
defined in the obvious way.

• Two nested ρ-redexes.

1. t = (λp.u) v and u = Ctx[(λp′.u′) v′]. For

readability, we consider in the proof the empty con-

text. Suppose σ and σ′ be the solutions of the two

matching problems p ≺≺ v and p′ ≺≺ v′ respectively

and let σ′′ be the solution of the matching problem

p′ ≺≺ σ(v′) (σ′′ always exists by Lemma 2). We

have t 7→ρ t1 = (λp.σ′(u′)) v and t 7→ρ t2 =

σ((λp′.u′) v′) = (λp′.σ(u′)) σ(v′). We obtain

t1 7→ρδ t3 = σ(σ′(u′)) and t2 7→ρδ t′3 = σ′′(σ(u′)).

By the substitution lemma, we conclude t3 = t′3.

2. t = (λp.u) v where v = Ctx[(λp′.u′) s]. For short,

we denote the redex (λp′.u′) s by r and its contractum

by r′. Let FV((u) = {x1, . . . , xn} and ωi ∈ Pos(u)
be the position of xi in u, if any, for i = 1, . . . m ≤ n.

We have, on one hand, t 7→ρ t1 = (λp.u) v′ with v′ =

Ctx[r′] and, on the other hand, t 7→ρ t2 = u{x/v},

with {x/v} solution of the matching problem p ≺≺ v.

Notice that the second reduction is possible only if the

position of the redex r in the term v corresponds to a

variable position in p, i.e. there exists i and vi ∈ v such

that vi = r, say for example i = 1. Thus we have

t2 = u{x/v} = u⌈r⌉ω1
...⌈vm⌉ωm

. For the term t1

we have the further reduction t1 7→ρ t3 = u{x/v′}

with {x/v′} solution of the matching problem p ≺≺ v′.

Observe that for all v′
i ∈ v′ and vi ∈ v with i 6= 1 we

have v′
i = vi; for i = 1 we have instead v′

1 = r′ and

v1 = r. Hence t3 = u⌈r′⌉ω1
...⌈vm⌉ωm

and it is easy to

see that t2 7→ρ t3.

• Two nested δ-redexes. This case is easy to verify.

• A ρ-redex and a non disjoint δ-redex. The interesting cases

are those where the external redex is the ρ-redex.

1. t = (λp.u) v with v = Ctx[(v1 ≀ v2) v3]. This case is

similar to the case 2. of the previous point.

2. t = (λp.u) v with u = Ctx[(u1 ≀ u2) u3]. For

simplicity, we show the proof for an empty context, the

general case being similar. Let σ be the solution of the

matching problem p ≺≺ v. We have t 7→ρ t1 = σ(u)

with σ = Sol(p ≺≺ v) and t 7→δ t2 = (λp.u′) v with

u 7→δ u′ = u1 u3 ≀ u2 u3. Then t2 7→ρ t3 = σ(u′).

It is not difficult to show that also t1 7→δ t3 holds. We

have t1 = σ(u) = σ((u1 ≀ u2) u3) = (σ(u1) ≀
σ(u2)) σ(u3) 7→δ σ(u1) σ(u3) ≀ σ(u2) σ(u3) =
σ(u1 u3 ≀ u2 u3) = σ(u′) = t3.

The confluence property for the ρδ relation follows immediately

from the termination and the local confluence of the relation [22].

Lemma 10 (Confluence of ρδ). If t 7→→ρδ t1 and t 7→→ρδ t2, then there

exists a ρ-term t3 such that t1 7→→ρδ t3 and t2 7→→ρδ t3.



PROOF. By Lemma 9 and Corollary 1.

We can reformulate this result in terms of developments.

Theorem 2 (FD!). All complete developments of a ρ-term t end on

the same term.

PROOF. By Lemma 7 and Lemma 10.

In the final part of the section, the obtained results FD and FD!

on ρ-developments will be used for proving the confluence of the

ρ-calculus. This proof method has been first used by Church and

Rosser in order to prove the confluence of the λI-calculus [5].

Works on the full λ-calculus are developed in [16, 1]. More re-

cently, different approaches exploiting the results on developments

for showing the confluence of a rewrite relation have been pro-

posed. For example, van Oomstrom [24] defines a notion of consis-

tency and a construction called orthogonal projection that is used to

prove that all consistent rewrite systems are confluent. Melliès [21]

presents a multi-derivation space in which developments of a set of

redexes are performed simultaneously in one step. The confluence

of the original rewrite system can then be obtained reasoning over

this abstract structure.

Here we prefer not to introduce the notions and the mathematical

background needed in these last approaches. We will instead re-

fer to the work done for the full λ-calculus in the presentation of

Barendregt [1]. The idea consists, first, in defining a new rewrite re-

lation, denoted Cpl. Intuitively, a step of Cpl rewriting on a ρ-term

t consists in a complete development of a set of redexes initially

fixed in t. Hence Cpl is defined using the lifting of a ρ-reduction in

the underlined ρ-calculus and the erasing morphism Φ : (φ, ϕ) de-

scribed in Section 4. Exploiting the results on the ρ-developments,

Cpl can be proved to enjoy the diamond property. We conclude

then by showing that Cpl-reductions are good transcriptions of ρδ-

derivations, in the sense that all ρδ-derivations can be obtained by

transitivity from (finite) Cpl-reductions or, in other words, that the

two relations have the same transitive closure.

Definition 17 (Cpl relation). Given two ρ-terms t1 and t2 ∈ T ,

consider a set ∆ρδ of redexes in t1. Let t′i be the underlined ρ-term

such that φ(t′1) = t1 and let ∆ρδ be the set of redexes of t′1 such

that ϕ(∆ρδ) = ∆ρδ . Then t1 7→→Cpl t2 if its lifting t′1 7→→ρδ t′2 ends

on t′2 in ρδ-normal form.

Notice that Theorem 1 ensures that for every possible choice of

redexes in t1 we have a corresponding Cpl reduction.

The next goal is to prove the diamond property of the Cpl relation,

from which the confluence of the ρδ-relation can be easily deduced.

Lemma 11 (Diamond of Cpl). If t 7→→Cpl t1 and t 7→→Cpl t2, then

there exists a ρ-term t3 such that t1 7→→Cpl t3 and t2 7→→Cpl t3.

PROOF. Given a term t ∈ T and a set of redexes ∆ρδ = ∆1
ρδ ∪

∆2
ρδ of t, let ∆i

ρδ be such that ϕ(∆i
ρδ) = ∆i

ρδ for i = 1, 2. We

take t′1 and t′2 ∈ T in ρδ-normal form w.r.t. the set of redexes

∆1
ρδ and ∆2

ρδ respectively. Then we have t 7→→Cpl φ(t′1) = t1 and

t 7→→Cpl φ(t′2) = t2. By developing the remaining redexes in ∆ρδ

we obtain by Theorem 1 t1 7→→Cpl t3 and t2 7→→Cpl t′3. By Theorem 2

we can conclude that t3 = t′3.

Theorem 3 (Confluence of the basic ρ-calculus). The relation ρδ
is confluent.

PROOF. Notice that if the relation Cpl satisfies the diamond

property, so does its transitive closure. The confluence of the ρδ
relation then follows easily from Lemma 11 by observing that the

ρδ relation and the Cpl relation have the same transitive closure.

This can be shown using the inclusions 7→ρδ⊆ 7→→Cpl ⊆ 7→→ρδ . The

second inclusion follows from the definition of the Cpl relation.

For the first inclusion, suppose that the ρδ step occurs at the redex

position (ω, ρδ), then it is sufficient to choose ∆ρδ = (ω, ρδ).

7. ρ-calculus WITH DELAYED MATCHING
The results obtained for the basic ρ-calculus can be generalised to

the ρ-calculus with delayed matching constraints, defined in [10].

This calculus introduces the matching problems as part of the

ρ-calculus syntax and represents a first step towards an explicit han-

dling of the matching related computations. More precisely, the

delayed matching constraints represent constrained terms which

are eventually instantiated by the substitution obtained as solution

of the corresponding matching problem (if such a solution exists).

Matching failures can be treated in different ways [9], in the current

version of the calculus, the delayed matching constraints whose

corresponding matching problem has no solution are considered in

normal form. The ρ-calculus with delayed matching constraints

has been considered when equipping the ρ-calculus with depen-

dent types, moreover it is an effective calculus for reasoning about

functional languages implementations. It has been used as basis

for the definition of the explicit ρ-calculus, for the encoding of

the ρ-calculus into Interaction Nets [14] and for the compilation

of functional languages with pattern matching features [7].

Basically, a ternary symbol [_ ≪ _]_, representing a term con-

strained by a matching, is added to the syntax of the ρ-calculus and

the set of evaluation rules is adapted accordingly. The (ρ) rule is

separated into two steps, the first step (still called (ρ)) transforms

the matching into an explicit constraint and the second step (called

(σ)) solves the matching and can be applied only if a substitution of

such matching exists. As for the basic ρ-calculus, we will consider

only syntactic matching. The (δ) rule remains unchanged.

(ρ) (λp.t2)t3 →ρ [p ≪ t3]t2

(σ) [p ≪ t3]t2 →σ σ(t2) where σ = Sol(p ≺≺ t3)

(δ) (t1 ≀ t2) t3 →δ t1 t3 ≀ t2 t3

The associated rewrite relations are denoted by 7→ρσδ and 7→→ρσδ . The

new definition of free variables keeps into account the new binder

[_ ≪ _]_ of the calculus, thus the clause

FV([p ≪ t2]t3) , (FV (t3) \ FV(p)) ∪ FV(t2)

has to be added to Definition 6.

Definition 7 about substitution is generalised considering

σ([p ≪ t2]t3) , [σ(t1) ≪ σ(t2)]σ(t3)

Recall that we work modulo α-conversion, thus the application of

σ does not generate variable captures. The Substitution Lemma 1

can be shown to be still valid (see Appendix).

The definition of redexes is similar to Definition 10 for the basic

ρ-calculus, considering now the rewrite relation ρσδ. The only

point that needs to be modified is the notion of redex occurrence

since a new kind of redex is created, due to the introduction of the

(σ)-rule.



Definition 18 (Redex occurrence, redex).

• A ρσδ-redex occurrence in a ρ-term t is a pair (ω, ρσδ) such

that t|ω = (λp.t1) t2 or t|ω = (t0 ≀ t1) t2 or else t|ω =
[p ≪ t1]t2 with Sol(p ≺≺ t1) 6= ∅.

• The set ∆ρσδ consists of the pairs (ω, ρσδ) where ω is a po-

sition. The set of all ρσδ-redex occurrences in a ρ-term t is

denoted by ∆ρσδ(t).

• A ρ-redex is a pair (t, (ω, ρσδ)) such that (ω, ρσδ) is a ρσδ-

redex occurrence in t.

We point out that, similarly to the ρ-calculi previously introduced,

the ρ-calculus with delayed matching constraints can be seen as a

functional rewrite system (T , ∆ρσδ,→) with → (ω, ρσδ)(t) = t′

if t 7→ω
ρσδ t′ and undefined otherwise.

The delayed matching constraint and the new (ρ) and (σ) rules do

not introduce substantial changes in the theory of developments for

the rewriting calculus.

The reasoning proceeds as for the basic ρ-calculus. First, an un-

derlined version of the calculus is defined. For doing this, we just

need to add to Definition 11 the terms of the form [P ≪ T ]T and

[P≪T ]T to the set T of underlined terms. The underlined version

of the associated evaluation rules becomes the following:

(ρ) (λp.t2)t3 →ρ [p≪t3]t2

(σ) [p≪t3]t2 →σ σ(t2) where σ = Sol(p ≺≺ t3)

(δ) (t1≀t2) t3 →δ t1 t3 ≀ t2 t3

The mapping Φ : (φ, ϕ) that erases the underlinings (Definition 12)

can be trivially adapted to the ρ-calculus with delayed matching

and it is easy to verify that it remains a morphism between the

functional rewrite system corresponding to the underlined version

of the calculus and the functional rewrite system representing the

ρ-calculus with delayed matching.

Definitions 13 and 14 of ρ-development and complete ρ-

development are essentially the same, considering now the relation

ρσδ instead of ρδ.

Proofs of Theorem (FD) and Theorem (FD!) need to be revis-

ited. As we have seen in Section 4, the proof of finite develop-

ments makes use of a set characterising strongly normalising ρ-

terms, called SN , which needs to be adapted to the ρ-calculus with

delayed matching constraints. Terms containing a matching con-

straint are strongly normalising if they are in normal form, i.e. a

substitution of the matching does not exist, or they are obtained as

an expansion, using the σ-rule, of a strongly normalising ρ-term.

Definition 19 (SN ). The set SN is the set of all ρ-terms satisfying

the first five conditions of Definition 15 plus the following ones:

6. if σ(t) t1 . . . tn ∈ SN with σ = {xi/ui} = Sol(p ≺≺ u)
and ui ∈ SN , for i = 1 . . . n, then [p ≪ u]t t1 . . . tn ∈
SN ,

7. if p, u, ti ∈ SN for all i and Sol(p ≺≺ u) = ∅ then [p ≪
u]t1 . . . tn ∈ SN

8. if [p ≪ u]t t1 . . . tn ∈ SN then (λp.t) u t1 . . . tn ∈ SN .

The proof of Lemma 4, saying that ρ-term is strongly normalising

if and only if it belongs to SN , is modified according to the new

definition of SN . The reader can find the proof of this and the

others lemmata of this section in the Appendix.

The key point in the proof of finite developments is the definition

of the mapping Θ : (θ, ϑ) which, on one hand, has to map every

underlined term to a strongly normalising ρ-term and, on the other

hand, has to ensure a correspondence between the derivations of

the underlined ρ-calculus and the ρ-calculus, respectively. From

this two properties of Θ, the finiteness of developments is easy to

deduce, since a development is a particular rewrite sequence in the

underlined ρ-calculus.

For the ρ-calculus with delayed matching constraints, the definition

of the mapping Θ is modified adding a new distinguished constant

symbol Bk in the set of terms.

Definition 20 (Mapping Θ). The mapping Θ = (θ, ϑ) :
(T , ∆ρσδ,→) → (TAbs+Bk, ∆ρσδ,→) is defined as

1. The mapping θ : T → TAbs+Bk is defined as in Definition 16

with the two additional clauses

θ([p≪t1]t2) = [θ(p) ≪ θ(t1)]θ(t2)

θ([p ≪ t1]t2) = [Bk(θ(p)) ≪ θ(t1)]θ(t2)

2. The mapping ϑ : ∆ρσδ → ∆ρσδ is defined as in Definition 16

( considering ρσδ and ρσδ instead of ρδ and ρδ).

The symbol Bk , similarly to the symbol Abs already introduced for

the basic ρ-calculus, is used to block the evaluation of a (σ) redex

[p ≪ t]u possibly generated by the (successful) matching problem

p ≺≺ t.

In order to make the mapping Θ a morphism, we modify the set of

positions and the position of a subterm in a term t ∈ TAbs+Bk. In

addition to the clauses for the constant Abs, already introduced for

the basic ρ-calculus, we define

Pos(Bk(t)) = Pos(t) and Bk(t)|ω = t|ω

Lemmata 7 and 8 are still valid and can be found in the Appendix.

Therefore, Theorem FD (and its corollaries) holds also for the

ρ-calculus with delayed matching constraints.

The second important result proved for the basic ρ-calculus (Theo-

rem FD!) states that all complete developments of a ρ-term t end on

the same term. This result is then used to conclude the confluence

of the ρ-calculus.

The same reasoning applies to the proof of confluence of the ρσδ re-

lation. The main lemma of this part of the proof is Lemma 9, stating

the local confluence of the underlined ρσδ relation (see Appendix),

from which the the FD! result for the ρ-calculus with matching con-

straints follows. A relation Cpl with the same transitive closure as

ρσδ is defined (as in Definition 17) and proved to enjoy the dia-

mond property (Lemma 11) using the (FD) and (FD!) results. We

therefore can conclude that the relation ρσδ is confluent.



Theorem 4 (Confluence of the ρ-calculus). The relation ρσδ is

confluent.

8. CONCLUSIONS
We have presented in this paper the theory of developments for

the rewriting calculus. After giving an appropriate definition of ρ-

development, we have proved that in the ρ-calculus all ways of re-

ducing a set of redexes of a ρ-term are equivalent: all development

terminates (FD) and they all end on the same final ρ-term (FD!). As

a consequence of these results, we obtained a new simpler proof for

the confluence property of the ρ-calculus rewrite relation.

The mentioned results are achieved here for the basic ρ-calculus

considering syntactic matching and linear algebraic patterns. A

natural question is whether these results hold for other versions of

the ρ-calculus. We have shown here that this is indeed the case for

the ρ-calculus with delayed matching constraints. It would be in-

teresting to go a step further and study two calculi that extend this

version of the ρ-calculus, that is the explicit rewriting calculus and

the graph rewriting calculus. Nevertheless, we think that the con-

sistent number of evaluation rules of these two calculi will make

the proof of the result more elaborated. We are also interested in

ρ-calculi with non syntactic matching theories, like, for example,

the ρ-calculus with delayed matching constraints and the matching

theory called stuck [12], which eliminates matching failures when

not significant for the computation. Intuitively, the stuck theory is

obtained as the symmetric and transitive closure of a relation that

eliminates from a ρ-term all constraints whose matching problem is

unsolvable independently of subsequent instantiations and reduc-

tions. This leads to a ρ-calculus that is suitable for the encoding

of rewrite systems. We think that some properties of the encoded

term rewrite system may be deduced from the development results

on this version of the ρ-calculus.

The restrictions we assumed on ρ-patterns are certainly necessary

for the confluence result. Indeed, as shown in [27, 10], non-

algebraic and non-linear patters are sources of counter-examples

to confluence. We conjecture that these restrictions, in particular

linearity, can be weakened without loosing termination of develop-

ments. However, the treatment of non-linear calculi is delicate and

reserve a deeper study. As pointed out in Section 4, we would need

to change the definition of the underlined ρ-calculus by allowing

to underline any abstraction application, even those corresponding

to unsuccessful matching problems. This would lead to a less fine-

grained control on redexes: an underlined ρ-term in normal form,

for example, may still contain some underlinings.

On the other hand, linearity is most likely to be necessary to achieve

a standardisation result for the ρ-calculus, towards which the FD

and FD! theorems can be seen as a first step. We know from the two

theorems on developments that the result of this kind of computa-

tions is unique and does not depend on the choice of a particular

reduction. We still lack of information about the way to perform

the computation in order to reach this result, when it exists. This

is definitely an interesting subject for future research. In particular,

we are currently analysing the possibility of applying the axiomatic

method presented in [15] to the ρ-calculus. It would be interesting

to define a notion of standard reduction for the ρ-calculus by choos-

ing a reduction order, e.g. leftmost outermost, which provides a

terminating strategy for the calculus. Observe anyway that for the

ρ-calculus with delayed matching constraints, this is not straight

forward, since in a term of the form [p ≪ t1]t2 the matching prob-

lem can be unsolvable at first, but some instantiation or reduction

in t1 can create a redex at the head position.
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APPENDIX
Lemma 1 (Substitution lemma). If xi 6= yj and xi 6∈ FV(uj) for

all i, j then

t{x/v}{y/u} ≡ t{y/u}{x/v{y/u}}

PROOF. By induction on the structure of t.

1. t is a variable. If t = yi ∈ y then both sides equal t, since

xi 6∈ FV(uj) for all i implies t{x/ . . .} ≡ t. If t = xi ∈ x
then both sides equal t{y/u}, since xi 6= yj for all i, j. If

t = z with z 6∈ x and z 6∈ y, then both sides equal z.

2. t = f , then both sides equal f .

3. t = λp.u with FV(p) = {z1, . . . zn}, zi 6∈ x or y and zi

not free in u, v by α-conversion, for all i. Then using the

induction hypothesis

(λp.u){x/v}{y/u}
= λp{x/v}{y/u}.u{x/v}{y/u}
ih
= λp{y/u}{x/v{y/u}}.u{y/u}{x/v{y/u}}
= (λp.u){y/u}{x/v{y/u}}

4. t = t1 t2. We have:

(t1 t2){x/v}{y/u}
= t1{x/v}{y/u} t2{x/v}{y/u}
ih
= t1{y/u}{x/v{y/u}} t2{y/u}{x/v{y/u}}
= (t1 t2){y/u}{x/v{y/u}}

5. t = t1 ≀ t2. By induction hypothesis, similarly to 4..

6. t = (λp.u1) u2 or t = (λp.u1) u2. By induction hypothesis,

using 3. and 4..

7. t = (t1≀t2) t3. By induction hypothesis, using 4. and 5..

ρ-calculus with delayed matching constraints:

8 t = [p ≪ t1]t2. We have

([p ≪ t1]t2){x/v}{y/u}
= [p{x/v}{y/u} ≪ t1{x/v}{y/u}]t2{x/v}{y/u}
ih
= [p{y/u}{x/v{y/u}} ≪ t1{y/u}{x/v{y/u}}]

t2{y/u}{x/v{y/u}}
= ([p ≪ t1]t2){y/u}{x/v{y/u}}

9 t = [p≪t1]t2. By induction hypothesis, similarly to 8..

Lemma 5. A ρ-term t is strongly normalising iff t ∈ SN .

PROOF. We need to consider only the following cases, the oth-

ers being as in the basic ρ-calculus.

Direct implication:

• u = (λp.u′) t1 . . . tn. Then we have t 7→ρ t′ = [p ≪ t1]u
′

t2 . . . tn. By induction hypothesis, t′ ∈ SN . By definition 19

it follows that t ∈ SN .

• u = [p ≪ u1]u2. If there exists no solution of the match-

ing p ≺≺ u1: by induction hypothesis p, u1, u2 are SN , thus

by definition 19 t ∈ SN . If there exists σ = {xi/u′
i} =

Sol(p ≺≺ u1), we have t 7→σ t′ = σ(u2) t1 . . . tn. By induc-

tion hypothesis, t′ ∈ SN and u′
i ∈ SN , thus by definition 19

we have t ∈ SN .

Converse implication:

• If t = (λp.t0) u t1 . . . tn with [p ≪ u]t0 t1 . . . tn ∈
SN , then for an arbitrary rewrite sequence t 7→→ρσδ t′ 7→→ρσδ . . .
we have two possibilities: either the head (ρ) redex of t is

contracted or not.

If not, t reduce to a term t′ = (λp.t′0) u′ t′1 . . . t′n. By

induction hypothesis p, u, ti for all i are strongly normalising.

It follows that all terms in the rewrite sequence are strongly

normalising and thus the rewrite sequence is finite, i.e. t is

strongly normalising.

If the head (ρ) redex is reduced, then t′ = [p ≪ u′]t′0
t′1 . . . t′n. By induction hypothesis, [p ≪ u]t0 t1 . . . tn is

strongly normalising, thus its reduct t′ is stronlgy normalis-

ing too. We conclude that the rewrite sequence is finite and t
is strongly normalising.

• If t = [p ≪ u]t0 t1 . . . tn with σ(t0) t1 . . . tn ∈ SN where

σ = {xi/ui} = Sol(p ≺≺ u) and ui ∈ SN . Then for

an arbitrary rewrite sequence t 7→→ρσδ t′ 7→→ρσδ . . . we have two

possibilities: either the head (σ) redex of t is contracted or

not.

If not, t reduce to a term t′ = [p ≪ u′]t′0 t′1 . . . t′n. By induc-

tion hypothesis, p, u, ti for all i are strongly normalising.It

follows that all terms in the rewrite sequence are strongly

normalising and thus the rewrite sequence is finite, i.e. t is

strongly normalising.

If the head (σ) redex is reduced, then t′ = σ(t′0) t′1 . . . t′n. By

induction hypothesis, σ(t0) t1 . . . tn is strongly normalising,

thus its reduct t′ is stronlgy normalising too. We conclude that

the rewrite sequence is finite and t is strongly normalising.

• If t = [p ≪ u]t0 t1 . . . tn with p, u, ti ∈ SN for all i and

Sol(p ≺≺ u) = ∅ then t 7→→ρσδ t′ = [p ≪ u′]t′0 t′1 . . . t′n
and we have two possibilities: either the matching has still no

solution, or Sol(p ≺≺ u′) 6= ∅. In both cases, we can reason

as in the previous item.

Lemma 6 (Context stability). Given the term t ∈ T , then for all

ω ∈ Pos(t) we have

θ(t)|ω = θ(t|ω)



PROOF. By induction on the position ω ∈ Pos(t).

If ω = ν = ǫ, then the thesis follows easily by the definition of the

mapping θ and the fact that Abs(t)|ω = t|ω .

If ω 6= ǫ, we show two interesting cases:

• ω = 2ω′ and t = λp.u.

θ(t)|ω = θ(λp.u)|2ω′ = Abs(λθ(p).θ(u))|2ω′

= λθ(p).θ(u)|2ω′ = λθ(p).θ(u)|ω′

ih
= λθ(p).θ(u|ω′) = θ(λp.u|ω′)
= θ((λp.u|2ω′) = θ(t|ω)

• ω = 2ω′ and t = u1 ≀ u2.

θ(t)|ω = θ(u1 ≀ u2)|2ω′ = Abs(θ(u1) ≀ θ(u2))|2ω′

= θ(u1) ≀ θ(u2)|2ω′ = θ(u1) ≀ θ(u2)|ω′

ih
= θ(u1) ≀ θ(u2|ω′) = θ(u1 ≀ u2|ω′)
= θ((u1 ≀ u2|2ω′) = θ(t|ω)

ρ-calculus with delayed matching constraints. The new interesting

case is the following:

• ω = 1ω′ and t = [p ≪ t1]t2.

θ(t)|ω = θ([p ≪ t1]t2)|1ω′

= [Bk(θ(p)) ≪ θ(t1)]θ(t2)|1ω′

= [θ(p) ≪ θ(t1)]θ(t2)|1ω′ = [θ(p)|ω′ ≪ θ(t1)]θ(t2)
ih
= [θ(p|ω′) ≪ θ(t1)]θ(t2) = θ([p|ω′ ≪ t1]t2)
= θ([p ≪ t1]t2|1ω′) = θ(t|ω)

Lemma 7 (Substitution stability). Given a term t ∈ T and a sub-

stitution σ = {x/u}, then we have

θ(σ(t)) = θ(σ)(θ(t))

PROOF. By structural induction on the term t.

• t = x and x 6∈ Dom(σ), then θ(σ(t)) = θ(x) = x =
θ(t) = θ(σ)(θ(t))

• t = x and x = xi ∈ Dom(σ), then we have θ(σ(t)) =
θ(x{x/u}) = θ(ui) = x{x/θ(u)} = θ(σ)(θ(t))

• t = f then θ(σ(t)) = θ(t) = θ(σ)(θ(t))

• t = λp.u then

θ(σ(t)) = θ(λσ(p).σ(u)) = Abs(λθ(σ(p)).θ(σ(u))
ih
= Abs(λθ(σ)(θ(p)).θ(σ)(θ(u))
= θ(σ)(Abs(λθ(p).θ(u)) = θ(σ)(θ(λp.u)) = θ(σ)(θ(t))

• t = u1 ≀ u2 then

θ(σ(t)) = θ(σ(u1) ≀ σ(u2))
= Abs(θ(σ(u1)) ≀ θ(σ(u2)))
ih
= Abs(θ(σ)θ(u1) ≀ θ(σ)θ(u2))
= θ(σ)(Abs(θ(u1) ≀ θ(u2)))
= θ(σ)(θ(u1 ≀ u2)) = θ(σ)(θ(t))

• t = u1 u2 then

θ(σ(t)) = θ(σ(u1) σ(u2)) = θ(σ(u1)) θ(σ(u2))
ih
= θ(σ)θ(u1) θ(σ)θ(u2) = θ(σ)(θ(u1) θ(u2))
= θ(σ)(θ(u1 u2)) = θ(σ)(θ(t))

• t = (u1≀u2) u3 then

θ(σ(t)) = θ((σ(u1)≀σ(u2)) σ(u3)
= (θ(σ(u1))≀θ(σ(u2))) (θ(σ(u3))
ih
= (θ(σ)θ(u1)≀θ(σ)θ(u2)) (θ(σ)θ(u3))
= θ(σ)((θ(u1)≀θ(u2))) θ(u3)
= θ(σ)(θ((u1≀u2) u3) = θ(σ)(θ(t))

• t = (λp.u1) u2 then

θ(σ(t)) = θ((λσ(p).σ(u1)) σ(u2))
= (λθ(σ(p)).θ(σ(u1)) θ(σ(u2))
ih
= λθ(σ)(θ(p)).θ(σ)(θ(u1)) θ(σ)θ(u2)
= θ(σ)((λθ(p).θ(u)) θ(u2))
= θ(σ)θ((λp.u1) u2) = θ(σ)(θ(t))

ρ-calculus with delayed matching constraints: we have the addi-

tional case

• t = [p ≪ u1]u2 then

θ(σ(t)) = θ([σ(p) ≪ σ(u1)]σ(u2))
= [Bk(θ(σ(p))) ≪ θ(σ(u1)]θ(σ(u2))
ih
= [Bk(θ(σ)(θ(p))) ≪ θ(σ)(θ(u1)]θ(σ)θ(u2)
= θ(σ)([Bk(θ(p)).θ(u1)]θ(u2))
= θ(σ)θ([p ≪ u1]u2) = θ(σ)(θ(t))

• t = [p≪u1]u2 then

θ(σ(t)) = θ([σ(p)≪σ(u1)]σ(u2))
= [θ(σ(p))≪θ(σ(u1)]θ(σ(u2))
ih
= [θ(σ)(θ(p))≪θ(σ)(θ(u1)]θ(σ)θ(u2)
= θ(σ)([θ(p).θ(u1)]θ(u2))
= θ(σ)θ([p ≪ u1]u2) = θ(σ)(θ(t))

Lemma 8. Given any t ∈ T , then θ(t) ∈ SN

PROOF. By structural induction on the term t ∈ T . We prove

simoultaneously that θ(t) is not of the form λp.u or u1 ≀ u2.

We add the following case the proof for the basic ρ-calculus.

• t = [p ≪ t1]t2 with p, t1, t2 ∈ T , then θ(t) = [Bk(θ(p)) ≪
θ(t1)]θ(t2). By induction hypothesis θ(t1), θ(t2), θ(p) ∈
SN and by definition of SN also Bk(θ(p)) ∈ SN. Since there

exists no solution σ for the matching Bk(θ(p)) ≺≺ θ(t1), we

have θ(t) ∈ SN . Moreover θ(t) is not of the form λp.u or

u1 ≀ u2.

• t = [p≪t1]t2 with p, t1, t2 ∈ T , then θ(t) = [Bk(θ(p)) ≪
θ(t1)]θ(t2). By induction hypothesis θ(t1), θ(t2), θ(p) ∈
SN . Let θ(σ) = {xi/uθ

i } be the solution of the matching

problem θ(p) ≺≺ θ(t1). We have that θ(ui) ∈ SN for all

i since θ(t1) ∈ SN and moreover by induction hypothesis

θ(ui) are not of the form λp.u or u1 ≀ u2. Therefore the

reduct of t θ(t′) = θ(σ)(θ(t2)) does not contain new redexes

created by the application of the substitution to θ(t2). Since

θ(t2) ∈ SN , also θ(t′) ∈ SN and thus θ(t) ∈ SN . We have

that θ(t) is not of the form λp.u or u1 ≀ u2.

• t = (λp.t1) t2 with p, t1, t2 ∈ T , then θ(t) = (λθ(p).θ(t1))
θ(t2). By induction hypothesis θ(t1), θ(t2), θ(p) ∈ SN .

We reason on the reduct θ(t′) = [θ(p) ≪ θ(t1)]θ(t2) as

in the previous item. We deduce that θ(t′) ∈ SN , hence

θ(t) ∈ SN . We have that θ(t) is not of the form λp.u or

u1 ≀ u2.

Lemma 9. The relation ρδ is locally confluent.

PROOF. We have to consider the possible critical pairs. The crit-

ical pairs generated by the (ρ)-rule are easy to verify. We analyse

the critical pairs between the (σ)-rule with itself and with the (δ)-

rule.

• Two nested σ-redexes. These critical pairs are similar to the

ones between two (ρ)-rules treated in the basic ρ-calculus.



• A σ-redex and a non disjoint (δ)-redex. These critical pairs

are similar to the ones between the (ρ)-rule and the (δ)-rule of

the basic ρ-calculus.


