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ResuMEA définir par la commandgresume{. . .}

ABSTRACT.AnN original Reinforcement Learning (RL) methodology isgo®ed for the design of
multi-agent systems. In the realistic setting of situatgereis with local perception, the task of
automatically building a coordinated system is of crucialportance. To that end, we design
simple reactive agents in a decentralized way as indepdridamers. But to cope with the
difficulties inherent to RL used in that framework, we haweettgped an incremental learning
algorithm where agents face a sequence of progressivelg nwnplex tasks. We illustrate this
general framework by computer experiments where adensto coordinate to reach a global
goal.
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Abbreviations used in this document :

— RL - Reinforcement Learning

— MAS- Multi-Agent System

— MDP -Markov Decision Process

— POMDP -Partially Observable Markov Decision Process

1. Introduction

The problem of automating the design of a Multi-Agent Sys{®AS) is at the
heart of much research. It is an important issue mostlyedltd a crucial question :
how to link theglobal description of a task with agents whose behaviours depend on
a necessarilpartial andlocal view of this task.

This design problem is all the more tricky as “reactive” awddperative” MAS
are considered, since these systems rely on interactiomhgwoften many—
agents in order to produce a complex collective behaviolying in particular on
self-organisation phenomena. The main difficulty comesnfrihe fact that self-
organisation is a process that is not well understood anaasy to control. Thus,
the only solution for the designer is often to undergo a tesliask of tuning the para-
meters of the reactive behaviours so as to obtain the desilettive behaviour. On
the other hand, the greatest advantage of these systenessisritplicity of the agents,
which eases their design.

Reinforcement Learning (RL) (, ) is a common approach to sieesimaking
under uncertainty. It is also an appealing tool to tackleati®mation of MAS design
(, ) in a decentralised manner. This is the approach adoptttkipresent paper, in
which independent learners try to achieve a common goalirderest is to see each
agent learn locally how to optimise a global performancer€tare many advantages
to this approach :

— Because we employ Reinforcement Learning, a simple ssigaal evaluating
the system behaviour (the reward) is sufficient to learrs hat necessary to have a
teacher knowing the problem’s solution beforehand.

— The decentralised framework often makes the task faceddiya&gent of a reac-
tive MAS rather simple. In many cases, it is easier for eagnatp learn its local
reactive behaviour than to try learning the system’s ctiltedehaviour. This is a way
to avoid an important pitfall of RL : a combinatorial explosiis all the more probable
that the problem is complex.

Moreover, Reinforcement Learning methods are based onaitigamatical formalism

of Markov Decision Process¢MDP) that details the assumptions to be satisfied for
an algorithm to converge. This mathematical framework gises a formalism for
the study of a MAS'’s collective behaviour.
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The use of Reinforcement Learning in a decentralised fasfoo Multi-Agent
Systems causes some difficulties. Indeed, our approachiis the precise framework
of MDPs (because of the multi-agent partially observabtgrgg), which leads to the
loss of the usual guarantees that the algorithm convergesdptimal behaviour. This
is due to the fact that each agentis constrained to a locglanidl view of the system
and, as a consequence, generally does not know the systietne staté.

Common model-free learning algorithms are for exangpleearning and Sarsa (
). Under the Markov assumption, they efficiently find a glt&ypaptimal deterministic
policy (one such policy exists in this case). Yet, becaust eour learners is facing
a non-Markovian problem (due to a decision made with insiefficinformation), we
have to use direct policy search algorithms instead, lapfin an—at least-ecally
optimalstochastigolicy.

Based on such a classical RL technique to find stochasticiesliour proposition
is then to make use ofdecentralised incrementédarning algorithm :

— The learning islecentralisedecause the group’s behaviour evolves through the
independent learning processes of each agent.

— By incrementalwe mean that agents are progressively pitted againsthande
harder tasks so as to progressively learn a more complexioeina

Another way in which our approach could be called increnlasttat initially lear-
ning is performed with very few agents, so as to minimise dimation and cross-
work actions, and then the resulting basic behaviours aperéad to learning tasks
with more and more agents. Eventually, behaviours can kadurefined by lear-
ning in these more demanding environments. Thus, the aligjrof our approach is
twofold : learning is decentralised and incremental.

Note : In a broader sense, incremental RL is generally referred $baping(Sec-
tion 4.2 comes back to this subject).

In this paper, we present our incremental (shaping) methol@éérning in a multi-
agent system and an experiment on which we tested our mdtiyd&ection 2 dis-
cusses related work, Section 3 brings some background kdoe| Section 4 des-
cribes the approach we follow, and Section 5 describes therarents conducted to
test the viability of our approach and the results obtaidediscussion of our work
follows in Section 6, highlighted by some comparisons witheo similar works. Fu-
ture directions and conclusive remarks end the paper inddect

1. Note that most other studies make the opposite assumptiantatal perception by each
agent.



4 Published in AAMASJ - 2007

2. Related Work
2.1. On explicit coordination

Boutilier () has studied the problem of coordination fromhadretical point of
view, using Multi-agent Markov Decision Processes (MMDORis framework, each
agent can compute a globally optimal policy where only cotation problems are to
be solved, i.e. when the optimal joint action is not unique h& points out, such a co-
ordination can be reached using social laws, communicatieriearning mechanism.
A major drawback of this planning framework is that it re@simot only a global
perception, but also the ability to recognise other agevig;h is rarely the case in a
reactive MAS.

Modelling/Recognising Other Agents —

Even without Boutilier's strong hypotheses, the abilityrézognise other agents
can be useful to understand their behaviours (learn thdicips or determine their
goals). Taking this information into account to choose daioaanay help improving
the coordination and global cooperation. Yet, the othentigieodel must be accurate
since, as shown by Hu and Wellman (), a bad model may be woaserth model.
Historically, the modelling of other agents has mainly based in competitive situa-
tions, other agents being viewed as opponents (, ). Works aftnsider game theory
and the simple prisoners dilemma ().

Communication —

Communication could also be used to solve the problem ofi@kpbordination.
But attention must be paid to the fact that communicatiotsiel has a cost () :itis a
new resource to manage. Moreover, communication may havegortant impact on
the complexity of decision-making (). An important aspectemmunication is the
question of its content : intended actions, utility of anspbelief state, perceptions... ?
A possible direction for tackling this question is that cdilring (or “agreeing on”) the
interpretation of messages that have no prior common mg#nir).

2.2. Reward Definition

Individual Viewpoints —

It is very important to remember that defining the reward fiomcis a crucial
but difficult phase. A first point is that a “truly” autonomoagent should not rely
on external help to receive reinforcement signals, but om#ernal mapping from
observations and actions to a scalar rewfarthis is similar to the viewpoint adopted
by Fernandez and Parker (), where the team tries to maxitméssedcumulated reward

2. Butan agent learning in “controlled conditions” could geteward from a third party, which
is not our choice.
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of all teammates despite the lack of communication. On timraoy, much research
on multi-agent frameworks relies on complete observatdlitd, as such, a common
global reward function may be used by each agent, ensuratighby work toward a

common objective.

Multi-Agent Credit Assignment Problem —

In all cases, as we mentioned in Section 3.3, the multi-agetit assignment
problem (how to define individual reward functions when d¢desng a global—
cooperative—task) remains difficult, as can be observedimér and Wolpert’s work
on this topic (COllective INtelligence ()). The main resuttbtained only concern si-
tuations where agents can be organised in sub-groups vgookitotally independent
problems.

Modifying the Reward Function —

The reward function can be modified to efficiently guide trerméng agent. This
has been applied in Mat&is work with multi-robots systems (), where she takes the
option of adapting the reward function and the agents’ astand perceptions to use
a simple reinforcement algorithm. The reward is not a bimaogess (no reward / big
reward at goal) but uses a “progress estimator”, i.e. a Sneooeéward adapted to give
very frequent hints to each individual agent. This methagiies an important work
from the human designer and is strongly task-dependentth&n@xample is that of
Stone and Veloso’s work on simulated robotic soccer (), wiieey also choose to
define a reward function giving an estimate of the team’s [sg

The definition of a reward function—and how to use it—is an ami@gnt problem
that should always be kept in mind in multi-agent Reinforeaiiearning. Moreover,
theoretical advances are still required in the multi-adearhework, so as to ensure
that individual reinforcement signals appropriately l¢adn intended global goal.

2.3. Learning Algorithm

Partial Observability —

In a partially observable setting, well informed decisiaas be made using past
observations to disambiguate the current situation.

One approachis that of computing a probability distribotiwer states (what gives
a “belief state”) (). But this requires knowing the undenlyimodel of the system and
can be computationally very expensive. Furthermore, insatting, the underlying
MDP changes when the complexity of the problem increaseis Whuld make it
very difficult to reuse any knowledge. Another approach ta$n defining a policy
on a sequence of past observations (, ), which is as scalatie &nstant” policy we
are using. The main difficulty is that learning consumes nmache time and memory
when considering past observations.
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To our knowledge, most practical experiments in multi-agattings have only
involved policies depending only on the immediate obsémmat, , ). In this case,
direct policy search (looking for stochastic policies) hasl more success than dy-
namic programming (producing a deterministic policy) wiberth types of algorithm
have been compared, as done by Salustowicz et al. () or aspeeienced ourselves
using@-learning in earlier experiments. Work by Peshkin et al. id Baxter et al. (

) also make use of a direct policy search in multi-agentragsti

A particular case of RL based on current observation is thatP®T-RL (), which
seems specific to problems like the robot soccer it has besigrae for. Indeed, it
considers that the next state is not accessible when théshiadling passed to ano-
ther player for example. As a consequence, a classical @pdatgl/ (s’) to compute
Q(s, a)—if the transition is(s,a) — s'—is not possible, hence the idea of using a
Monte-Carlo sampling to evaluate the expected future réwar

Multi-Agent Aspect —

In a multi-agent setting, better results logically requive agent to reason about
other agents’ reasoning (). But this requires knowledgettins other agent’s beha-
viour, while we have seen in Sec. 2.1 that it is not conven@distinguish agents and
that it would again lead to computationally expensive atbars.

Architecture —

In some challenging applications of Reinforcement Leagnanmonolithic archi-
tecture seems often insufficient to tackle the complexitthefenvironment. A good
way to go can be to decompose the problem according to différeels of abstraction
(from low-level controllers to high-level strategies).i$ s quite common in robotics,
with examples in foraging ( ), robotic soccer (, ). In this dom different questions
arise as : 'What should the various levels be ?’ and 'Can tieegtiiomatically defined
() ?" We do not make use of a hierarchical architecture, so &xcus on our proposed
shaping methodology.

2.4. Automated Shaping

Existing work in the field of shaping (, , ) shows how efficiehaiping can be,
and gives some theoretical results on how a problem can bdiatbdithout altering
the solution. Yet, how to modify a problem so that it is eagdsolve remains an open
question. It is probable that if one knows how to modify thelpem, one probably
knows a lot about the solution. Two experiments using rewhaping in a multi-agent
application have been mentioned in Sec. 2.2 (, ).

Asada’s completely observable model () made it possibleitoraate the defini-
tion of the agent’s training. It was possible to evaluatedistance to the goal thanks
to an ordering of perceptions. In the case of factored péarep(a perception being
described by a vector of variables), an interesting dioectiould be to analyse the



Shaping SMAwithRL 7

frequency of changes in the variables, as done by Hengstdistover hierarchy in
Markov Decision Processes.

3. Background

In this section, we first describe the precise problem of MAdfent System de-
sigh we want to address. We then present Reinforcement ingafiocusing on the
details which are of interest to our work. Lastly, we exphainich particular difficul-
ties are met due to the use of RL in a MAS. This will lead to thigioal methodology
proposed in Section 4.

3.1. Designing Multi-Agent Systems

We are interested in automating the design of cooperatié¥gent Systems by
having each individual agent learn its own behaviour. As tioeed earlier, we have
decided to work with very simple reactive agents for comipyepeasons. Besides, it
allows us to concentrate on the learning aspect of the design

Among many possible choices, our agents can be charactasse

— reactive: Agents have “reflex” behaviours, act based on current @asien only
(memoryless behaviour).

— situated with local perception: Even if “partial” observations are a disadvan-
tage when learning, their “local” aspect is of benefit asniiits the risk of combinato-
rial explosion (only a few elements are perceived).

— possibly heterogeneousAlthough they may have the same abilities for percep-
tion and action, each agent can acquire a different behefrimm the others, as agents
learn individually in the adopted learning process.

— cooperative: All agents share the same goal and thély have to coordinate to
reach it.

Agents may have other characteristics (such as commumrcsiills), yet we do not
have any preferences on them, as they do not play any crotgslbrour approach.

The question raised is then the following : given a globadk ta®. a task that a
priori requires a global view of the system in order to be sd}y how to design —
independently and in decentralised way— the individuabbeturs of agents having a
local and partial view of their environment ? For the reasoaationed in the introduc-
tion (formalism, top-down approach with no supervisiong, propose to tackle this
problem through Reinforcement Learning (interested nesacn find an introduction
to Reinforcement Learning written by Sutton and Barto ()).
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3.2. Reinforcement Learning

3.2.1. Markov Decision Processes

We first consider théeal theoretic framework for Reinforcement Learning, that
is to say Markov Decision Processes (, ).

Let (S, A,7,r) be a Markov Decision Process (MDP) whetes a finite set of
statesand A a finite set ofactions This process is Markov since state transitions
are ruled by theransition function 7 : S x A x § — [0,1] with 7 (s,a,s’) =
Pr(Si41 = §'|Ar = a,S; = s) (Figure 1 presents MDPs as a graphical model).
is a mapping fronS x A to R that defines theeward gained by the system after
each state transition. An actigrolicy 7 is a mapping from states to distributions
over actions ¢ : S — II(A), with II(.A) a probability distribution over actions).
The problem is then to find a policy optimising a performaneasure based on the
reward, namedtility and denoted’. Typically, the utility can be the sum of rewards
to a finite horizon, the weighted sum of this reward on an itdihbrizon §~,° , v'r;
wherey € [0, 1)), or the average reward gained during a transition.

a

4

e © ©

Figure 1. Graphical Model of an MDP. Dotted arrows indicate that aniaatis cho-
sen depending on a state. Everything here is observableétet! by the grey back-
ground), but rewards are not represented (to keep the figorpls).

In this paper, onlynodel freeRL (, ) is considered : agents look for optimal poli-
cies with no knowledge of the system’s modglgndr). If a model could be computed
(when the dynamics of the system are known), multi-agertlpros usually lead to
huge state spaces (size exponential in the number of ag@his)general principle
of model-free RL algorithms is to have the learning agentvein its environment
and gather results of experiments (in stateactiona; may lead to state,,; with
rewardr;). Through stochastic approximation methods, the agenthoam directly
learn (usingQ-learning () or Sarsa () for example) a value function on eafcits
states and deduce an optimal deterministic policy (whegeagral policies may be
stochastic), the Markov property being a guarantee thae tiseno local optimum in
this process and that one deterministic optimal policytexis
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3.2.2. Partially Observable MDPs

In our framework, agents only deal with partial observatiobherefore, they do
not have access to a complete state of the system and arefeating a Partially Ob-
servable Markov Decision Process (POMDP). Such a POMDFiisegteby adding to
the (S, A, 7, r) tuple afinite sef2 of possible observations, and an observation func-
tion O linking states to the observations they may cau8és, o) = Pr(O; = 0|S; =
s) (see Figure 2). Besides, in our model-free problem, an dggsto knowledge of
the underlying MDP &, 7 and thereforg).

’

Figure 2. Graphical Model of a POMDP (see also Figure 1). In the case BGMDP,
states are hidden (represented by a white background). Ntite choice of action
depends on the current observation only.

St+1

What an agent experiences is then only linked to obsenstiostead of
states. As a result, the proce&8,;) obtained is not necessarily Markov anymore
(Pr(0:|0s-1) # Pr(0:O¢-1,0:_2,...)), and there may not be a deterministic
policy among the optimal solutions. This requires looking $tochastic policies of
the form ;7 : Q@ — II(A). The dynamic programming algorithms we mentioned for
MDPs are not suitable in this new framework (since the Mangmperty is not sa-
tisfied), but may be replaced by policy search algorithmsasexample— the online
policy-gradientwe have used (based on Baxter et al. (, J)yEaperiments have also
been performed witly)-learning, showing that looking for a stochastic policyds#o
better results, and turning a deterministic policy in a B&stic one using a soft-max
is no satisfying solution.

This choice of a policy-gradient is not so usual, as it oftepears to be sufficient
to use dynamic programming algorithms, which are an eadyipimany cases. Yet
policy-gradients are not only more appropriate in theogtifoising in the space of
stochastic policies), but appear in recent works as vergnjgiag in problems invol-
ving function approximation techniques (, ) and in probiahd planning (). In both
cases, policy-gradients make it possible to optimise acpadh a large state-action
space by using either function approximation methods orefaly chosen control-
ler.

Learning is all the more difficult under these new conditjcas there may now
be local optima into which an agent can permanently falerested readers may also
refer to papers by Littman et al. () and Singh et al. () to lealbout the use of
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MDP algorithms in partially observable settings, and byBak et al. () for another
algorithm that could be used instead of the mentioned oplatiey-gradient.

3.3. RL and MAS

As pointed out by Boutilier (), the evolution of a Multi-Age8ystem can be mo-
delled as an MDP if considered from an external point of viesepending on the
global system state, there isjaint actionto choose (the set of all agents’ indivi-
dual actions). Indeed, most theoretical works on Reinfoim&t Learning in MAS are
grounded on this formalism, as can be observed from thoroaxgews by Stone and
Veloso () and Shoham et al. () (the work by Gmytrasiewicz andHb () gives a
counter-example).

Yet, such an approach appears not to be reasonable forgaleagpplications. The
reason for this is twofold :

— The global state space will grow exponentially and willglydoe unmanageable
(this is already often the case in simpler mono-agent ggf}in

— Realistic perceptions are generally limited to a localwi# an agent’s environ-
ment.

Our motivation to deal with these two limitations is the margument for working in
a decentralised and partially observable framework.

Unfortunately, as shown by Bernstein et al. (), solving thebfem in a non-
centralised way when the agents only have a partial pearepfithe system'’s state is
NEXP-complete, i.e. there is provably no polynomial algori to solve the problem.
The additional complexity of our problem —compared to tlzesssical MDP setting—is
due to three major difficulties being faced :

1) Partial observability. As already mentioned, each agent’s perception is local,
which makes them uninformed of the global state of the prabl&s such, the pro-
blem at hand belongs to the classpairtially observedviarkov decision models (see
Section 3.2.2).

2) Non-stationary transitions. Reactive agents with a local view of the environ-
ment cannot use joint actions to solve the problem. In fabgmagents are hardly pre-
dictable elements of the environment : as agents learngbggies simultaneously (in
our work), each agent lives in an environment with non-stetry transitions (other
agents are part of the agent’s environment).

3) Multi-Agent Credit Assignment?. In a Multi-Agent problem, an important
difficulty is to reward agents appropriately. Intuitivedyy agent whose decisions have
not contributed to a recent success of the group should rtoarge reinforcement
signal. Yet, if an MDP point of view is adopted -all agentstipet identical rewards-

3. Not to be confused with theemporal(mono-agent) credit assignment problem : which past
decision should be reinforced because of the present ré&vard
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an agent may “understand” which decisions are really usefudnly some of them
regularly lead to successes.

In our framework, reinforcement signals are internal to agent, depending on
its immediate observations. Thus, we face the problem ohiefiindividual reward
functions that correctly represent a common group obje¢tivquestion raised in more
details in the COllective INtelligence approach (, )).

Note that in practice, e.g. in traffic control, local rewamake learning often ea-
sier, even if they may not lead to an optimal controller.

Classical stationary Partially Observed Markov DecisioocBsses are nearly im-
possible to solve when there are more than a hundred statd$¢ ombination of
the first two problems (i.e non-stationarity and partialetations) makes the pro-
blem non-solvable without using approximations. The rradfent credit assignment
issue is a rather independent question compared to naorstety and partial obser-
vations. We simply assume in this paper that the reward fmmetemployed appro-
priately leads to a cooperative system.

4. Shaping : incremental reinforcement learning

As there are no exact algorithms looking for optimal behaksdor the class of
agents we consider, we will use approximation methods. Evbe learning condi-
tions are worse than those of a POMDP (see Section 3.3), veedeaided to make use
of an algorithm suited to this partially observable mone+&gsituation. Each agent
will use a gradient descent RL algorithm (or policy-gradj€n ) suitable for on-line
learning in a model-free POMDP, though it is not designedufs® in our multi-agent
framework.

After a brief description of this policy-gradient algonith we will focus on the
main point of this paper : the use of a shaping method to dégigti-Agent Systems.
This presentation is done by first introducing the geneed ioehind shaping and then
detailing how this approach is here adapted to a MAS.

4.1. Local learning algorithm used

As stated earliereachagent uses its own policy-gradient algorithm to learn its
policy (Q-learning was tried in early experiments, but was found taitsable, most
likely as it was looking for deterministic policies in a ndfarkovian framework).
We use an on-line version of the algorithm (presented hefts insualmonoagent
setting).

As proposed by Baxter et al. (, ), a poliaydepends on a set of parameters
©. This leads to an expected utiliif (7¢) = V(O). The policy-gradient leads to
obtaining a locally optimal policy by findin@®* that makes the gradient equal to
zero :VV(0*) = 0.



12 Published in AAMASJ - 2007

The set of parameters we choos®is= {#(o0,a),0 € Q,a € A}, with 6(0,a) a
real valued parameter. The policy is defined by the prolisdsilof taking actior in
stateo as :

e@(o,a)

" Tieae

Although this algorithm is theoretically not suited to MA&operating agents
prove to simultaneously evolve toward coordinated behagioSome readers may
also be interested in the fact that such an algorithm may e teslearn controllers
for several cooperating agents in a centralised way : toethdf each agem; has to
be described by a subge} of parameters linking its observations to its actions (, , ).

mo(o,a)

4.2. Incremental RL : Shaping

To speed up learning and improve the efficiency of resultetggyiours (mainly by
avoiding being stuck in low local optima), we propose appdya progressive learning
method. This approach, inspired by works in psychology (Rar(dlgv and Alstram (
) give an historical introduction), has been employed ss&ftdly in mono-agent RL,
but only in completely observable MDPs (, ).

The main idea is to ease the learning task by turning the prolthe agent is
facing into a simpler problem, and then progressively canback to the original
one. In fact, as far as Markov Decision Processes are coedeanproblem may be
modified in various ways, as :

— The reward function may be redefined (, , ). This is even dohatively in
some cases by rewarding the agent when it goeardits goal while a reward when
the goal is reached should be sufficient. Note that this mé&yazardous (agent going
back and forth to accumulate reward), but there are somesdties guarantees ().

— The physics of the system may be altered (). This correspimnahodifying the
MDP’s transition function. A simple example is that of adglimaining wheels to a
bike, and then progressively raising them ().

Whereas very appealing, the idea of shaping is not so egyiljed : it may be
difficult to determine what is a “simpler” problem. As notite Laud’s PhD thesis (
), shaping is generally a way to bring prior knowledge to arlesy agent. In a way, it
often turns Reinforcement Learning into a slightly supsedilearning.

In a third shaping approach (although its author does nottioreishaping) an
algorithm can successfully find “simpler” problems by ifséi this work by Asada (
), the learning agent is helped by being first confronted hyest“close” to the goal
to achieve, and then being progressively put in more and owr®lex situations (far
from this goal). The result is to help the spreading of rewandthe value function
(or Q-values). In this particular approach, and if a model is kndtransition and
reward function” andr), the definition of the training used with the agent may be
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automated, since states close to rewarded transitionsecatehtified. This makes it
effectively possible to determine what is a “simpler” preriol.

This third type of shaping is not completely orthogonal twaied-based shaping.
Itrelies indeed on a progress estimator (since it usessitdes close to the goal), and
using a progress estimator is and ideal way to shape a rewactidn. Yet they can
lead to different behaviours : reward-based shaping wanéfficient in a maze, since
the distance to the goal is often a bad progress estimatde wkada’s shaping acts
more as a backward search as it starts from the goal. Tramdiised shaping is often
difficult to implement and to benefit from : in the mountairr-paoblem (), starting
from a flat mountain and progressively raising it does nophas there is a critical
point where the policy has to switch from moving directly he tgoal to moving back
and forth to get momentum.

This comparison between these three shaping approaches tegrefer Asada’s
method. But different contexts would lead to different aesi. A second, and stronger,
argument is that it naturally extends to our shaping apgréacMulti-agent Systems
as described hereafter.

Note : the term “shaping” sometimes appears to refer to desigthods mixing engi-
neering and automatic design algorithms (as reinforcefeaning and evolutionary
algorithms) (). This is slightly different from the termilogy used in our context.

4.3. Shaping for Multi-Agent Systems

To speed up learning and reduce the problems of complexidycagdit assign-
ment, we propose a methodology for shaping in a multi-agentrsgetth first step
follows the same idea as in Asada’s work, and a second onesedl@n a growing
MAS.

Growing Task Complexity

Incremental learning is possible along the complexity disien of the problem.
Agents are pitted against harder and harder tasks. Fitst tag “near” (in term of
number of actions) positive reinforcement positions, thether and further away.
While the learning progresses, agents have more and medoineof action and can
explore their environment further ahead.

To be more precise,gtepconsists in all agents making one move simultaneously.
Then, we define &rial as a sequence af steps beginning in a given situation (close
to the goal at the beginning). Thigal must be repeated sufficientlyv(times) to be
useful. This succession tfals will be called arexperimentor our agents. The trainer
has to define a sequence of progressierimentso help learning. Algorithm 1 gives

4. Mono-agent credit assignment problem mentioned in a pusviootnote.
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a more formal presentation of the process, which will alsad®ully illustrated in our
experiments (Section 5.2).

Algorithm 1 Complexity shaping
Require: A systemX consisting of a setl of agents and an environment.
A training 7.

1: for all experiment of the trainingl’ do

2: e =trial defined inE by :

3 * 8 initial state of the system

4: * n_humber of steps to accomplish from
5: N = number of times has to be repeated
6
7
8
9

forall triali € [1..N] do
Put system in statey
forall stepj € [1..n] do
for all agentn € A do

10: Give « its perceptions;

11: Let « learn from its last experience
12: Ask « for its decisiora$

13: end for

14: Simulate system’s evolution®; — ;4
15: t—t+1

16: end for

17:  end for

18: end for

19: repeat

20: [lines9to15]
21: until stopping criterion of the learning algorithm verified
Ensure: Policies of agents it1.

Growing MAS

This phase is more specific to the conception of Multi-Agerat&ms. It consists of
learning with a reduced number of agents, and then multigltfiem. This is simply
done by cloning the first agents obtained, and then lettiegnthll learn again. But
one should not forget that all agents always learn their oalmakiours, clones may
therefore evolve in different ways.

Simultaneously, we also add other objects in the environpvenich —from an
agent’s point of view— will increase the complexity of leggin a similar fashion as
adding other agents. Indeed, if the goal remains the same, @bgects are interacting
while the agent only perceives few of them. An important rdas this stage is that
the agents’ internal architecture must be adapted to ablamamber of objects/agents
in the environment. This problem has been answered in ouergrpntation with
a rather simple method based on the notion of local peraeptisee the problem
description in Section 5.1 for more details). This showseoagain how important
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locality is in Multi-Agent Systems, even if this restrictaal agent’s knowledge about
the world.

Note : the question of designing suctsealableagent (able to handle a variable
number of perceptions and motivations) also led to otheeldgments () that fall out
of the scope of the present paper (see discussion in Segdtion 6

5. Experimenting with shaping

An application of the shaping method presented in the pusvaection is given
in the experiments described here. After a short descriifche problem, we give
the details of the experiments conducted, which separatellyse both aspects of the
shaping used (growing complexity and growing MAS), and alsaly the influence
of a MAS of variable size.

5.1. Problem description

The task chosen involves agents (either yellow or blue) irdvgorld whose goal
is to push light green cubes against dark green or@$en two agents coordinate
their movements to attain this goal —pushtegethera pair of cubes— both cubes
temporarily disappear to randomly reappear elsewhere @mgtid. Simultaneously,
agents responsible for this fusion receive a positive rdwahe agent’'s objective is
then to merge pairs of cubes as often as possible, not jusgifay.

Agents’ description

— actions: Agents only have four possible actiot@rresponding to moving North,
East, South and West (they always try to move). Agents cah ptiser agents and
other cubes, which makes the consequences of their actioeisastic. Indeed, when
several agents are influencing a cube’s movement (for ex@mily one —randomly
chosen— influence will have a real effect.

— perceptions: As shown in Figure 3, an agent’s percepti@ame made up of the
following information :

-dir(oa) : direction of nearest agent of the opposite colour
(N-E-S-W),

-dir(cl)/dir(cd) : direction of nearest light cube (and dark cube)
(N-NE-E-SE-S-SW-W-NW),

- near(cl) /near(cd) : is there a light cube (dark cube) in one of the eight
nearest positionétrue | false).

Combining these, there exists a maximumi 624 observations (some combinations
of perceptions are not possible). We reduce this numb25sddy using symmetries

5. From an agent’s point of view, light and dark green cube&sare interchangeable.
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of the problem. This number is small compared to 1h€49 024 states of the x 8
totally observed centralised problem, and also ihdependent of the world’s size

dark
green blue
/ |

® |

yelg . /
o

light |

green

agent dir(cl) dir(cd) dir(oa) near(cl) near(cd)
yellow S E SE no no

blue W NW NW no yes
cl : light cube - cd : dark cube - oa : other agent

Figure 3. perceptions’ examplgsvo agents in a simple world)

—reward : The rewardunction we have chosen eases the credit-assignment pro-
blem. When an agent takes part in the fusion of two cubeststayseward {5), while
the reward is zero the rest of the time. Indeed, an agent kadwes it has taken part
in such a fusion as this corresponds to the event of seeingr @fpaligned blocks
disappearing when the agent moves in their direction. Aglbéreward would not be
very consistent with agents having only local information.
There is no guarantee that this local reward function lea@dsdomplete cooperation,
as would be the case with a global one. Only experiments csity @nfirm/infirm
the choice we made.

We conclude by some remarks about the simulation itselfo€ag on the learning
problem, we have implemented simple mechanisms to avoie smmelated problems.
For example, cubes cannot go on border cells of the gricheelity being pushed, nor
when reappearing on the grid (this could otherwise leaddokihgs, with cubes that
could not be moved away from the border).
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5.2. The 2-agent and 2-cube case

5.2.1. Reduced problem

The first step in our incremental learning scheme is to use al sized world
with a minimal number of agents and objects : one agent andwaneof each colour.
Then, beginning with positive reinforcement situatiohg, agents will face harder and
harder problems.

5.2.2. Progressive task

For our problem, there is only one situation that leads to stipe reward. This
situation is thus the starting point in the shaping procegems face a sequence of
tasks to learn before ending in a standare 8 environment where they keep on
learning.

Table 1 shows a sequenceaxperimentsve used to help our agents in théi-
ning. The starting configuratiorof the firsttrial, on a6 x 3 world, needs only one
move to reach the goal, each agent pushing toward the cubesvdr, they have up
to 6 stepqthe duration of drial) to reach it (so they can explore different moves), and
they can try this 150 times (duration of trégperiment

Tableau 1. The sequence of experiments we used for incremental learnin
Starting configuration n (moves) N (trials)

@ [ ]
6 150
@) H [ ]
6 100
-
10 150
-
) 20 150
"
20 150
@
®) 100 15
@

:H ) 100 15
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In order to estimate the efficiency of our approach, a stahtzarning (from
scratch) is compared to the incremental learning (shagirgposed. By “from scrat-
ch”, we mean the use of the same policy-gradient algorithunabvays starting with a
blank policy i.e., with no prior knowledge. In both cases,asent the number of cube
merges accomplished during 1000 time steps to evaluatautidigygof the agents’ po-
licies, these agents being put in &nx 8 environment once the training has ended
(when there is one). We will now observe and analyse thetseshtained.

Results

Figure 4 shows the evolutions in the pair of agents’ efficyewith and without
using shaping (average of 10 independent simulations).clinee representing the
efficiency of learning after a period of assisted trainindydregins after the 12000
time steps of this training (Table 1).

100

80 r

60

40 |

number of merges (for 1000 steps)

20

with shaping
) WithouF Shaping‘ ,,,,,,,,,,

0 50 100 150 200 250 300 350 400 450 500

number of steps (*1000)

Figure 4. 2 agents, 2 cubes : learning from scratch vs. shaping

In both cases, agents tend toward behaviours allowing &fboterges each 1000
time steps (on average, two cubes are merged every 11 tips s@n the other hand,
once the training time has elapsed, the convergence toveaydgood performance
is achieved notably faster than through “standard” leaynihagents do not learn
everything through the script that guides them during etinhes, at least do they
benefit from it to efficiently learn their policies.
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Designing the Sequence of Experiments

The sequence of experiments should provide problems ofiggpaomplexity.
Here, it is rather easy to design appropriate starting titng, since it suffices to
move agents away from the blocks and blocks away from eaeh.@hcause there is a
positive reward only in one state, an increasing distantt@sctate (in the state space)
corresponds generally to an increasing complexity. Wenairtliscuss the problem of
designing this sequence in Sec. 6.5.

5.3. More agents and more cubes

We now consider the use of more agents and more cubes. As devieysly,
learning with shaping will be compared with standard leagrivithout shaping). But
we will begin by considering the efficiency of the policiesideed in the previous
experiments (with 2 agents and 2 cubes, which will be den2i@d) when they are
reused in more populous worlds.

Note : Here, agents that do not start learning from scratithefeto simply reuse
policies or to improve them) have their policies initiatlseith policies learned in
2a2c.

5.3.1. Results : simple reuse of policies

In this part of our work, the first interest was to check thecedficy of different
numbers of agents having to deal with different numbers desutaking the same
number of agents (or cubes) of each colour). So, we first usetagvhose fixed be-
haviours have been learned in th&2c case (as illustrated on Figure 5), i.e. which
are not supposed to be very efficient with more cubes. Neslexth, this gives them
enough good reactions to have some good results.

Several tests were carried out with 2, 4, 6, 8 or 10 cubes add &, 16 or 20
agents (always in a world of siz& x 10). We used series of 1000 consecutive time
steps, these series beginning in random configurations.asnbllocking situations
could sometimes occur, 100 such series were made in eaclnoasker to compute
an average efficiency.

Table 2-a gives the average efficiency in each of the 25 stumfthe efficiency is
the number of merges made in 1000 steps). These results campared with those
from Table 2-b that measure the efficiency of agents havirapgptetely random be-
haviour but placed in the same environments. It then clesgpyears that behaviours
learned by agents having to handle 2 cubes are still effiaientore complex envi-
ronments. Through these results, a trend seems to take skapept for 2 cubes, a
growing number of agents improves the results up to the pulivere agents cramp
each other and bring too many coordination problems.

For a given number of agents, and with a growing number of gubere seem to
be a threshold beyond which additional cubes lead to a dettion of the group’s per-



20 Published in AAMASJ - 2007

_ - -
~
Phe ~ ~ ~

€
€
|
€

\ , 7
\ , /
\ s /

Figure 5. Replicating behaviours froto n agents.
Policies are simply copied from the two original agents ititeir “clones”.

Tableau 2. Agents’ mean efficiencies (hnumber of merges in 1000 steps)

a. Reuse ofa2c agents b. Random agents

cubes agents cubes agents
! 2 4 8 16 20 ! 2 4 8 16 20
2 404 30.0 20.0 127 110 2 0 0 01 03 04
4 76 171 175 139 129 4 0 01 02 12 18
6 34 112 147 157 165 6 0 0 05 19 36
8 19 86 135 159 18.0 8 01 02 10 41 6.0

10 16 6.7 110 177 206 10 01 03 11 6.1 73

formance. A more qualitative analysis of observed behasgibas shown that agents
remain stuck in sequences of oscillatory movements. Becaltheir partial percep-
tions and of their lack of communications, agents seem te ldifficulties working
together on a same subset of cubes and constantly hesitatednetwo options that
alternatively appear to be of interest.

5.3.2. Results : Incremental learning along the number of agents

Rather than just reusing behaviours learned for a 2 agent® aubes situation
in more cluttered environments, the second phase of ouradetbgy —as defined in
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Section 4.3- consists in using such behaviours as a staotiimg to adapt agents to
new situations by continuing the reinforcement learning.

To assess this process, we compare the learning curve whagémts are initially
novices (starting from scratch) to that when the agentsradeveed with2a2¢ policies.
Figures 6 a, b, ¢c and d show the results in four distinct Sinat

The learning for novice agents is difficult, especially ituations a and b because
the size of their environment (larger than the environmsatiin Section 5.2) leads to
scarcer non-zero rewards. In fact, in cases a and b, novezgsdo not learn anything
and their behaviours are the same as randomly moving adedeed, in each case,
novice agents evaluated at time= 0 are simply random agents having sp&ino0
time steps in the environment. With more agents, even nagemts can learn, as
the frequency of rewarded events is higher. This is an ist@rg phenomenon since,
otherwise, more agents makes learning harder. It can btedeta difficulties encoun-
tered when learning to solve planning problems : a rewanadogiovided only when a
goal is reached, a bigger state space leads to infrequeatdsw&nd therefore a harder
learning task.

Coming back to the initial problem in this study, these ekpents clearly confirm
that agents having some experience from a problem of the &ardehave a much
faster progression than beginners. In case a, the efficiemelis even optimal from
the beginning (which is not surprising as the conditionsraarly the same as in
the initial learning problem). In addition to an improvedieing rate, the maximum
efficiency reached by the agents through shaping is by faetitan performances
obtained when learning from scratch. The reason for thisas agents in a noisy
environment (noise here due to a large number of objectstggénd it difficult to
learn that they should sometime go on the other side of a paintes, whereas this
knowledge is present i2u2c behaviours and can then be reused.

6. Discussion
6.1. On explicit coordination

Our experiments show that this work could benefit from exifi@addressing co-
ordination problems. In particular, it is often the case tha agents, when placed
in a world with more than two cubes, are not able to coordisat@s to push the
same pair of cubes. Moreover, when too many agents are préiseyn easily work
at cross-purposes. Making appropriate decisions wouldiredaking into account
many more agents and objects than each agent can throughrttitgid perceptions.
Instead, agents act often in an inconsistent manner (neartlomly) because they are
not “paying attention” to most aspects of their currentaiton but act greedily.
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Figure 6. Comparison between standard learning (from scratch) arctemental
learning (reusing behaviours learned in2a2c¢ problem in a small grid) in various
environments. During the learning process, the efficierapéasured by the number
of merges done ih 000 time steps. Each curve is the average of 100 simulations.
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Other Agents’ Modelling and Communication —

Considering both other agents’ modelling and communioatitis important to
notice how computationally expensive these approachebeaas they often lead to
huge growths of state-action spaces : in one case agenjmgss what others will be
doing, and in the other case agents have to decide when andodoenmunicate (new
actions) and have to incorporate received communicatioasgmented perceptions.
Moreover, the work presented in this paper focused on reaatients, whereas these
approaches are quite “high-level” (imply more cognitivents).

6.2. Reward Definition

Reward Shaping —

Modifying the reward function to help learning—as descdibeSection 2.2 and as
encountered in Matatis work ()—is known aseward shapingAs a shaping process,
it shares some similarities with the “progressive traifiipgrt of our approach, but
Mataric's experiments can hardly be compared with ours as thigobalic problem
involves rather high-level macro-actions : each macrmads a complete behaviour,
which would correspond to a sequence of actions in our caseed¥er, interactions
between robots are not strong in the foraging task. There ioordination problem
to solve.

To come back to the other example of Stone and Veloso’s workiranlated ro-
botic soccer (), it could be interesting to try our “clonirggproach on robotic soccer
(starting with & x 2 game for example), but a major difference that could makegthi
more difficult is that the soccer-playing agents will prolyadnd up having different
roles, each being assigned a specific position.

6.3. Scalable Architecture and Multiple Motivations

An important aspect of our method is that it requires agemtsse internal archi-
tecture is adapted to a variable number of objects or agemtit®ir environment.

In our experiments, this constraint is satisfied by desigmirperception process
always selecting the same number of visible objects (thgesloones). This prevents
from taking into account more than two objects and one agemil&neously, and
makes it impossible to have a different behaviour dependimghich agent is consi-
dered. Moreover, as the visible agent may be different fromtime step to another,
it does not seem appropriate to make decisions based on ersexjof observations.

We have tried to address this issue by working on decisiorimgakhen multiple
motivations are faced. Because the Multi-Agent Systemsidened are reactive and
with local perceptions, each agent is often facing multgaleallel motivations, and has
thus to make a choice in a “multi-criteria” problem. In ouotk-merging example,
limiting the perceptions ensures that only one motivat®faced. But work on “ac-
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tion selection” () could be a way to address this particutabpem. We conducted
some work in a mono-agent framework, obtaining an agenttabfied which basic
behaviours it should use (, ). Applying our method in a magient framework still
needs to be done.

6.4. Learning Algorithm

For the reasons mentioned in Section 2.3, we have decideskta teinforcement
learning algorithm mapping the immediate observation taabability distribution
over actions. Some experiments with more classical alyost(Q-learning) produ-
cing a deterministic policy have shown that this is not a Malution in our toy pro-
blem : the ambiguity on current situation leads agents tpitapbehaviours (agents
pushing their blocks and turning around them). Let us reball both the partial ob-
servability and the multi-agent setting are reasons fagrdahistic policies to fail.

6.5. Automated Shaping

Coming back to the shaping process proposed in this pajpgpéars to be mainly
constrained by the need to decompose the problem at hanigastand less complex
tasks (Section 4.3). The problem is partially made easieumexample as the star-
ting points of this decomposition are rare positive rewdttchsions (the reward being
null most of the time). Yet, it remains difficult because oé thartial observations.
Moreover, our shaping method relies on cloning agents, lwlsicbviously limited
to settings with relatively homogeneous Multi-Agent Sysse(with a few types of
agents). This assumption seems reasonable in many domains.

Also, considering multi-agent systems, our approach inmgl cloning agents
raises issues regarding task/role allocation : is it easyafent to specialise for a
particular role with this type of shaping ? If the cloning pess is creating copies of
the same policy, further learning can lead to a differeimatBut task/role allocation
does not necessarily imply having agents with heterogenpolicies. If agents with
identical policies have different perceptions or interstates, they can choose to take
on different roles. But this view is quite different from miessearch on task alloca-
tion (), where tasks are explicitly defined, appropriateawiurs are known for each
task, and the problem is for the agents to decide who willggerfwhich task.

7. Conclusion

In this paper, we have addressed the problem of automatidafigning Multi-
Agent Systems made of reactive and cooperating agentsaetich as an independent
learner. We propose the use of Reinforcement Learningisthigos so that each agent
individually adapts its local behaviour in order to achievglobal task. Up to now,
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this learning problem has no theoretical solution becatisis alecentralised aspect
and because of the partial perceptions of the learning agent

To get around this difficulty, we have emphasised the use afieremental lear-
ning (shaping) scheme where more and more agents are fattedawder and harder
problems. This method is quite generic as it can be adaptaayttask without adap-
ting the agents to the particular problem at hand. Its agpliity is mainly limited
by the agents’ architecture, i.e., how they handle peroaptilt is indeed required to
be able to re-use a learned policy in a new setting with mojectd This is feasible
with reactive agents using simple sensors (as in our exeeatsh It could be exten-
ded to more complex action-selection architectures basedommbination of simple
behaviours ().

We have tested our approach on a simulated environment velyengts have to
coordinate in order to reach a shared goal : the fusion oémifft coloured cubes.
The experiments support our framework as they show the efiiigi of incremental
learning. Incremental learning leads to better learnitgsréhan unassisted learning
from scratch. Furthermore, it is more efficient to learn aenowmplex task after an
initial stage of incremental learning than learning diketttis more complex task from
scratch : this shaping helps overcoming local optima.

Still, there is room for improvement. We have discussedrsgveys to overcome
these limitations, like using communication for addregséxplicit coordination or
modelling other agents to better adapt to their behavidefining individual reward
functions representing a common goal also remains a crigsak. Yet, the main
improvement regarding our shaping approach would be tonzatithe definition of
training phases in our progressive learning (maybe by amajyperceptions as done
in some recent works ()).

Furthermore, this work was a good opportunity to use a d{igothastic) policy
search algorithm in cooperative agents with local peroagtilt also made it possible
to observe some phenomena in such a multi-agent learnitggsathe main one being
that a large number of agents induces more interactiondauscetfaster learning, but
not necessarily with the best behaviour since the increahpntcess is able to produce
better behaviours.
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