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Abstract

Case-based reasoning aims at solving a problem by the aidapéthe solution of an al-
ready solved problem that has been retrieved in a case bhsepdper defines an approach to
adaptation called conservative adaptation; it consiske@ping as much as possible from the
solution to be adapted, while being consistent with the dorkaowledge. This idea can be
related to the theory of revision: the revision of an old ktexge base by a new one consists
in making a minimal change on the former, while being coesisiwith the latter. This leads to
a formalization of conservative adaptation based on aimvizperator in propositional logic.
Then, this theory of conservative adaptation is confrombegh application of case-based de-
cision support to oncology: a problem of this applicatiothis description of a patient ill with
breast cancer, and a solution, the therapeutic recommiendat this patient. Examples of
adaptations that have actually been performed by expedghrat can be captured by con-
servative adaptation are presented. These examples shay afdapting contraindicated
treatment recommendations, treatment recommendatiabsdmnot be applied, and recom-
mendations of ineffective treatments. Finally, severkdtesl issues are studied, in particular,
the issue of a retrieval process well-suited for conseveatidaptation and the issue of case
combination following a multiple case retrieval.

Keywords: case-based reasoning, knowledge-intensive case-basahieg, adaptation, conser-
vative adaptation, theory of revision, logical represgateof cases, application to oncology

1 Introduction

Case-based reasoninggR [Riesbeck and Schank, 1989; Kolodner, 19%8ms at solving a new
problem thanks to a set of already solved problems. The nehlgm is called théarget problem
denoted bytgt in this paper, and the already solved problems arstgce problemsdenoted by
srce. A case is the representation of a problem-solving episibde is, at least a problepb and
a solutionSol(pb) of pb. Hence a case is denoted by a gais, So1(pb)). A source problensrce

is a problem that has already been solved in a solBigi(srce). The pair(srce, Sol(srce))
is asource casand the set of source cases is tase base A classical decomposition of the
CBR inference points out three steps: retrieval, adaptatiahraemorization.Retrievalselects a
source casésrce, Sol(srce)) that is judged similar tagt, according to some similarity crite-
rion. Adaptationaims at solvingcgt thanks to the retrieved caggrce, Sol(srce)). Thus, a suc-
cessful adaptation provides a soluti®sil (tgt) to tgt, in general by modification dol(srce).
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Finally, memorizationevaluates the utility of storing the new ca@gst, Sol(tgt)) in the case
base and stores it when it is useful. Knowledge-intensiy@agehes ofcBR are such that the
domain knowledge plays a key role (and not only the case As@hodt, 1990. This holds for
the conservative adaptation as it is shown hereatfter.

1.1 cBR and Adaptation
In general, it is considered that tle@R inference is based on the following principle:
Similar problems have similar solutions. (cBR principle)
This principle has been formalized [Buboiset al,, 1999 by
7 (Sol(srce),Sol(tgt)) > S(srce, tgt)

(translated with our notations) whefeand7 are similarity measures respectively between prob-
lems and solutions: the solutidv1(tgt) is constrained to be similar t®ol(srce). There are
multiple ways of specifying the adaptation step in accocgato thecgR principle, starting from
the so-callechull adaptation

Sol(tgt) := Sol(srce) (null adaptation)

Null adaptation is justified ifiRiesbeck and Schank, 1989y the fact that “people often do very
little adaptation”. One limit of null adaptation is that tfect “Sol(srce) solvestgt” may con-
tradict some domain knowledge. In this case, a strategydaptation is the following:

Sol(tgt) is obtained by keeping frorBol(srce) as much as possible features
while keeping the available knowledge consistent. (cormdie adaptation)

Conservative adaptation aims at following ther principle in the sense that it tends to make the
similarity 7 (Sol(srce), Sol(tgt)) maximal.

1.2 Overview of the Paper

In section 2, the principle of conservative adaptation espnted with more details. It relates this
kind of adaptation with the theory of revision: both of thera Based on minimal change.

Section 3 presents the basic principles of the theory okreni This theory consists in a set
of axioms that a revision operator has to satisfy.

Section 4 provides a formalization of conservative adapiadbased on a given revision oper-
ator.

This work is motivated by an application in oncology: the¥{MmIrR system, in which a prob-
lem represents a class of patients and a solution represér@stment proposal for these patients.
From our study of adaptations actually performed by expartscology, several adaptation pat-
terns have emergddi’Aquin et al, 20063. Several of these patterns can be implemented thanks
to conservative adaptation; this is what is illustrateddati®on 5.

The retrieval step of @BR system aims at selecting a source case to be adapted. lorsecti
the issue of retrieval preceding a conservative adaptadistudied.

For somecBR systems, the retrieval consists in choosing several saases and then, these
source cases are “combined”, in order to solve the targdtl@no. Section 7 presents a first study
on case combination based on the principle of conservatigptation.

Section 8 discusses this work and points out relative work.

Finally, section 9 draws some conclusions and points out diesctions of work following
this study.
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2 Principle of Conservative Adaptation

Let us consider the following example of conservative aal@mt:

Example 1 Léon is about to invite Thécle and wants to prepare her an gmoste meal. His
target problem can be specified by the characteristics otlEhabout food. Let us assume that
Thécle is vegetarian (denoted by the propositional vagaf)land that she has other characteris-
tics (denoted by) not detailed in this exampletgt = v A 0. From his experience as a host, Léon
remembers that he had invited Simone some times ago andike that Simone is very similar to
Thécle according to food behavior, except that she is nogeteeian: srce = —v A 0. He had
proposed to Simone a meal with salag, beef §) and a dessertd), and she was satisfied by the
two formers but has not eaten the dessert, thus Léon haseettie casésrce, Sol(srce)) with
Sol(srce) = s A b A —d. Besides that, Léon has some general knowledge about feokhdws
that beef is meat, that meat and tofu are protein foods, aatMégetarians do not eat meat. Thus,
his domain knowledge is

DKigon = b=>m A m=p A t=p AN v=-m (1)

whereb, m, t andp are the propositional variables for “some beef/meat/tpfatein food is appre-
ciated by the current guest”. According to conservative@déon, what meal should be proposed
to Thécle? Sol(srce) itself is not a satisfactory solution dfgt: Sol(srce) A tgt A DK ¢goniS
unsatisfiable. However, the featuregnd —d can be kept inSol(srce) to solvetgt. Moreover,
what conducts to a contradiction is the fact that there is atneot in the fact that it is a protein
food. Therefore, a solution ofgt according to conservative adaptation could be\ p A —d.
Another one could be to replace beef by tofus ¢ A —d.

As this example illustrates, the adaptation process ctanisis shifting from the source context
to the target context. If this process is conservative, théshifting has to operate a minimal
change and, in the same time, must be consistent with thataefiof the target problem. Both
contexts are interpreted in the framework of the “permarketwledge”, i.e., the knowledge of
the cBR system, consisting in the domain knowledge. Thereforeseative adaptation is based
on three kinds of knowledge:

(kB1) The old knowledge that can be altered (but must be altemgdmally): the knowledge
related to the context of the source problem and its solution

(kB2) The new knowledge, that must not be altered during the psoche knowledge related to
the context of the target problem;

(DK) The knowledge that is permanent (true in any context): thealn knowledge (i.e., the
general knowledge of the domain of ther system under consideration, e.g., the ontology
giving the vocabulary with which the cases are expressed).

The question that is raised is “What is the minimal changehenknowledge baskB; that must
be done to be consistent with knowledge beB&?” WhenkB; andkB, do not contradict, there
is no reason to chand®; and thus, a conservative adaptation process ef®jlavhich amounts
to a null adaptation.

This principle of minimal change of knowledge can be foundhia theory ofrevision given
two knowledge baseg andy, the revision ofy by u is a knowledge basg o . that entails: and
makes theminimal changen 1) to make this revision consisteflchourrénet al., 1985.



Both KB; andkB; must be interpreted in consistency with the domain knowdeky Thus,
conservative adaptation consists, givee\dsion operatorp, in computing(DKAKB; ) o (DKAKB3)
and to infer from this new knowledge base the pieces of inftion that are relevant tol(tgt).

So, before formalizing conservative adaptation, it is ssaey to introduce the notion of revi-
sion operator.

3 Revision of a Knowledge Base

Revision of a knowledge base has been formalized indepégdeosm a particular logic in the
so-called AGM theoryffAlchourrénet al, 1984. This theory has been applied, in particular, to
propositional logic byKatsuno and Mendelzon, 1991and this is this work that is presented here,
since the current paper concentrates on this formalism.

3.1 Preliminaries

The propositional formulas are assumed to be builvoa finite set of propositional variables. An
interpretationZ is a function fromV’ to the pair{true, false}. If a € V, Z(a) is also denoted by
a’. T is extended on the set of formulas in the usual wWagy/A ¢)* = true iff fZ = true and
gt = true, etc.). A model of a formulg is an interpretatiorf such thatf? = true. Mod(f)
denotes the set of models ¢f f is satisfiable means thabd(f) # 0. f entailsg (resp.,f is
equivalent tag), denoted byf E g (resp.,f = g), if Mod(f) C Mod(g) (resp.Mod(f) = Mod(g)),
for two formulas f andg. Finally, g =, h (resp.,g =; h) means thay entailsh (resp.,g is
equivalent toh) underf: f A g E h (resp.,.f Ag = f A ).

3.2 Katsuno and Mendelzon’s Axioms

Let o be a revision operatory) o u is a formula expressing the revision ¢fby u, according
to the operator: v is the “old” knowledge base (that has to be revisedjs the “new” knowl-
edge base (that contains knowledge revising the old oned.aktoms that a revision operator on
propositional logic has to satisfy are:

(R1) ¢ o u E p (the revision operator has to retain all the knowledge ofritv knowledge base
1);

(R2) If ¢ A pis satisfiable, them o 1 = 9 A u (if the new knowledge base does not contradict
the old one, then every piece of knowledge of the two basetohaes kept);

(R3) If i is satisfiable the o p is also satisfiableo(does not lead to an unsatisfiable knowledge
base, unless the new knowledge is itself unsatisfiable);

(R4) If ¢ = ¢ andp = i/ theny o = 4’ o i/ (the revision operator follows the principle of
irrelevance of syntax);

(RS) (Yop)NgpEYpo(ung);

(R6) If (¢ o u) A ¢ is satisfiable ther o (u A @) F (1 o p) A .

for ¢, ¢', u, 1/, ando, five propositional formulas. (R5) and (R6) are less obvitmusnderstand
then (R1) to (R4) and are explained[kKatsuno and Mendelzon, 1991&hey are linked with the

idea that a revision operator is supposed to perform a minimange:y) o u keeps “as much as
possible” fromi) while being consistent witp.
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3.3 Distance-based Revision Operators and Dalal's Revisid@perator

In [Katsuno and Mendelzon, 1991a characterization and a survey of revision operatorsopgr
sitional logic is proposed. This paper highlights a classesfsion operators based on distances
between interpretations. Letst be such a distance. Far; and M, two sets of interpretations
andJ an interpretation,

letdist (M, 7) = min{dist(Z,J) | Z € M}
anddist(My, M) = min{dist(M;,T) | J € My}
= min{dist(Z,J) |Z € My andJ € My}

Now let ¢ and . be two formulas and\ = dist(Mod(%)),Mod(x)). Then, the revision operator
ogist Dased orlist is defined by

Mod(v) ogist 1) = {J | J € Mod(u) anddist(Mod(v)), J) = A} 2

This equation defineg og4;<t 1 UP to the equivalence between formulas (since we adhereeto th
principle of irrelevance of syntax, this is sufficient). Theoof that axioms (R1) to (R6) hold for
o4ist IS @ rather straightforward application of the definitiom®wae. Note, in particular, that (R2)
can be proven thanks to the equivaledeet(Z, 7) = 0 iff Z = 7, for two interpretationg and
J.

The intuition of minimal change fronp to ) oq4;¢¢ w1 is related to the distancgist between
interpretations:y o435t 11 IS the knowledge base whose interpretations are the imatpons of
1 that are the closest ones to those/gfaccording tadist. Figure 1 may be useful to help the
intuition: only the3 interpretations7 of x that are the closest ones to interpretati@nsf ¢ are
kept: dist(Il, jl) = dist(Ig, jg) = dist(Ig, jg) = A, thUSMod(l/} Ogdist N) = {jl, Ja, ._73}

Mod(¢)) J5 | Mod(p)

Mod(w Odist /J)

Figure 1: lllustration obg;st (0N this figuredist is the Euclidian distance on the plan).

The Dalal’s revision operatery [Dalal, 1988 is such a revision operator: it corresponds to the
Hamming distance between interpretations definedibyt(Z, 7) is the number of propositional
variablea € V such that” # a7 . This is this operator that has been chosen for the examples o
this paper.



4 Formalization of Conservative Adaptation

This section presents a formalization of conservative tdigm based on a revision operator in
propositional logic, an example using Dalal’s revision rgper, and a discussion on the meaning
of Katsuno and Mendelzon’s axioms for conservative adptat

4.1 Conservative Adaptation Process based on a Revision Qp&or

It is assumed that all the knowledge entities of ¢®R system under consideration (problem,
solution, domain knowledge) are represented in the fosmabf propositional logic. The natural
language assertionpb is the current problem” is translated simply pb. From this and the
informal definition of conservative adaptation presentedection 1.1, it comes that, in order to
solvetgt by conservative adaptation ¢frce, Sol(srce)), the following knowledge bases are
defined:

KB; = srce A Sol(srce) KBy = tgt

Let o be a revision operator. Theconservative adaptation consists in computiiSgCA =
(DKAKB;) o (DKAKB2), whereDK denotes the domain knowledge, and, second, entailsTEX®A
pieces of information relevant to solwgt (TSKCA is the arget ®lution knowledge inferred by
conservative daptation).

Figure 1 is also useful to help the intuition ofog;s¢-conservative adaptation process, for
1 = DK A srce A Sol(srce), u = DK A tgt, andiy oqisr 0 = TSKCA (then, all the interpretations
of the figure Z; to Z; and J; to Js— are models obK). Finding a solutiorSol(tgt) to tgt
is choosing a subsetod(DK A tgt A Sol(tgt)) of Mod(i). Mod(TSKCA) is such a subset: the
one pointed out byg;s¢-conservative adaptation. It is obtained by considerirgitterpretations
J € Mod(u) that are the closest ones to the source corMed{v)): 71, J2, and Js. In other
words, the part of the source context that is the closest @tigettarget context{Z,, 7, Zs}— is
shifted in{ 71, J2, J3} in order to be consistent with this context.

4.2 Example

From this principle, the example 1 (section 2) can be treasefdllows. The knowledge bases,
KB, andkB, are:

DK = DKiéon KB1 =-wAO0ASAbDA-d KBy=uvAo

With op, the Dalal’'s revision operator on propositional logic (seetion 3), it can be proven
that
TSKCA = (DK A KB;) op(DK A KBg) =pk 0, VAOASA DA =M ADPA—d
——

(a) (b)
The target problemgt = v A 0 = () is entailed by'SKCA: this is true for any revision operator.
Indeed, from axiom (R1)['SKCA DK A KB, andDK A KB, F tgt (SinCeKB, = tgt).

In the example 1, two plausible solutions were proposgdl;(tgt) = s A p A =d and
Sols(tgt) = s At A —~d. The former can be entailed fromBKCA: (b) F Soli(tgt). But (b)
indicates more precisely that some protein food that is neatnm A p) is appreciated by the
guest. This does not involve that the guest appreciates Mbw, letDK| ., be the knowledge of
Léon with the additional knowledge that the only availahlet@in food of Léon that is not meat

is tofu: DK{ ¢, = DKLéon A (p = m V t). By substitutingdK ¢on by DK] ¢, it cOMes:

I — " " =nir/ - - -
TSKCA' = (DK{ ¢on/\ KB1) 0D (DK[gon /A KB2) =pr, v AOASA=DA-mAtApA—d

(@) (0')
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and (B) F Sola(tgt).

4.3 Revision Axioms and Conservative Adaptation

Now, the Katsuno and Mendelzon’s axioms (R1) to (R6) can bensidered at the light of con-
servative adaptation.

(R1) applied to conservative adaptation gi?8KCA F DKAtgt. If this assertion were violated,
this would mean that there exists a modedf TSKCA such thatZ ¢ Mod(DK A tgt) = Mod(DK) N
Mod(tgt). ThereforeZ would contradict

e Either the definition of the target problem (meaning thatdbeservative adaptation solves
anothertarget problem!);

e Orthe domain knowledge (that has to be preserved by consenadaptation).

Thus, using a revision operator that satisfies (R1) previenmts these two kinds of contradiction.

Let us assume th&K A KBy A KB, is satisfiable: in other wordsrce A Sol(srce) A tgt is
consistent under the domain knowledgie Then, (R2) entails thalSKCA = DK A KB; A KBs.
Thus, TSKCA F srce A Sol(srce) A tgt: if tgt is consistent withsrce A Sol(srce) in DX,
then it can be inferred by conservative adaptation fedt(srce) solvestgt. This is consistent
with the principle of this kind of adaptatiorsol(tgt) is obtained by keeping frorgol(srce) as
much as possible, and if the fadd1(srce) solvestgt” does not contradidX, then conservative
adaptation amounts to null adaptation.

(R3) gives: ifDK A KBy is satisfiable therrSKCA is satisfiable. The satisfiability dik A
KB, = DK A tgt means that the specification of the target problem does mdtaztict the domain
knowledge. Thus, (R3) involves that whenever the targeblpro is specified in accordance with
thecBRrR domain knowledge, conservative adaptation provides sfisdile result.

(R4) simply means that conservative adaptation followsptimeciple of irrelevance of syntax.

The conjunction of (R5) and (R6) can be reformulated asVisto

e Either(y o u) A ¢ is unsatisfiable,
e Or(opu)Ng=vo(ung).
Applied to conservative adaptation, it gives:
e EitherTSKCA A ¢ is unsatisfiable,
e OrTSKCAA ¢ = (DK AKB;) o (DK A KBz A ¢).

Let ¢ be a formula representing some additional knowledge aliwmitarget problem. % is
consistent with the result of conservative adaptatit8k€A is satisfiable) then the conjunction of
(R5) and (R6) entails that addingto tgt before the conservative adaptation process or after it
gives the same result.

5 Application: Conservative Adaptation of Breast Cancer Treatments

The KAsIMIR project aims at the management of decision protocols inloggo Such decision
protocols have to be adapted for some medical cases. Thigrssbows some examples of adapta-
tions performed by experts (oncologists) and how these plestan be modeled by conservative
adaptation.



5.1 The KAsIMIR Project

A huge research effort has been put on oncology during thellsades. As a consequence, the
complexity of decision support in oncology has greatly @ased. The KSIMIR project aims at
the management of decision knowledge in oncology. A biggfatiis knowledge is constituted by
decision protocols. For example, the protocol for breasteatreatment is a document indicating
how a patient suffering from this disease has to be treatéerefore, this protocol can be seen
as a set of ruleBat — Ttt, wherePat denotes a class of patients ant, a treatment for the
patients inPat.

Unfortunately, for about one third of the patients, thistpoml cannot be applied, for example
because of contraindications (other examples are presengection 5.3). Indeed, it is practically
impossible to list all the specific situations that prevém application of the protocol: this is an
instance of whatMcCarthy, 1977 calls the qualification problem. It has been shown that, és¢h
situations, the oncologists oftelaptthe protocol for recommending a treatment to these patients
(meaning that they reuse the protocol, but not in a straogiviird manner). More precisely, given
the description of a target patienigt, a rulePat — Ttt is selected in the protocol, such that
Pat is similar totgt, andTtt is adapted to fit the particularities ogt. If the rulesPat — Ttt
are assimilated to source cagesce, Sol(srce)) —srce = Pat andSol(srce) = Ttt— then this
process is an instance OBR, with the particularity that the source casesgeaeralized casggs
called in[Maximini et al., 2003), also known asssified casegin [Riesbeck and Schank, 1989

5.2 The KASIMIR System

The KAsIMIR system aims at assisting physicians in their decision ngagnocess. The last
version of this system has been implemented as a semantal fice., a portal of the semantic
Web [Fensel et al, 2003), using as representation language the W3C recommendation
OWL DL [Bechhoferet al, 2004, that is equivalent to the expressive description logic
SHOIN (D) [Baadert al, 2009.

This system performs protocol application: given a protaeatten in OWL DL and the de-
scription of a patient, it highlights the treatments tha firotocol recommends to the patient.
It also implements adaptation processes, based on someatolagknowledgdd’Aquin et al,,
20064. Current studies aim at acquiring this adaptation knowdedgm expertdd’Aquin et al,,
20064 and semi-automaticallfjd’Aquin et al.,, 2007.

Conservative adaptation appears as a promising reseamttioin for adaptation within the
KASIMIR system, as next section shows.

5.3 Examples

Two examples corresponding to real situations of decisiablpms of breast cancer treatment
are presented below, followed by an explanation in term ofseovative adaptation expressed in
propositional logic. The first one describes an adaptatioa situation of contraindication; the
second one, the adaptation of a therapeutic decision thaitiapplicable. The third example,
that has been invented, is a combination of the first and skeramples. The last example is an
abstract one, showing the adaptation of an ineffectivertreat.

5.3.1 Adaptation of a Contraindicated Treatment

Example 2 Some hormones of the human body facilitate the developrhestl® In particular,

oestrogens facilitate the growing of some breast cellduging some cancerous breast cells. A

hormonotherapy is a long term treatment that aims at iniigithe development of hormons (or
8



their actions) to lower the chance of having a new tumor dged after the other types of treat-
ment (surgery, chemotherapy and radiotherapy) have bepheap Tamoxifen is a hormonother-
apy drug that prevents from the action of oestrogen on brealis. Unfortunately, tamoxifen is
contraindicated for people having a liver disease. Thequot of breast cancer treatment does not
take into account this contraindication and the physicihase to substitute tamoxifen by another
treatment having the same therapeutic benefit (or a simHarapeutic benefit). For example,
they can use anti-aromatases (a drug not contraindicategpémple suffering from the liver) in-
stead of tamoxifen or a treatment consisting in the ablatibavaries (that are organs producing
oestrogen).

This example can be formalized as follows. The protocolsigading to a recommendation of
tamoxifen are formalized by, = tam, ¢, = tam, ...c, = tam This can be expressed by a single
rulec=-tam, wherec = ¢;VeaV. . .Vey,. Thisrule corresponds to a source césece, Sol(srce))
with srce = c andSol(srce) = tam Now, let us consider a woman suffering from breast cancer
such that (1) the application of the protocol gives tamaxded (2) she suffers from a liver disease.
This medical case can be formalizedtyt = ~ A liver-diseasewherev is such thaty Fpx ¢ (see
below). The domain knowledge is:

DK = ~=c¢ A liver-disease=>—-tam A tam= anti-oestrogen A
anti-aromatases> anti-oestrogen A  ovary-ablation=- anti-oestrogen

liver-disease=- ~tam represents the contraindication of tamoxifen for peopldfesing

from a liver disease. tam=-anti-oestrogen (resp., anti-aromatases:> anti-oestrogen

ovary-ablation=- anti-oestroge indicates that if tamoxifen (resp. anti-aromatases, tavsof

ovaries) is recommended then an anti-oestrogen treatmeatommended.
Theop-conservative adaptation leads to:

TSKCA = (DK A ¢ A tam) op (DK A v A liver-diseas@ =px v A ¢ A ~tamA anti-oestrogen

If the only anti-oestrogen treatments besides tamoxifem @nstituted by anti-aromatases
and ablation of ovaries then an additional piece of knowdedman be added tdK:
anti-oestrogen=-(tam \ anti-aromatases/ ovary-ablation). With this additional knowledge,
anti-aromatases/ ovary-ablationis involved byTSKCA. It can be noticed that this example is
very similar to example 1: meat is (in a sense) contrainditély vegetarians.

5.3.2 Adaptation of an Inapplicable Treatment

Example 3 The large majority of persons suffering from breast canagen@oman (abou99%).
This explains why the protocol of breast cancer treatmeist iegen written for them. When the
physicians are confronted to the medical case of a man sufférom this disease, they adapt the
protocol. For example, let us consider a man with some charaticsc, such that, for a woman
with these characteristics, the protocol recommends acaldinastectomy (surgery consisting in
a breast ablation), a “FEC 100" chemotherapy and an ovaryaldn. Both the surgery and the
chemotherapy can be applied efficiently to the man, but noyadalation (for obvious reasons).
The adaptation usually consists in keeping the surgery hacchemotherapy and in substituting
the ovary ablation by an anti-oestrogen treatment, suctaaskifen or anti-aromatases.

The protocol rule used in this example is the source ¢asee, Sol(srce)) with srce =
cAwomanandSol(srce) = radical-mastectomyFEC-100\ovary-ablation radical-mastectomy
(resp.,FEC-10Q ovary-ablatior) denotes the persons for which a radical mastectomy (resp.,
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FEC 100 chemotherapy, an ovary ablation) is recommendegltaret problem isgt = cAman
The domain knowledge is constituted by the domain knowlexfgexample 2 (denoted hereafter
by DK.x. 2), the fact that ovary ablation is impossible for men, andideethat men are not women:

DK = DKex.2 A man=--ovary-ablation A —womanv -man
The result of conservative adaptati@i$kCa, is such that:
TSKCA =px ¢ A manA radical-mastectomy. FEC-100A —ovary-ablationA anti-oestrogen

If the only available anti-oestrogen therapies are taneoxiinti-aromatases, and ovary ablation,
thenDK can be substituted K’ = DKA (anti-oestroger= tamvanti-aromatasegovary-ablation.
Then, the op-conservative adaptation gives TSKCA’ such that
TSKCA’ = TSKCA A (tamV anti-aromatases

5.3.3 Adaptation of a Treatment with Contraindication and Inapplicability

Example 4 This example is a combination of examples 2 and 3. Let usd®maiman suffering
from breast cancer and from a liver disease and having theesenaracteristics: as in exam-
ple 3. Therefore, if he were a woman, the protocol would reuemd a radical mastectomy, a
FEC 100 chemotherapy, and an ovary ablation. From consamaidaptation principle, it may
be suggested to make this recommendation with the sulzstinftovary ablation by another anti-
oestrogen treatment, which is not tamoxifen (because div#redisease), such as anti-aromatases.

With the samésrce, Sol(srce)) and the samek as in example 3;gt = ¢ AmanA liver-disease
formalizes the example. Conservative adaptation gives

TSKCA =pxc A manA liver-diseasen radical-mastectomy. FEC-100\
—tamA —ovary-ablationA anti-oestrogen

which is coherent with the example. With the sab&é as in example 3, conservative adaptation
givesTSKCA’ such thall'SKCA’ Fpys anti-aromatases

5.3.4 Adaptation of a Treatment that is Ineffective

It may occur that a treatment should not be applied to a pattause, the specificities of this
patient make this treatment non effective: it is neithertindicated, nor inapplicable, but its

application is useless. The idea is then to substitute aérhent by a treatment having a thera-
peutic benefit similar to what was expected for the patieot. é&xample, when a given drug has
been administrated during a long time to a patient, its effegy become lower and lower, and if

the dose cannot be augmented any more, then it has to betstdsstyy another treatment (e.g.,
another drug). This situation has been met several timaaglthe situations of adaptations that
we have met so far. Nevertheless, we have chosen to preseafistmact situation, that is much

easier to introduce and to understand. Real situationsagtations of ineffective treatments are
often similar to this abstract one.

Example 5 Let ¢, some patient characteristic, that leads to a desirableatfe. Let tit be a

treatment that has been designed for achieving e. Thigtreat can be applied on any patient, but

it is effective only for patients having the characteristicNow, let tty and tt be two treatments

having the same expected effect e as ltitit which are effective for any patient. It is assumed that

the only treatments that may lead to the effect e aye i, and tt;, and that only one of these
10



treatments can be recommended at the same time, for the sgtimetp This can be modeled by
the following domain knowledge:

DKk = c=e AN dAtttyj=e A —-dAttti=-e A tih=e A titg=e A
ettty Vitty Vitty A ottty Vttty A ottty V Sttty A ottty Vvt

Now, let us consider the protocol rule represented by theceotase srce, Sol(srce)) such that:
srce=cAd Sol(srce) = ttt;

(ttty has been chosen instead of, ttr ttts, e.g. because it has less undesirable effect). For the
target problem¢gt = ¢ A —d, since ttt is not applicable, t or ttt; can be suggested, since they
have the same effect e @gt¢ as ttt; on srce.

This adaptation can be realized thanks tg,aconservative adaptation:

TSKCA =px= ¢ A =d A e A ity A (ttty V ttts)

6 Conservative Adaptation and Adaptation-Guided Retrieva

The philosophy of adaptation-guided retrieval is to rethteretrieval module of @BR system to
the capability of its adaptation moduUl&myth and Keane, 1996ldeally, retrieval is based on the
following preference: a source case is preferred to anatherif the adaptation of the former to
solve the target problem is “better” than the adaptatiormeflatter. But, what does “better” mean?
The principle of conservative adaptation is to minimize ¢thange. Following this principle, we
make the following hypothesis:

Hypothesis: A conservative adaptation process is better than anotheifdhe former requires
less change than the latter.

Now, the question is "How can changes be compared?” An anewiecan be proposed for the
distance-based revision operatogss: (€.9.,0p): given two propositional formulag and ., the
lessA = dist(Mod(¢),Mod(u)) is, the less the revisioth o4; s ¢ requires some change. From
this and from the definition of conservative adaptation,iteon useful for preferring a source
case(srce!, Sol(srce!)) to a source cas@rce?, Sol(srce?)) for the purpose of retrieval is the
following one:

Al < A?  with A" = dist(Mod(DK A srce’ A Sol(srce’)),Mod(DK A tgt)) (i € {1,2})
The following example illustrates this idea:

Example 6 Lettgt = cAliver-diseaseallergy-to-FEC (where allergy-to-FEC denotes an allergy
to the chemotherapy using the FEC drugs) &adlce!, Sol(srce!)) and(srce?, Sol(srce?)) be
two source cases such thatce! = c1, Sol(srce!) = FEC-50A anti-aromatasessrce? = cy,
Sol(srce?) = FEC-50A tam. WithDk.,. ;, the domain knowledge of example 4, let

DK = DKey.y N c=>c1 AN c=>c2 AN FEC-50=FEC A
FEC=-chemotherapy A CMF=-chemotherapy A allergy-to-FEC=-—-FEC

11



With this domain knowledgep-conservative adaptations with source caéesce!, Sol(srcel))
and (srce?, Sol(srce?)) respectively give:

TSKCA' =px ¢ A ¢1 A ¢ A liver-diseasen allergy-to-FECA —FEC-50A =FEC A chemotherapy
A —~tamA anti-aromataseg\ anti-oestrogen
which requires a change measuredAy = 3

TSKCA® =px ¢ A ¢ A ¢ A liver-diseasen allergy-to-FECA —=FEC-50A ~FEC A chemotherapy
A —tamA anti-oestrogen
which requires a change measured Ay = 5

SinceA! < A?, a retrieval process based on the criterion defined abovesgav preference to
(srcel, Sol(srcel)), when itis compared thsrce?, Sol(srce?)).

Two research directions follow this first study on “consdime adaptation-guided retrieval”.
The first one is theoretical: it may occur that two source sas@not be distinguished with this cri-
terion. For example, let us consider a target probtgmand two source cas¢srce!, Sol(srcel))
and(srce?, Sol(srce?)) such thasrce! = tgt, srce® #pk tgt, andDKAsrce?ASol(srce?)A
tgt is satisfiable. For both source cases, conservative agaptnounts to null adaptation (cf.
the application of (R2) to conservative adaptation: seéiaed.3) and the preference criterion
introduced above cannot distinguish thef* = A% = 0. Nevertheless, it seems natural to pre-
fer (srce!,Sol(srce!)) to (srce?, Sol(srce?)): the first source case represents the resolution
of the target problem whereas the second source case onlysespis the resolution of a prob-
lem logically compatible with the target problem. Therefoanother preference criterion should
be proposed for a more accurate retrieval process. Thevicnit could be applied to distinguish
source cases having the sarke

The second research direction is practical. Given a souase and a target problem, the
computation ofA requires some computing time: it is NP-hard. Indeed, a progihat computes
A = dist(Mod(f),Mod(g)) can be used to solve the NP-complete problem of satisfialufit
a propositional formula:f is satisfiable iffdist(Mod(f),Mod(t)) = 0, with ¢ a tautology (e.g.,

t = aVv—a). Thus, if the set of propositional variables and the case laze large, computingy for
each source case may become practically impossible. Thigrexjuent issue for the conception
of a CBR system, that is usually solved in two different ways (or a boration of them). The
first way is to organize the case base in a hierarchy in orderune a big part of the case base
containing source cases dissimilar to the target problem ésg[Lieber, 2002). The second way
is to find an approximate retrieval criterion that can be cotag with a low complexity, in order
to define a two-stage retrieval: (1) selection of a small stib$ the case base according to this
approximate criterion and (2) retrieve in this subset tlwsest source case accordingAo(this
two-stage retrieval principle can be found e.g.[@unningharret al., 1993).

7 Managing the Combination of Several Source Cases

The presentation of theBR retrieval step that has been made at the beginning of the papemes
that only one source case is selected to be adapted. By shntranyCBR systems use several
source cases in order to solve a sole target problem (seéSnyith, 199$). This approach
is called thecombinationof source cases because it usually consists in selecting pathese
cases and combine these parts to build a solution. The issdied in this section is how case
combination could be performed following the principlescohservative adaptation.

12



7.1 A Sequential Approach to Case Combination

An approach to combination is to consider sequentially tlegriaved source cases
(srce’, Sol(srcet)). The contribution of the first ondsrce!, Sol(srcel)), consists simply in
applying conservative adaptation:

TSKCA! = (DK A srce! A Sol(srcel)) o (DK A tgt)

From TSKCA!, a solutionSo1!(tgt) of tgt is entailed. Lettgt! = TSKCA!. Intuitively, tgt!
represents the problemgt completed by the constraint that the solution must also bsistent
with So1!(tgt). The contribution of the second source case to solye consists in applying
conservative adaptation oft!:

TSKCAM? = (DK A srce? A Sol(srce?)) o (DK A tgt!)

From TSKCA2, a solutionSo1'2(tgt) of tgt is involved, that is more specific thaw1!(tgt):
Sol'?(tgt) Fpx Soll(tgt). Lettgt!? = TSKCA'2. The third step of this process consists in
a conservative adaptation ¢érce?, Sol(srce?)) to solvetgt!? in order to obtain a solution
So1l23(tgt) of tgt, etc.

It can be noticed that the way the source cases are rankesl plafe in the problem-solving
as the example below shows:

Example 7 Let us consider again the example 1 (section 2), with theerdifice that
(srce, Sol(srce)) is denoted by srce!, Sol(srce')). Moreover, Léon remembers not only the
appreciations of Simone, but also the ones of Sophie whoégetarian and who does not share
with Thécle the other characteristies Léon had served to Sophie an eg@y, (pasta ), some
cheesed), and a dessertd). It seems to Léon that Sophie has enjoyed all the meal. Hezierce

with Simone can be formalized by the source dasee?, Sol(srce?)) such thatsrce? = v A —o

and Sol(srce?) = e A A c Ad. The knowledge base of Léon is the same as in example 1
(DK.z. 1), €Xcept that the characteristiegsinvolves that cheese is not appreciated by the guest:
DK = DKoy 1 A (0= —c). If (srcel, Sol(srce!)) is considered beforésrce?, Sol(srce?)), the
sequential combination process gives (with the Dalal’'ssiewn operator):

TSKCA' = (DKA—~w Ao AsAbA—d)op(DEAv A o)
=pkVANOANSA-DA—-MApA—d

TSKCAY = (DKAv A—oAeAwAcAd)op TSKCA
=pVANOANSADA-mMAPpA-dAeANT A -cC

If they are ranked differently, the result is:

TSKCA*> = (DKEAvA—=0oANeAmAcAd)op(DKEAvAO)
=pVANoNANeATA-cAd

TSKCA*' = (DKA—v Ao AsAbA—d)op TSKCA?
=pVANOANSA-DBA-MApAdANeNT A —cC

The fact thatTskca™? #p, TSKCA>' shows that the order between source cases may play a
role. If no relevant criterion is found to rank the two souk&ses, it is possible to consider their
disjunction:

TSKCAY2 \V TSKCA>' =pr v Ao AsA=bA—-mApAeATA—c
13



meaning that according to Léon’s experience about SimodeSaphie, the following type of food
should be appreciated by Thécle: salad, protein food, eggsta and cheese, whereas meat and
cheese are not appreciated. For dessert, there are proatéelto the experience with Sophie) and
cons (related to the experience with Simone).

This first study on how several source cases can be adaptezbarzined must be carried on.
In particular, it must be studied whether the sequential@ggh presented above is relevant (i.e.,
models correctly some of the multiple case combinationsopmed by experts) and, if so, the
question of how the source cases should be ranked for theegsomust be addressed. This last
future work may meet the issue of the retrieval criteriorscdssed in section 6.

7.2 Managing Missing Information about the Target Problem

It may occur that some pieces of information about the tgpgablem are missing. In particular,
during the adaptation knowledge acquisition from expestdtie KASIMIR system, situations for
which some features of the patients were missing have apgemveral timegd’Aquin et al,,
20064. In these observed situations, physicians generally aivay that can be modeled by the
so-called Wald pessimistic criteridibuboiset al., 2001 (called the minimax strategy ifwald,
1950), which consists in taking a decision on the basis of its wpossible consequence. This
section shows how this criterion can be integrated in thenénaork of conservative adaptation.
The following example illustrates these ideas:

Example 8 Let us consider a patient having Zacentimeters tumor. Given other features, the
protocol recommends a partial mastectomy. Now, the radigigy shows some white dots on
the image that are rather far away from the tumor and that mayelther (a) cancerous cells,
or (b) something harmless. Under assumption (a), the turegion considered for the decision
is the union of the observed tumor and of the white dots, whiebs a middle-sized tumor for
which a radical mastectomy is recommended —decigien,,). Under assumption (b), a partial
mastectomy is recommended —decisitae ). If no examination before surgery can indicate
which of the hypotheses (a) and (b) is correct, the queshanis raised is to know whether it is
better to do

(dec()/b) A radical mastectomylec,) under assumption (b) —and thus, a larger surgery than
necessary— or

(dec(,)/a) A partial mastectomyiec(,) under assumption (a) —which would leave cancerous
cells in the body of the patient.

Moreover, some additional knowledge is available tellingt{ dec,) /b) is preferred to(decy, /a).
Therefore, according to the Wald pessimistic criterior decision taken igec,,): the worst pos-
sible consequence (w. p. c) @éc,) in the context of the patient is preferred to the w. p. c. of
dec(y,) in this context.

This example can be formalized as follows. The two sourcesase(srce', Sol(srcel))
and (srce?, Sol(srce?)), with srce! = ¢ A mst Sol(srce!) = rm, srce? = ¢ A st, and
Sol(srce?) = pm wherec is some patient characteristicg)st and st stand respectively for
middle-sized tumor (betweetand7cm) and small tumor (less thaitm), rm (resp.,pm) rep-
resents the patients for which a radical (resp., partialytaomy is recommended, which cor-
responds to decisiotec(, (resp.,dec(,)). The target problem can be formalized agt =

~ A (stv msp with v such thaty Fpx c¢. The patient has either a small or a middle-sized tumor, but
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it is not known which one. The assertiofdéc,)/b) is preferred toldec(;,)/a)” can be formal-
ized as((a) V (b)) =(dec(,) = dec(,)): when(a) or (b) holds, the decisiodec,) is preferred
to the decisioniec ), meaning that the choice dkc ) is possible only if the choice afec,) is
also madedecy,) = dec(,) = —~(dec,) A~decy))). Inthe example, this preference is formalized
by (stVv mst = (pm=-rm). Therefore, the domain knowledge is:

DK = vy=c A (stvmsh=(pm=rm) A —stv-mst A —pmV-rm

The conjunct-st v -mstmeans that a tumor cannot be at the same time small and nsceie-
The conjunct-pmV —rm means that for a given patient, it is not possible to recondrarthe
same time a partial mastectomy and a radical one. By applyiagsequential combination of
cases presented in section 7.1, it comes:

TSKCAY? =px v A ¢ A mStA rm

which is in accordance with the example (in this example,péigent characteristist V msthas
been specialized intmst translating the fact that the target patient tumor is atersid as middle-
sized). It can be noticed that, for this example, the resoéisdhot depend on the ranking of the
source caseSSKCAL2 =px TSKCAZ!,

8 Discussion and Relative Work

This section discusses some research directions thabftiiis first study on conservative adapta-
tion and presents related researches relevant to get fumnttigese directions.

8.1 Learning Domain Knowledge from Failed Conservative Adatations

The knowledge required for conservative adaptation is threain knowledg®X of the CBR sys-
tem under consideratiordK is useful to point out the features of the source case that teebe
adapted to the context of the target problem. Thus, withffitdéent domain knowledge, conserva-
tive adaptation may provide an unsatisfying solution taiéinget problem: this solution contradicts
the expert knowledge but does not contradict In other words, the failed result of conservative
adaptation is due to the gap betwe&rand the expert knowledge (a gap that cannot be completely
filled in practice, due to the qualification problem mentione section 5.1). Therefore, from an
analysis of the failure, some new domain knowledge can beizhjand added to the curreby.

Let us consider again the example 1, with the difference ltéain ignores that vegetarians
do not eat meatDK is obtained by removing from the conjunction definibig) ¢on (cf. (1)) the
implication v = —m. Now, DK A srce A Sol(srce) A tgt is satisfiable and thus, conservative
adaptation propose®1(srce) as a solution tagt. Following this proposal, Léon offers a dinner
with beef to Theécle who refuses to eat beef and explains ha) ince she is a vegetarian, she
does not eat any meat. From this explanation, Léon learms—m (and proposes a meat-free
dinner to Thecle).

Therefore, following the ideas ¢Hammond, 1990k a cBR system may learn new domain
knowledge from the explanations that follow failed consgitee adaptation, which involves an
improvement of its competence. How this can be put in pragitill an open issue.

8.2 Towards Extensions of Conservative Adaptation

Conservative adaptation does not capture any kind of atil@ptd his section shows two directions
for extending it.
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8.2.1 Towards the Definition of a Less Conservative Adaptatin

In some situations, conservative adaptation keeps to nroah the source case, as the following
example illustrates:

Example 9 Let us consider again the example 3 of a man suffering frorasbreancer, with the
following additional knowledge: the three types of antstoegen treatments (tamoxifen, anti-
aromatases, and ovary ablation) are mutually exclusivas fteans in particular that if an ovary
ablation is recommended, then neither tamoxifen nor amtireatases can be recommended. This
can be formalized with the following domain knowledge (wikh,. ; the domain knowledge of
example 3):

DK = DK.. 3 A —tamV —-anti-aromatases A —tamV —ovary-ablation A
—anti-aromatases’ —ovary-ablation

With the source case and the target problem of example 3 énddimain knowledge, conservative
adaptation gives

TSKCA =px TSKCA... 3 A "tam A —anti-aromatases\ anti-oestrogen

with TSKC4.,. 3, the TSKCA of example 3.

This may seem contrary to the intuition: an anti-oestrogeatient is recommended, that is not
the ovary ablation (inapplicable to men), but that is neitaeoxifen, nor anti-aromatases, that are
the only other anti-oestrogen treatments reified in the dorka@owledge! This can be explained
by the fact thaDK A srce A Sol(srce) F f with f = —tam A —anti-aromatasesand sincef is
consistent witlDK A tgt, thenf is kept by the conservative adaptation process.

This example shows that, due to its conservative nature gipjproach to adaptation may keep
too much from the source case. Now the question raised is baefine another class of adap-
tation approaches, similar to conservative adaptationwbich removes some relevant pieces of
information on the source case, even when they do not cactitae target problem. This question
is another open issue that will deserve some future work.

8.2.2 Adaptation Based on Substitution and Repair

In early researches afBR, several steps were distinguished, in particular the stépslaptation,
explanation, test, and repaRiesbeck and Schank, 198 he result of adaptation, a first solution
Sol;(tgt) of the target problemgt, is tested and, if it does not meet some requirementsgof
and of the domain knowledge), this failure is explained drehBol;(tgt) is repaired to meet
these requirements. These steps were reformulated intetise and revise steps in theamodt
and Plaza, 1994cBR cycle: reuse corresponds to adaptation and revise to tgsgretion, and
repair. It can be noticed that, to our knowledge, the revisp sf thecBR cycle has not been
related to the AGM theory of revision: we have found only oragr onCBR using revision
techniquedRial et al, 2001, but not for the purpose of the reasoning process itselffduthe
maintenance of the case base and of a rule base when themra@golutions in time (according
to [Katsuno and Mendelzon, 1991his is more an update of a knowledge base than a revision of
it, but the techniques addressing update and revision shany common features).

Conservative adaptation can be considered from a reuseeaisg point of view: its reuse
step corresponds to a null adaptation —the first solutiotigafis Sol(srce)— and its revise step
corresponds to the use of a revision operator, in accordaitbedomain knowledge.
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The well-known system GerF [Hammond, 1990ais also based on an adaptation-test-
explanation-repair scheme. HEF is a case-based planner whose primary domain is cooking: a
problempb is a recipe represented by a set of goals and a solutipb &f a recipe forpb, i.e., a
plan that satisfies its goals. Let us consider the followixaneple in GHEF:

Example 10 This example is a simplified version of the “beef and bro¢@tample: the target
problem is “How to prepare a stir-fry dish including beef abtbccoli?” The source case is the
“beef and green beans recipe”, that is a stir-fry recipe. Asfisolution to the target problem is
obtained by substituting, in this source recipe, green kdanbroccoli. (Actually, irCHEF, some
other adjustments are made, in particular, changes in aupkimes and add of a step to chop
the broccoli.) Then this recipe is tested, thanks to a sitoulasing some domain knowledge. The
simulation leads to the fact that the broccoli is, at the efithe recipe, soggy, which is dissatisfying
(broccoli should be crisp). This is explained by the fact tvaccoli is cooked in water, this water
being produced by cooking the beef, and the beef and thedirdixing cooked together, in the
same pan. Finally, this plan is repaired by cooking the badcseparately from the beef.

This adaptation can be qualified as a substitution and reypgiroach. It can be expressed with
the help of a revision operator, as explained hereafter. éaenple is formalized in first order
logic (FOL). The source caserce, Sol(srce)) corresponding to the beef and beans recipe can
be formalized (in a simplified manner) by:

srce = cooked(beef) A cooked(beans) A stir-fry-recipe

Sol(srce) = cooking-together(beef, beans)
The target problem “How to prepare a beef and broccoli digti’ loe formalized by:
tgt = cooked(beef) A cooked(broccoli) A stir-fry-recipe

The substitution step of this adaptation consists in findirggbstitutions such thato (srce) =
tgt and then in proposingol; (tgt) = o(Sol(srce)) as a first solution ofgt:

o = {beans/broccoli}

o(Sol(srce)) = cooking-together(beef, broccoli)

Note that the retrieval of this recipe from the case base disam¢he choice of the substitution is
based on some elements of knowledge not considered hererfioytar, the fact that broccoli and
green beans share the property of being vegetables). Thi&de (Sol(srce)) is nota satisfying
solution oftgt is modeled by the fact th@K A tgt A o(Sol(srce)) F failure, whereDX is the
following domain knowledge:

DK = VaVy cooking-together(z,y)= cooking(x) A cooking(y) A
VzVy cooking-together(z,y) A produces-water(x) = cooked-in-water(y) A
cooking(beef) = produces-water(beef) A

cooked-in-water(broccoli) = failure

The repair ofo(Sol(srce)) may be performed by considering that it is a solution thattbase

altered in order to entaihfailure while being consistent withigt. Moreover, if it is assumed

that this alteration has to be done with a minimal change #hevision operatos may be used to

computef = (DK A o(Sol(srce))) o (DKAtgt A —failure). Technically, the use afp requires

that the example is translated from FOL to propositionalidogrhis can be done by (1) sub-

stituting the universally quantified variablesand y by the constant®eef andbroccoli and
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(2) substituting the FOL atoms by propositional variabkeg,,cooking(beef) t0 cooking-beef
andcooking-together(beef, broccoli) by cooking-together-beef-broccoli. Then, the
application of the Dalal’s revision operator gives a formthat, translated back to FOL, givés
such that:

f =px tgt A Sol(tgt)
with Sol(tgt) = cooking(beef) A cooking(broccoli) A

—cooking-together(beef,broccoli)

This example illustrates how an adaptation by substitudiath repair may be performed thanks
to a revision operator. The scope of this approach remaibs siudied. One of its possible appli-
cations lies in the approach to analogical reasonind-ofbus and Gentner, 19B6This approach
focuses on the establishment of correspondences betwesnihce and the target universes, that
can be likened to the substitutienin the example above. The use of a revision operator may
complete this approach when the analogical transfer leadscbntradiction with the knowledge
associated with the target universe.

This approach to adaptation differs from conservative tatam by (1) the need to find a
substitutions and (2) the fact that no problem statement is used on theitiftaf the revision
operator. Both approaches belong to a family of adaptatppraaches that may deserve some
future researches: the family of revision-based adaptatio

8.3 Conservative Adaptation in Taxonomies of Adaptation Aproaches

There have been several proposals indB literature of adaptation approach taxonomies. This
section aims at situating conservative adaptation in s¢gerch taxonomies.

Riesbeck and Schank’s taxonomy. In [Riesbeck and Schank, 198@ages 44 to 51), some
adaptation approaches are presented and discussed. Giveesidaptation can be related to sev-
eral of them.Null adaptationhas been presented at the beginning of the current papén(sécl)
as a starting point for introducing conservative adaptati@ritic-based adaptatioms an approach
that consists, starting from a first solution, in debuggihwhen necessary (the adaptation per-
formed by GHEF and described in section 8.2.2 is an example of this kind aptadion). Thus,
conservative adaptation may be seen as a combination cimdii¢ritic-based adaptations.

Abstraction and respecializaticapproach to adaptation consists in (1) abstracting theisnlu
Sol(srce) of srce into a solutionSo1(A) of an abstract problem, and (2) in specializingol(A)
in order to solvetgt. According to[Bergmann, 199R this adaptation can be better qualified
as a generalization/specialization approach (versus stnagtion/refinement approach), but this
distinction is not made ifRiesbeck and Schank, 1989

The examples of conservative adaptations presented irpdpier may be seen as the appli-
cation of some generalization and specialization adayptsti For instance, in example 3 (sec-
tion 5.3.2),S01(srce) is generalized by substitutingvary-ablationby anti-oestrogerand then,
whenever it is known that the only available anti-oestrogeatments besides ovary ablation are
tamoxifen and anti-aromatasesjti-oestrogerns specialized intdtamV anti-aromatases

This behavior obp-conservative adaptation can be understood thanks to atabefiof distance-
based revision operatosg; s (such asp), equivalent to the one given in section 3.3 and inspired
from [Dalal, 1988. This definition is as follows. First, for any real numbgr> 0, let G° be
a function that maps a propositional formulabased on a set of variabl@sto another formula
G%(¢) on'V, such that

Mod (G (1)) = {Z | Z: interpretation oV’ anddist(Mod(¢)),Z) < 6}
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G? realizes a generalizationy F G°(v) for any+ and anys. MoreoverG®(y) = . Finally,

if 0 <6 < e thenG®(y) E G5(¢). Fory andpu, two satisfiable formulas oW, let A be the
least values such thatG () A p is satisfiablé. Then, ) og;¢¢ 1 can be defined by ogsgy pt =
G2 () A p. If either < or u is unsatisfiable, them ogir # = p. It can be proven easily that
this definition ofoy;y IS equivalent to the one of section 3.3 (as soon as syntaxsidered to
be irrelevant). Thug oq4ist 1+ Can be interpreted as follows: it is obtained by generaiizinin a
minimal way (according to the scaléG®(¢)}s,F)) in order to be consistent with, and then, it
is specialized by a conjunction wih

Kolodner’s taxonomy. In [Kolodner, 1993, ten general adaptation approaches are introduced.
Conservative adaptation appears as an approach rathkogortal” to this taxonomy, in the sense
that it may be likened to several of them. It has been choséoctes on two approaches —local
search and query memory— that are interesting to comparteamsitservative adaptation. Local
search consists in substituting a solution part by an elémiemlar to it taken in “an auxiliary
knowledge structure” (such as an “is-a” hierarchy). Quepmmory consists in substituting a solu-
tion part by an element obtained from querying “either d@ewrjl knowledge structure or the case
[base]”. These two approaches share with conservativetaiitap the principle of substituting a
solution part by an element of a knowledge base related $cstilution part. The main difference
between these approaches and conservative adaptatiat feitthe formers, the knowledge base
is considered externally whereas, for the latter, the isgrted entities are considered modulo the
equivalence modulo the domain knowledggy).

Hanney et al.’s taxonomies. In [Hanneyet al,, 1999, adaptation is considered within three tax-
onomies. The first one classifiegR systems wrt adaptation according four dimensions: (1)-pres
ence/absence of adaptation, (2) simple of multiple case(sed, (3) atomic or compound so-
lutions, and (4) existence of interactions between satuparts. In acBR system using a&-
conservative adaptation, (1) adaptation is present (oisgd, (2) it uses a single case (though the
reuse of several source cases may also be performed witlaspninciples, as section 7 shows),
(3) it uses compound solutions (a solution is represented foymula that may be non atomic).
The interaction between solution parts (cf. dimensioni@jpanaged thanks to consistency: if the
target problem is consistent with the domain knowledgea) the solution inferred by conservative
adaptation is necessarily consistent (cf. axiom (R3)).

The second taxonomy is a taxonomy of tasks performed by #resystems (e.g., predict or
design). Since conservative adaptation is defined indegtydfrom a specific application, it is
difficult to highlight for what kinds ofcBR systems it is more useful. However, from the examples
related to KASIMIR, it seems that this approach to adaptation may be usefuhi®-based decision
support.

The third taxonomy is the one of the adaptation operatord irsadaptation procedures. Four
types of such operators are distinguished: (1) target eddibo operators, (2) role substitution
operators, (3) subgoaling operators, and (4) goal intenaatperators. (1) Target elaboration
consists in completing the descriptiontgft and/or in re-describing it. It is based on the domain
knowledge, thus, iftgt’ is obtained fromtgt by elaboration thertgt =px tgt’. Therefore,

YInfact, A = dist(Mod(v)), Mod (1)) realizes this(a) G (1) A p is satisfiable angb) if § < A thenG® () A is
unsatisfiable(a) can be proven as follows. Lef € Mod () such thathA = dist(Mod(v), J) (this makes sense since
Mod(v)) # ). Thus,J also belongs télod (G* () and sa7 € Mod(G* (1)) N Mod (1) = Mod(G™ () A ), which
proves(a). (b) can be proven by contradiction, assuming that there is sbrieA such thaiG® (1) A p is satisfiable.
If S0, let.J € Mod(G? (¥) A ), thusJ € Mod(G? (v))) andJ € Mod (). ThereforeA = dist(Mod(v)), Mod (1)) < 4,
which is in contradiction with the assumption< A. Thus,(b) is also proven.
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conservative adaptation gives the same result wgthand withtgt’ since
DK A srce A Sol(srce) o DKAtgt = DK A srce A Sol(srce) o DKAtgt'

(which is a direct consequence of the axiom (R4)). Therefine use of an elaboration operator
together with conservative adaptation is useless fromithwvepoint of the inferred solution (though

it might have some consequences on the computing time). (@)eAsubstitution operator effects
substitutions at various levels of granularity. This agmto to adaptation is compared to conser-
vative adaptation below, in the section about Wilke and Bengn’s taxonomy. (3) A subgoaling
operator aims at decomposing the adaptation task into skebtahile (4) a goal interaction oper-
ator handles interactions between solution parts: it det®ed repairs bad interactions. It may be
considered that conservative adaptation performs a catibmof operations of types (3) and (4).
The specification of a target problem —the formtgg— can be viewed as a goal specification (the
goal is to find a solution consistent witlgt). If tgt = tgt; A tgt, thentgt, andtgt, are two
subgoals of the target problem. Conservative adaptatioviges a solution that is consistent with
both subgoals. Therefore, this approach to adaptationidensspossibly interacting subgoals as
a combined use of operators of types (3) and (4) would do. Mewyé the revision operator is
considered as a black box, then the distinction betweem(8)4) operators is not visible.

VoR'’s taxonomy. In [VoR, 1998, the Kolodner's taxonomy is reused. This paper also poiats o
the notion of “shift in grain-size” as a class of operatoreduduring adaptation, with the follow-
ing subclasses: generalization (or abstraction), speatadn (or refinement), focussing (from the
whole to a part), and extending (from the part to the wholeggrafors. Several adaptation pro-
cesses oELBR systems are studied according to the combined use of thesatops. According
to this viewpoint, thevs;s¢-cONservative adaptations, as shown below (cf. RiesbediSahank’s
taxonomy), may be seen as combinations of generalizatidrspecialization operators.

Wilke and Bergmann'’s taxonomy. In [Wilke and Bergmann, 1998adaptation approaches are
devided into transformational and generative ones (rgutie distinction between transforma-
tional and derivational analogi¢€arbonell, 1983; Carbonell, 1986 a transformational adapta-
tion consists in modifyingol(srce) to build Sol(tgt), whereas a generative adaptation consists
in reusing (“replaying”) ontgt the reasoning tracBT(srce) associated with the source case
(srce,Sol(srce)). Therefore, conservative adaptation is transformatioRkwever, the princi-
ple of conservative adaptation might be reused in the faligwvay for generative adaptation: if
RT(srce) is inapplicable ortgt -DK Atgt ART(srce) is unsatisfiableRT(srce) is modified with

a minimal change to infer some knowledge applicablegit, which could be done by computing

DK A srce ART(srce) o DKAtgt (3)

(for some given revision operate) and by inferring from it a reasoning tra¢g(tgt) to be
applied ontgt in order to help its problem-solving. Note that (3) illugeathe idea that generative
adaptation corresponds to a transformational adaptatidchereasoning trace.

Among transformational adaptations, Wolfgang Wilke andpR&ergmann distinguish null
(as in[Riesbeck and Schank, 1989substitutional, and structural adaptations. The netiwfrsub-
stitutional adaptation makes sense in a formalism witlibatie-value pairsSol(srce) is adapted
in Sol(tgt) by substituting values, while keeping the structure of tiatson. By contrast, a struc-
tural adaptation alters the structure of the solution (@ddition or deletion of an attribute-value
pair). This distinction between substitutional and stiuak adaptation is defined at a syntactic
level, whereas conservative adaptation is based on a logjm@&sentation of cases and thus had to
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be defined at a semantic level (it has to respect, in partidhia principle of irrelevance of syntax).
However, substitutional and structural adaptations magdmbined to revision-based approach
to adaptation as it has been illustrated in section 8.2.2rsadblution totgt is generated by a
substitutional adaptation, and then, its consistency thighdomain knowledge is restored thanks
to a revision operator.

Fuchs and Mille’s taxonomy. In [Fuchs and Mille, 1999 a general model of adaptationdmRr

is presented in a task formalism: starting from the analgEseveralcBR systems implementing
an adaptation process, they propose a hierarchical denagpoof adaptation in tasks and sub-
tasks. The idea is that many (if not all) transformationaddtion procedures implemented in
CBR systems may be modelled according to this scheme, considerigeneral only a subset of
these tasks. Conservative adaptation may be seen as a wepfanftiating the following subset of
tasks:

e Copy solution;

e Select and modify discrepancies (by removing, substigiitand/or adding some pieces of
information using the domain knowledge);

e Test consistency.

In fact, in conservative adaptation, this is the revisioerapor that processes all these tasks: it
performs a minimal change that can be seen as a sequenceyphuogification, and test tasks.
Moreover, it uses the domain knowledge in order to chooséeifiires to be modified in order to
reach consistency.

8.4 Conservative Adaptation in Description Logics

The AGM theory of revision is defined independently from dipatar logic by a set of postulates.
In this paper, we have concentrated on the application &f ttieory to propositional logic as
studied in[Katsuno and Mendelzon, 19914dn order to apply conservative adaptation ta@R
system using a knowledge representation formalism, it maydeful to implement a revision
operator in this formalism.

In particular, description logics (DLs) constitute a fayndf formalisms often used fotBR
(see, e.g[Kamp, 1996; Gonzalez-Calemt al, 1999). For instance, KSIMIR uses the DL
SHOIN (D). ADL is a knowledge representation formalism equivalena tiecidable fragment
of FOL. In order to implement conservative adaptation, iesessary to be able to implement a
revision operator on the DL used. Now, the problem is thates@rhs, in particulalSHOZN (D),
are notAGM-compliant meaning that there exists no revision operator satisfiinegAGM pos-
tulates in these formalisms: iifrlouris et al, 2003, the issue of AGM-compliance for DLs is
addressed. This paper also shows that if one of the AGM mstuis relaxed, then, any DL be-
comes AGM-compliant. Therefore, to apply conservativeptatzon to aCBR system where cases
and domain knowledge are expressed in a given DL, the fatigwuestions can be raised:

e |s this DL AGM-compliant?
¢ If yes, how could a revision operator be implemented?
e If no:

— What are the consequences of the relaxation of the AGM themigonservative adap-
tation?
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— How could an operator satisfying the relaxed version of tl@&VAtheory could be
implemented?

— Is it possible to use a revision operator on a less expressivealism that is AGM-
compliant (such as another DL or propositional logic)?

Another issue to be studied about conservative adaptati@i_iis how it can be formalized:
in the current paper, the principle of conservative adapias given for any formalism (cf. sec-
tion 2), but it is formalized only for propositional logicf(csection 4). Hereafter, a formalization
of conservative adaptation in a given AGM-compliant DL isposed. For such a DL, letbe
a revision operator. It is assumed thkatce, Sol(srce), andtgt and represented by instances
(which correspond to constants in FOL) and are defined bytamse (formulas that characterize
the instances and that relate them to other instancés)e, Aso1(srce)s @Nd At are the sets of
instances respectively characterizisicce, Sol(srce), andtgt. As before DK represents the do-
main knowledge (usually, in the form of a set(términological) axiomps TSKCA, the knowledge
base from which the characterization ©f1(tgt) can be inferred, is defined as in propositional
logic:

TSKCA = (DK UKB;) o (DK U KBs)

(conjunctions of formulas —assertions and axioms— are eytesented in DLs), witliB;, the
knowledge related to the source case &g, the knowledge related to the target problem. We
propose:

KBy = Asrce U Aso1(srce) U {1s-s0lved-by(srce, Sol(srce))}
KBy = A¢ge U {srce = tgt}

where, for four instancegb, sol, a, andb:

e is-solved-by(pb, sol) is an assertion meaning that the instasee represents a solution
of the problem represented by the instapoe

e ¢ = bis an assertion meaning thaandb represent the same individual (i.e., for each model
T =(Az,1)ofa=0b,a® =bT).

The assertiorsrce = tgt € KBy is used to relate the source and the target contexts: without
it, a priori nothing about the source case can be inferrechertdrget problem. In other words,
DK U KB; U Aty may be satisfiable even ifrce andtgt represent two disjoint problems (e.g.,
srce represents a medical case of a womanagidrepresents a medical case of a man). This was
not useful with propositional logic since, in this formafisstatements are about a sole individual
(as if each interpretation domain contained only one el¢nen

This formalization of conservative adaptation for DLs rémsao be studied deeper and tested,
e.g., in the framework of the KsIMIR system.

9 Conclusion and Future Work

In case-based reasoning, adaptation is often consideradddfcult task, in comparison to re-
trieval that is supposed to be simpler to design and to imeteniT his paper presents an approach
to adaptation, called conservative adaptation, that istas the theory of revision: it consists
in keeping as much as possible from the source case whilg loemsistent with the target prob-
lem and the domain knowledge. Conservative adaptationfisede formalized in the framework
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of propositional logic, and this formalism can be extendedther knowledge representation for-
malisms, e.g., the AGM-compliant description logics. Mwrer, it is shown through examples that
conservative adaptation covers some of the adaptatiorisrpexd by experts in oncology. This
approach to adaptation can be used for knowledge-intelagipeoaches tGBR, since it requires
some domain knowledge. A noticeable feature of consewvatdaptation is that the adaptation
knowledge is part of the domain knowledge: it is not congiiuby, e.g., a set of adaptation rules.
This paper has also shown that the AGM theory of revision &wedhtuge amount of researches
based on this theory may be of interest for adaptationgR: a revision operator should be con-
sidered as a tool for designing an adaptation procedureciaservative adaptation as well as for
other approaches to adaptation.

Several theoretical issues about conservative adaptatioa been addressed that deserve fur-
ther investigations. They are listed hereafter. One of tieethe design of a retrieval procedure
suited to conservative adaptation: in section 6, a retripieference criterion is defined, but it
raises two difficulties. First, it is sometimes insufficieatdistinguish between two source cases.
Second, its naive implementation is intractable.

Another issue is the combination of several source cased\e a sole target problem. A way
to do it by considering sequentially these cases is predentsection 7.1 but raises the problem
of ranking them. Case combination can also be used to sohexigion problem with missing
information, with the help of the Wald pessimistic criterifcf. section 7.2). Other criterions could
be used for such decision probleifi3uboiset al, 2001, and their integration in the framework
of conservative adaptation constitutes another researettion.

The domain knowledge useful for conservative adaptationimage to be learnt. In section 8.1,
a way of learning it based on failed conservative adaptatipeading to solutions that are not
correct, according to a domain expert) is examined. It meguiurther investigation to see how it
could be put in practice.

Conservative adaptation covers only a part of the adapwtatually performed by experts.
Some other adaptations could be covered thanks to extensia@onservative adaptation, as sec-
tion 8.2 shows. This section also shows, more generally, révésion operators can be used in
various ways as tools for designing and implementing adaptgrocesses. The study of such
extensions is another research direction.

In section 8.3, conservative adaptation is situated ameweral taxonomies of adaptation ap-
proaches ircBrR. On the one hand, this section shows that conservative @apshares some
common features with some adaptation approaches, in plarticandling the problems of consis-
tency, extending null adaptation (also callsaby of the source solutipnand, at least fobg; st -
conservative adaptation, being equivalent to an adaptdtyogeneralization and specialization.
On the other hand, it appears that conservative adaptatipnappear as “orthogonal” to these
taxonomies, since it is defined at a semantic level, whelesettaxonomies are more oriented by
the formalism of case representation.

From a practical viewpoint, future work will consist in thewv&lopment and the use of a con-
servative adaptation tool to be integrated within theskvIr system. A first tool implementing
the Dalal’s revision operator has been implemented, budntlze optimized. As an example, the
most complex computation of a revision presented in thispapthe computation dfSKCA® in
the example 6: it is based on 16 propositional variables equires about 25 seconds on a current
PC. Another practical issue is the integration of conser@adaptation in the KsIMIR system,
which raises two problems. The first one is that both the casesthe domain knowledge of
KAsSIMIR are represented in a formalism equivalent to the descriptigic SHOZN (D). There-
fore, as discussed in section 8.4, either a revision openat®to be implemented for a description
logic compatible with KAsIMIR, or adaptation problems expressedSth OZN/ (D) are translated
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in propositional logic and solved in this formalism.

The second problem of integration is linked with the alreastisting adaptation module of
KasIMIR [d’Aquin et al, 20068, that is based on adaptation rules (roughly speaking). How
conservative adaptation and this rule-based adaptatiaul®ean be integrated together in order
to provide a unigue adaptation module enabling complextatiap processes (each of them being
composed of a conservative adaptation and some rule-basgdations)? This question should
be addressed thanks to earlier work on adaptation compositid decompositiofLieber, 1999.
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