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Abstract: We consider the downlink of a cellular network supporting data traffic. In ad-
dition to the direct traffic from the base-station, each useris equipped with the same type
of 802.11-like WLAN or WPAN interface that is used to relay packets to further users and
hence to improve the performance of the overall network. We are interested in analyzing
what are the design guidelines for such networks and how muchcapacity improvements can
the additional relay layer bring, in comparison to cellularnetworks. We consider a realistic
dynamic setting where users randomly initiate downloads and leave the system upon trans-
fer completion. A first objective is to provide a scheduling/relay strategy that maximizes the
network capacity, which is the traffic in bit/s/cell that thenetwork can support. We find that,
regardless of the spatial traffic distribution, when the cell approaches saturation (the number
of active users is very large), the capacity-achieving strategy divides the cell into two areas:
one closer to the base-station where the relay layer is always saturated and some nodes
receive traffic through both direct and relay links, and the further one where the relay is
never saturated and the direct traffic does not exist. We further show that it is approximately
optimal to use fixed link lengths, and we derive this length. We give a simple algorithm to
calculate the cell capacity. The obtained capacity is shownto be independent of the cell size
(unlike in traditional cellular networks), and it is 20%-60% higher than already proposed
relay architectures when the number of users is large. Finally, we provide guidelines for
future protocol design.
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Capacité des ŕeseaux cellulaires de donńees avec relais de types
WLAN ou WPAN

Résuḿe : Nous considérons la voix descendante d’un réseau cellulaire supportant du trafic
de données, et dans lequel chaque utilisateur a la possibilité, en plus de celle de recevoir du
trafic directement de la station de base, de relayer du trafic en utilisant une interface radio de
type WLAN ou WPAN. Cette fonctionnalité additionnelle permet d’augmenter la capacité
du réseau et d’en améliorer la performance. Cette étude vise à donner des règles de concep-
tion de tels systèmes, mais aussi de quantifier le gain en terme de capacité que la couche de
relais permet d’atteindre. Nous considérons un scenario de trafic réaliste ou les utilisateurs
génèrent aléatoirement des transferts de données, et quittent le système lorsque le transfert
requis s’achéve. Un premier objectif est d’identifier des algorithmes de d’ordonnancement
et de relais qui permettent de maximiser la capacité du réseau, définie par le volume de tra-
fic en bit/s/cellule que le réseau peut supporter. Il s’avère que, quelle que soit la répartition
géographique du trafic dans la cellule, ces algorithmes optimaux possèdent à forte charge
(lorsque le nombre d’utilisateurs actifs devient très grand) la propriété suivante : ils divisent
la cellule en deux parties, la première proche de la stationde base ou la couche de relais
est toujours saturée et ou les utilisateurs reçoivent du trafic à la fois de la station de base
et de certains utilisateurs relais, la seconde plus éloignée ou les utilisateurs ne reçoivent de
trafic que par l’intermédiaire de relais. Nous montrons de plus qu’il est approximativement
optimal d’utiliser des liens de relais de taille fixe, et nouscaractérisons cette taille. Nous
construisons également un algorithme simple permettant de calculer la capacité de la cellule.
La capacité est contrairement au cas des réseaux cellulaires usuels indépendante de la taille
de la cellule, et dépasse de 20 à 60% celle obtenue par des stratégies d’ordonnancement et
de relais existantes. Nous donnons finalement quelques règles de conception des réseaux
cellulaires avec relais.

Mots-clés : wireless, cellular, relay, modeling, capacity



On Downlink Capacity of Cellular Data Networks with WLAN/WPAN Relays 3

1 Introduction

1.1 Cellular Networks with Relays

Wireless cellular networks operate on expensive licensed frequencies and their bandwidth
is a scarce resource limited by regulations. Recently therehas been a lot of interest in in-
creasing the capacity of cellular networks using an additional wireless physical layer that
operates on an unlicensed frequency band. New generations of mobile devices are already
equipped with WLAN (wireless local-area network) or WPAN (wireless personal-area net-
work) interfaces and the question that arises is whether onecan use the available relay
structure to improve the service of cellular networks.

In this paper we consider such a scenario. We assume each mobile node in a cellular
network, and the base-station (BS), is equipped with an additional relay adapter. The BS
can communicate with a mobile node using adirect link (transmission over the cellular,
expensive frequency) or relaying over one or several mobilenodes usingrelay links (over
the unlicensed frequency).

A typical relay technology we have in mind is 802.11 WLAN. Thephysical layer of
802.11 allows a source and a destination to adapt their communication rate. A source se-
lects an appropriate rate to transmit a packet depending on the link quality and the level of
interference at the receiver. If the link quality degrades during the packet transmission, the
packet is lost and has to be retransmitted. There are no advanced coding techniques, like
incremental-redundancy, which can recover some information from a collided packet. In
order to guarantee some link quality, 802.11 MAC introducesthe RTS/CTS mechanism that
prevents nodes in the neighborhood to interfere with an ongoing transmission. The size of
this exclusion area depends on the transmission power of RTSand CTS signaling packets.
Many of the existing WLAN and WPAN technologies (e.g. 802.11, 802.15.4) are based
on the design principles described above. In this work we shall consider such technologies
that use these design principles. Furthermore, we assume all nodes posses the same type of
relay interface.

The key component of the system is the scheduler. Since all nodes in the system are in
a direct control of the BS, one can design a centralized scheduler which will control direct
and relay transmissions. The problem of defining an efficientscheduler can be divided
into two subproblems: the routing subproblem that decides which routes shall be used for
relay traffic, and the scheduling subproblem that decides which links (relay and direct) will
transmit in each slot.

We focus on the downlink data traffic. We assume the uplink traffic has much lower
volume, and can be handled by direct transmissions only. Similarly, signaling is done di-
rectly, to reduce the latency. Our goal is to find a scheduling/routing policy that maximizes
the network capacity, and to characterize how the capacity depends on the choice of relay
interface, cell size, etc.

RR n°6050



4 Bǒzidar Radunovíc, Alexandre Proutiere

1.2 Related work

Augmenting a cellular network with relays is not a novel concept. Some of the first papers
that proposed this kind of architecture are [1, 2, 3]. In [1],the authors suppose that mobile
nodes cannot relay and introduce dedicated relays which useunlicensed frequencies in order
to improve the capacity. In [2], the authors assume mobile nodes themselves dispose of
WLAN interfaces, and provide a routing protocol that finds and maintains relay routes. In
[3, 4], small networks with 1-hop relays are considered.

Scheduling algorithms for relay networks are discussed in [5, 6]. In [5], the authors
discuss several simple scheduling schemes. More advanced scheduling techniques are con-
sidered in [6]. There, as opposed to the other related work, it is supposed that the BS and
the relays use the same frequency band. Consequently, the BStransmits only to the nearest
nodes, and the others receive relay traffic only.

What is common for all the proposed relay protocols is that none of them is based on
the objective to maximize a certain network-wide performance criterion. Instead, they are
based on a simple local heuristic that considers relaying only for those nodes whose direct
communication with the BS is of very low quality. That way onenode will never receive
traffic from both relay and direct links. Typically, closer nodes will receive traffic only
directly, and distant nodesonly over relay links.

1.3 Problem Statement and Our Contributions

We wish to find the optimal scheduling and routing policies that maximizes the throughput
(capacity) of a densely populated cellular network with relays. We are further interesting in
dimensioning such a network, that is calculating its capacity given a certain spatial traffic
density.

We find the optimal scheduling and routing policies using different heuristics. We show
that it is approximately optimal for each node to use as a relay a node that maximizes
transport capacity(the rate of a relay link times its length). When a network is highly
populated, this policy results in equal-size relay links.

The optimal scheduling divides a cell into two regions. The first region, around the BS,
is such that the relay channel is fully saturated. Nodes in this region may receive traffic
both from relays and directly from the BS, which contrasts with previously proposed relay
protocols [6, 4, 2, 3]. In the other region, the relay channelis never saturated, and there is
no direct traffic to users in this region.

The routing heuristic we proposed can be directly used in a real protocol design. On a
contrary, our scheduling scheme is centralized, and is difficult to implement in a realistic
environment. We give several guidelines towards practicalimplementations, but leave a
precise definition of the scheduling scheme for future work.

INRIA



On Downlink Capacity of Cellular Data Networks with WLAN/WPAN Relays 5

We further present a simple algorithm to approximately calculate the capacity of a cell
with relays, which can be easily used for dimensioning purposes. We show that the capacity
remains constant, independent of the cell size, which is in contrast with cellular networks
with no relay where the capacity decreases exponentially. We also show a significant im-
provement in the capacity as compared to when the direct traffic is scheduled only to the
nodes nearest to the BS [6]. This improvement is even larger when a low-rate WPAN is
used instead of WLAN as a relay network.

1.4 Organization of the Paper

In the following section, we precisely define the modeling assumptions and the performance
objectives. In Section 3, we evaluate the capacity of networks with relays. We first derive the
results for 1D networks with fixed relay link lengths, then wepresent a heuristic for defining
optimal routing, and finally we generalize the findings to 2D networks. In Section 4, we give
guidelines on how to design the optimal routing and scheduling policies. In Section 5, we
present extensive numerical results. Finally in Section 6,we conclude.

2 Models and Objectives

We consider the downlink of a single cell whose transmissionresources (power and band-
width) are shared by a dynamic population of data flows. Flowsare randomly generated
by users and leave the network once the corresponding data transfer has been completed.
Flows are characterized by their sizes but also by the position of the corresponding users in
the cell. We assume here that users remain still during the entire duration of the data flows.
Throughout the paper, we will consider both 1D linear or 2D cells.

2.1 Traffic Characteristics

We denote byC the set of locations in the cell (this set might be discrete orcontinuous).
The traffic model may be very general. We just assume that dataflows are generated at
locationx ∈ C according to a stationary ergodic process of intensityλ(x). These flows
have arbitrary distributed sizes of meanσ(x). The traffic intensity at locationx in then
defined byρ(x) = λ(x)×σ(x) (in bit/s). We further definep(x) as the proportion of traffic
generated at locationx: p(x) = ρ(x)/ρ, whereρ is the total traffic generated in the network,
i.e.,ρ =

∫

C ρ(x) dx.

2.2 Radio Resources - Scheduling and Relay Policies

We next describe the two radio interfaces we shall use.

RR n°6050



6 Bǒzidar Radunovíc, Alexandre Proutiere

2.2.1 Direct Transmissions from the BS

We assume that the BS transmits at full power and serves only one user at a time. The
service rate of a user at locationx is denoted byCd(x). This rate is a function of the SINR
at the receiver and can be well-approximated by Shannon formula:

Cd(x) = W1 log2(1 + SINR(x)). (1)

This assumption is quite realistic (up to a multiplicative factor) for example in the case of
CDMA 1Ev-Do or UMTS/HSDPA systems. Denote byt(x) = 1/Cd(x). We also assume
there is a direct uplink channel, also used for signaling (scheduling, acknowledgments, etc.).

2.2.2 Relay Capabilities

We assume the relay channel is based on the design principlesof 802.11 MAC/PHY (nev-
ertheless, our model is valid for most of other WLAN and WPAN physical layers that are
designed on the same principles). It supports variable transmission rates. If a signal, coded
for a given rate, is received at an SINR below the threshold, the packet is lost. We assume
that more advanced techniques, like incremental redundancy coding, are not available at the
physical layer.

In order to control the interference at a receiver, we use theidea of the RTS/CTS sig-
naling. When a node wants to receive a packet, it sends a CTS signal. All nodes in an area
around a destination that hear the CTS signal have to refrainfrom sending. We denote the
radius of this area, assumed circular, byD, and it depends on a power of the transmitted
signal and the attenuation function. Note that in our case there is no need to exclude nodes
that hear the RTS signal. This is typically done to ensure ACKreception. However, the
signaling consumes a small fraction of bandwidth and we suppose that it is performed over
the direct link, thus by omitting RTS, we avoid unnecessary exclusions and increase the
capacity of the network. To simplify the analysis and the practical implementation of relay
policies, we consider that the exclusion areaD will be the same for all relay nodes. This
assumption will be discussed in Section 3.3.

Furthermore, we assume that relay nodes transmit at full power (denote byPRELAY)
when transmitting.PRELAY is assumed to be identical for all nodes. The choice of full
power has been extensively justified in the literature on rate-adaptive, multi-hop networks,
see e.g. [7], [8].

For a given link we need to choose coding rateCr as a function of link lengthl. Loosing
and resending a packet is expensive hence it is important to choose a rate sufficiently low to
avoid packet errors. We will choose

Cr(l) = W2 log2

(

1 +
PRELAYl−α

N2 + kPRELAYD−α

)

, (2)

INRIA
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wherek is a security factor guaranteeing low packet error rate. This factor basically quan-
tifies the maximum interference generated by other active relay nodes such that the packet
error rate on the considered link is negligible.

Finally, note that our system isfully centralized, unlike ad-hoc WLAN/WPAN net-
works. This means that the exclusion principles can be enforced and acknowledgments can
be transmitted by the BS, using the direct channel. These packets are short, unlike data
packets, hence the overhead is low. Consequently, there is no need for distributed protocols
(like sending RTS/CTS); we can emulate the principles of such protocols in a centralized
scheduler on the BS. In this work we will thus focus on centralized solutions which are
typically much more efficient.

2.3 Scheduling and Relay Policies

We now provide a model to describe how radio resources can be shared by active users. We
fix the number of active users and their positions in the cell.Denote byN ⊂ C the finite set
of locations of active users and byL ⊆ N 2 a set of possible relay links (those whose rate
is larger than some minimum). Without loss of generality we may assume that two users
cannot be at the same position.

2.3.1 Scheduling BS resources

The BS shares its power in time between active users. We denote by τ(x) the proportion
of time the BS serves a user at positionx ∈ N . For example, in the Proportional Fair
Scheduler of the CDMA 1Ev-DO standard,τ(x) is inversely proportional to the feasible
rate at positionx, Cd(x). A feasible scheduling policy is such that:

∑

x∈N

τ(x) ≤ 1. (3)

For simplicity of the model, we do not explicitly consider fast fading. However, it can easily
be incorporated in (3).

2.3.2 Relay policies

To describe a relay policy, one first has to define a notion of transmission profile. A profile
j is a set of simultaneously active relay links:j = {(s1, d1), . . . , (sp, dp)}. Profile j is
feasible if and only if the distance between any pair of positions (sm, dn) is greater than
D for all m 6= n. Denote byJ is the set of all possible profiles. A relay policy consists
in activating the links from profilej ∈ J for transmission a proportion of timeτr(j). The
relay constraint then reads:

∑

j∈J

τr(j) ≤ 1. (4)

RR n°6050



8 Bǒzidar Radunovíc, Alexandre Proutiere

Here again, we do not consider fast fading in the model for simplicity. It can be incorporated
as explained in [6].

Unfortunately the number of possible profiles explodes whenthe number of active users
grows, and it then becomes difficult to identify optimal relay policies. Instead, we use the
notion of cliques, see e.g. [9], [10].

Definition 1 A clique is any set of links such that no two links from a cliqueare allowed to
transmit at the same time, and that no other link can be added,satisfying these constraints.

Now let τr(s, d), ((s, d) ∈ L) be the proportion of time nodes sends relay traffic for
noded, τr(s, d) =

∑

j∈J :(s,d)∈j τr(j). Denote by{Qe}e∈E , Qe ⊆ L the set of all cliques.
As demonstrated in [9], any feasible relay policy can be characterized by the following set
of constraints:

∑

(s,d)∈Qe

τr(d, s) ≤ γ, ∀e ∈ E . (5)

Forγ = 1 we obtain an upper-bound, that is any feasible policy has to satisfy the constraints
(but not any policy that satisfies the constraints is feasible). Forγ = 2/3 we obtain a lower-
bound: if the constraints are satisfied, the policy is feasible.

We will first define an optimal relay policy satisfying the constraints relative to the
cliques (5), for the upper-boundγ = 1. We will then prove that this optimal policy corre-
sponds to an actual policy, i.e., that it also satisfies constraints (4).

Let us also defineφd(x) = Cd(x)τ(x) to be the rate of traffic directly sent from the BS
to users at positionx, andφr(s, d) = Cr(d − s)τr(s, d) to be the rate of traffic sent from
users at positions to users at positiond. Finally denote byφ(x) the rate at which a user
at positionx is served. Then a feasible scheduling/relay policy has to satisfy the following
flow conservation constraint:

∑

s:(s,x)∈L

φr(s, x) + φd(x) = φ(x) +
∑

d:(x,d)∈L

φr(x, d). (6)

2.3.3 Existing scheduling and relay policies

we now define two existing scheduling and relay policies thatwe shall use as a comparison
with our capacity-achieving policy. The first one is thedirect policy for which no relaying
is allowed (τr(s, d) = 0 for all s, d). The second one is therelaypolicy, as defined in [6]. It
assumes that only the nodes that cannot relay are supplied with the direct traffic (τ(d) = 0
if there existss, (s, d) ∈ L).

INRIA
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2.4 Performance Objectives and Cell Capacity

2.4.1 Cell capacity

In data networks, users perceive performance through the time to download a document,
i.e., through the flow duration. Under some given schedulingand relay policies, the number
of active data flows at the different locations in the cell evolves according to some stochastic
process.

A necessary and sufficient condition for the time to downloaddocuments to remain
finite is the stability of the process of the number of active data-flows. Thus stability is the
first indicator for quality of service. For a fixed spatial traffic distribution {p(x)}x∈C , an
optimal scheduling and relay scheme should maximize the total traffic intensity compatible
with stability. This maximum is called the cell capacity, and denoted byρ?. In the next two
sections, we fix the spatial traffic distribution and computethe cell capacity. To this end, we
construct an optimal scheduling/relay scheme that ensuresstability wheneverρ < ρ?. Such
a scheme is said toachieve maximum stability. Here, since we only consider stability as a
design objective, we can design the scheme when the system issaturated only. Hence we
may assume that there are users/relays everywhere in the cell, N = C.

The cell capacity in absence of relays was introduced and extensively studied in [11]. It
is the maximum traffic intensityρ such that there exists a stable scheduling policy, i.e., such
that there exists(τ(x), x ∈ C) with

∫

C τ(x) ≤ 1 and for allx ∈ C, ρp(x) < τ(x)Cd(x).

It is straightforward to verify that the cell capacity is given byρ? =
(∫

C t(x)p(x)dx
)−1

.
Furthermore, any work-conserving scheduling policy achieves maximum stability.

In our setting with relays, a capacity achieving scheme solves the following linear pro-
gram:

max ρ (7)

s.t.

∫

x∈C
τ(x) dx ≤ 1, (8)

∫

(s,d)∈Qe

τr(s, d) ds dd ≤ 1,∀e ∈ E , (9)

ρp(x) < φd(x) +

∫

d

φr(x, d) dd −
∫

s

φr(s, x) ds,∀x. (10)

We use the continuous setting here just to emphasize that thesystem is saturated, and that
there are users at each position in the cell. Note that the constraint (10) ensures stability.
Also note that the solution of the above problem remains the same if we put equalities in
constraints (10) and (8).

RR n°6050



10 Bǒzidar Radunovíc, Alexandre Proutiere

2.4.2 Optimal scheduling/relay policies

As mentioned above, to define capacity achieving policies wemay assume that there are
users/relays everywhere in the cell. In practice however, most of the time, the number of
active users is limited. In Section 4, we complete the designof optimal policies considering
scenarios with limited number of users. Denote byN the set of positions of active users.
Usual policies are based on optimization techniques [12]. For example, a policy can result
in ratesφ(x), x ∈ N that maximize some systemutility1 subject to constraints (3)-(5)-(6).
When the system is saturated these constraints are identical to those of linear program (7)-
(10). In that case, any Pareto-optimal, and then any utility-based, policy is the solution of the
linear program (7)-(10) for some particular{p(x)}x∈N , and if φ(x) = p(x)ρ. Identifying
{p(x)}x∈N that leads to a given Pareto-optimal policy is usually not easy. However to
realize a max-min fair policy, we may choose a uniformp(x).

These observations suggest that we can design efficient scheduling/relay policies ex-
ploiting the characteristics of the solution of the linear program (7)-(10), and for different
distributions{p(x)}x∈C . A policy based on the solution whenp is uniform will be close to
max-min fairness, whereas for example, if we choosep(x) inversely proportional to the dis-
tance fromx to the BS, the obtained policy will realize a better trade-off between efficiency
and fairness.

3 Capacity under Optimal Relay Schemes

In this section, we evaluate the traffic capacity of a cell with relays in different scenarios. We
first consider the case of the linear, one-dimensional cell where users are located in[0, R],
and where the BS is located at0. Later, we will extend the analysis to two-dimensional
cells.

3.1 Fixed Relay-link Sizes

Consider first the case where the relay-links are of fixed sizeDr and the rate of these links
is Cr = Cr(Dr). Later, in Section 3.2, we will show that for a certainDr this solution is
indeed close to optimal. We also assume that users at distance x < Dr from the BS may
receive relay traffic from the BS (thus, close to the BS, the relay link sizes can be smaller
thanDr).

We are interested in evaluating the maximum traffic intensity ρ such that there exists a
scheduling and relay strategy stabilizing the network. Thecell capacity is the solution of

1For instance, to realize a Proportional Fair policy, the utility is chosen as
�

x
log φ(x).

INRIA
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the linear program (7). The constraint limiting the BS transmissions is given by:

∫ R

0
τ(x) dx ≤ 1. (11)

Here the cliques are easy to identify: for allx < R−D−Dr, the segment[x, x+D +Dr]
is a clique. Hence the constraints relative to the cliques are given by:

∫ x+D+Dr

x

τr(u) du ≤ 1, ∀x ∈ [0, R − D − Dr]. (12)

The flow conservation constraints are:

ρp(x) < Cd(x)τ(x) + Cr(τr(x) − τr(x + Dr)1{x+Dr≤R}). (13)

To simplify the notation, we defineτ(x) = 0 = τr(x) for all x < 0 andx > R.
We now define a scheduling/relay scheme that will be shown to maximize the cell ca-

pacity. The idea of this scheme is that since the cell capacity is strongly limited by users
at the cell boundaries, these users should be served by relays only. Formally this scheme is
defined as follows.

The MaxRelay scheme Assume that the cell capacityρ? is known and defineXr by:

Xr = inf(x : ∀y > x,

∫ y+D+Dr

y

τ ′
r(u) du < 1), (14)

where

τ ′
r(x) =

ρ?

Cr

∑

i≥0

p(x + iDr)1{x+iDr≤R}.

τ ′
r(x) may be interpreted as the proportion of time users at location x should receive relay

traffic (from relay users located atx − Dr) destined for itself and all its downstream relay
users at locationsx + iDr, i ≥ 0 (as if there were no direct traffic). The MaxRelay scheme
is defined by:

τ?
r (x) =

{

τ ′
r(x), if x > Xr,

τr(x + D + Dr), if x ≤ Xr.
(15)

τ?(x) =







0, if x > Xr,
t(x)(ρ? + Cr(τ

?
r (x + D + Dr) − τ?

r (x))),
if x ≤ Xr.

(16)

To prove the optimality of this scheme, we need the followingassumption.

RR n°6050



12 Bǒzidar Radunovíc, Alexandre Proutiere

Assumption 1 The functionw(x) = t(x) − t(x − Dr) is increasing.

This assumption is exact when the distance to the BS is not toosmall (say less than
100m with usual propagation scenario). Furthermore, the MaxRelay scheme proves to be
almost optimal even in absence of this assumption.

Theorem 1 When the spatial traffic distributionp is fixed, and under Assumption 1, the
MaxRelay scheme achieves maximum stability.

Proof.Denote byρ? the cell capacity, i.e., the maximum traffic intensityρ compatible with
constraints (11)-(13). It is straightforward to prove thatthe schedulesτ? andτ?

r achieving
this maximum are such that the constraints (11) and (13) are saturated, which just means
that the BS always transmits and that the service rate at a given location is equal to the traffic
intensity generated at this location. Then, we have:

1 = ρ?

∫ R

0
p(x)t(x) dx + Cr

∫ R

0
t(x)(τ?

r (x + Dr) − τ?
r (x) dx).

Definet(x) = 0 if x < 0. Now assumingρ? is known,τ?
r is the solution of the following

linear program:

LP1 :max

∫ R

0
τr(x)(t(x) − t(x − Dr)) dx (17)

s.t.

∫ x+D+Dr

x

τr(x) dx ≤ 1, (18)

Cr(τr(x) − τr(x + Dr)) ≤ ρ?, (19)

τr(x) = 0, for x > R, (20)

τr(x) ≥ 0,∀x. (21)

Assume first that we know the optimal relay schemeτ?
r (x) for all x > Xr. Then

consider the following linear program:

LP2 : max

∫ Xr

0
τr(x)(t(x) − t(x − Dr)) dx (22)

s.t.

∫ x+D+Dr

x

τr(x) dx ≤ 1, (23)

τr(x) = τ?
r (x), for x > Xr. (24)

If the solution of LP2 satisfies the constraints of LP1, then it will also be the solution of LP1.
Denote byλ(x) the Lagrange multiplier associated with constraint (23), for x ∈ [0,Xr ].

INRIA



On Downlink Capacity of Cellular Data Networks with WLAN/WPAN Relays 13

We now identify the term in front ofτr(x) in the Langrangian of LP2,t(x) − t(x − Dr) −
∫ x

max(x−D−Dr,0) λ(u) du (we write t(x) = 0, x ≤ 0). This term must be null whenτr is
the solution of LP2. Since the functiont(x) − t(x − Dr) is increasing inx we deduce that
λ(x) > 0.

From KKT optimality conditions we conclude that for allx < Xr,
∫ x+D+Dr

x
τr(x) dx =

1, which further implies that:τr(x) = τr(x + D + Dr) for all x < Xr. The obtained solu-
tion satisfies constraints of LP1, so it must be the solution of LP1. Hence we have proved
that LP1 is equivalent to the following linear program.

LP3 :

max

∫ R

0
τr(x)(t(x) − t(x − Dr)) dx (25)

s.t. τr(x) = τr(x + D + Dr),∀x < Xr, (26)

Cr(τr(x) − τr(x + Dr)) ≤ ρ?, (27)

τr(x) = 0, for x > R, (28)

τr(x) ≥ 0,∀x. (29)

Now one can easily verify that the solution of LP3 satisfiesτ?
r (x) = τ ′

r(x) for all x ≥ Xr,
which concludes the proof.

Finally we need to show that the MaxRelay scheme can actuallybe realized, since con-
straints relative to the cliques provide an upper bound on the feasible rate region. However,
it is easy to see that a simple symmetric schedule, where nodesD + Dr far apart are sched-
uled at the same time can implement the MaxRelay scheme, which concludes the proof.
2

We illustrate the MaxRelay scheme in Figure 1. We see that there exist two regions. The
first one is forx < Xr, and in this region the relay PHY is fully saturated (

∫ x+D+Dr

x
τr(x) dx =

1), and some nodes in the region receive both direct and relay traffic. The second region is
beyondXr. For x > Xr the relay PHY is never saturated (

∫ x+D+Dr

x
τr(x) dx < 1) and

there is no need for direct traffic as it is expensive.
An other interesting observation is that these two regions always exist regardless of the

spatial traffic distributionp(x), althoughp(x) does influence the values ofXr andτ ′
r(x).

3.2 Variable Relay Link Lengths and Rates

Next we relax the restriction on fixed link lengths. We allow each node to relay over multiple
nodes, and we assume that the rate of each relay link depends on its length, as explained in
Section 2.2.2. Our goal is to derive the optimal scheduling strategy and, in particular, the
optimal relay routing strategy.
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Figure 1: Examples of optimal scheduling/relay schemes forfixed link lengths (Dr = 30m,
D = 100m). We consider 1D cell of 1km and different traffic distributionsp(x) = 1 (left)
andp(x) = 1/(0.1+x) (right). The achieved goodput density isρ? = 12.2kbps/m. Average
relay traffic is averaged over each clique[x, x + D + Dr], and it is saturated forx < Xr.

We will proceed as in Section 3.1. First, we will identify a region [0,Xr] in which all
cliques are saturated and show that in the remaining area(Xr, R] no cliques are saturated.
Then we will show that a relay routing using links of a certainfixed length is close to
optimal. We will also specify this optimal length.

We cannot theoretically prove the results in this section due to the high complexity of
the problem. Instead, we demonstrate them using numerical simulations. We calculate the
optimal solution by solving the discrete version of linear program (7)-(10) for 200 equidis-
tant nodes and for different values of network radiusR, the exclusion area radiusD and
spatial traffic distributionp(x). We then compare this optimal result with our proposed
heuristic, and verify the results presented in this subsection.

Before presenting results, we first need to describe the cliques in the variable link length
setting. Let us denote withDMAX

r the maximum allowed relay link length.

Lemma 1 The only cliques that exist in this networks areQ(x) = {(s, d) ∈ [0, R]2 | (s ≤
x + D or d ≥ x), 0 ≤ d − s ≤ DMAX

r }, for all x ∈ [0, R − D].
Proof.We first have to show thatQ(x) is a clique, that is, that every two links inQ(x) block
each other and that no other such link can be added. It is easy to see that for any two links
(s1, d1), (s2, d2) ∈ Q(x) we have thatmin(s1 − d2, s2 − d1) ≤ D. Furthermore, we need
to verify that if a link (s1, d1) does not belong toQ(x) then it is not blocked by all links
from Q(x). If s1 ≤ d1 < x then link (s1, d1) is not blocked by(x + D, d), d > x + D,
nor the other way around. Ifx + D < s1 ≤ d1 then link (s, x), s ≤ x is not blocked by
(s1, d1), nor the other way around.
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Finally, we have to show that there exist no other setQ′ 6= Q(x) for all x, which is a
clique. Letx = min{d | (s, d) ∈ Q′}. Then,x + D ≥ max{s | (s, d) ∈ Q′} because oth-
erwise the two links would not interfere. But the set of points (s, d) that satisfy constraints
d ≥ x, s ≤ x + D, s ≤ d ≤ s + Dr is exactlyQ(x) henceQ′ ⊆ Q(z). 2

Next, in Proposition 1 and Proposition 2, we present the mainresults of this section

Proposition 1 Let Xr ∈ [0, R] be the maximum such that
∫

(s,d)∈Q(x) τr(s, d) ddds = 1.

Then for allx < Xr we also have
∫

(s,d)∈Q(x) τr(s, d) ddds = 1. Furthermore, no node
afterXr + D receives direct traffic.

The first part of the proposition has been verified by simulations. One example is de-
picted in Figure 2, left.

The second part of the proposition follows immediately. Consider nodesx, y > Xr +
D, y < x. Both nodes do not belong to any saturated clique. Hence, ifφd(x) > 0 we can
redirect some of the direct traffic toy instead, and forward it fromy to x using relay, since
it is not saturated. That way we gain some of the BS transmission time, which contradicts
with optimality.

Proposition 2 Let Dr = arg maxl l · Cr(l), wherel · Cr(l) is the transport capacity of a
link of lengthl, as defined in [13]. It is approximately optimal for alld < Xr to use as a
relay nodes = min(d − Dr, 0). The optimal relay link length for alld > Dr is thusDr

that maximizes the transport capacity, and it is independent of the location of noded.
As above, this proposition is based on a heuristic verified bysimulations. Although we

were not able to formally prove if, we provide below some intuitive explanations to justify
it.

Using a similar transform as inLP1, we can rewrite the optimization problem (7)-(10)
as

LP4 :

max

∫ R

0

∫ d

d−DMAX
r

τr(s, d)w(d, s) ds dd (30)

s.t.

∫

(s,d)∈Q(x)
τr(s, d) ddds ≤ 1, (31)

(∀x ≤ R)

∫ x

x−Dr

Cr(x − s)τr(s, x) ds − (32)

−
∫ x+Dr

x

Cr(d − x)τr(x, d) dd ≤ ρ?p(x), (33)

w(d, s) = Cr(d − s)(t(d) − t(s)), (34)

τr(s, d) ≥ 0. (35)
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Figure 2: Left: the optimal traffic distribution for variable link lengths. Relay traffic repre-
sents the total relay traffic arriving at noded. The rest is as in Figure 1. Middle: the optimal
relay link lengths as a function of destination node position. The dashed line represent
the optimal routing according to our heuristic. The vertical lines denoteXr andXr + D.
Right: relative error ofρ? achieved with fixed routing as compared to the optimal routing
for different traffic densityp(x).

Due to the complex constraints, it is not easy to guess what the solution of this problem
is. However, we can see that for the weight associated to link(s, d) in objective function
(30) isw(d, s) = Cr(d − s)(t(d) − t(s)), and we shall “prefer” links with higher weight.

Let s(d) = arg maxs w(d, s), be the relay node with the highest weight with respect
to noded. Whend � (d − s(d)), we havew(d, s) ≈ Cr(d − s)t′(d)(d − s), and we
haved − s(d) ≈ Dr. However, even whend is of the same order asd − s(d), we verify
numerically thatw(d, s(d)) ≈ w(d, d − Dr).

One can interpret the weightw(d, s) as a ratio of timet(d)−t(s) gained on transmitting
one bit using the direct link tos instead of transmitting it tod, over the time1/Cr(d − s)
needed to relay one bit froms to d. Furthermore, our approximation says that one needs
to maximize(d − s)Cr(d − s) which is the rate times the distance. As already mentioned,
this is exactly the transport capacity defined in [13], although in [13] it occurs in a different
framework (here, it is a result of a performance ratio between the two physical layers).

Finally, we verify our heuristic numerically. We solve problem LP4 using linear pro-
gramming and we compare the optimal routing with our routingheuristic. The results are
illustrated in Figure 2.

In Figure 2, middle, we see that ford < Xr the optimal routing corresponds well to
our heuristic. ForXr < d < Xr + D the optimal link lengths become shorter. This is
because the cliqueQ(Xr) is the last saturated clique, as explained in Proposition 1.Hence
for everys ∈ Q(Xr), it is sufficient to relay data to some node which does not belong to
any saturated clique, that is any noded > Xr + D. Therefore, link lengths for these nodes
tend to be smaller thanDr. Finally, for d > Xr + D, relay PHY is not saturated any more
hence many routing strategies are possible (including fixedlink lengthsDr).

We next show that despite of these discrepancies, fixed-length routing with the optimal
Dr is has a comparable performance to the optimal routing. Thisis illustrated in Figure 2,
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Dr

D

D + Dr

≈ D

x

ϕ(x)
BS

Figure 3: An illustration of the schedule: the white circle denotes nodesx < (D + Dr)
√

3
and the shaded circle denotes nodes(D + Dr)

√
3 ≤ x < D + Dr.

right, where we compare the achieved traffic densityρ of the optimal routing (found by
solving LP4) and the routing with fixed link lengthsDr for different cell radiiR. We see
that the error is less than10%.

Furthermore, we verified numerically that the same results hold for different traffic den-
sity functionsp(x). We verify them for typical parameters for WLAN and WPAN physical
layers (numerical details are given in Section 5).

Finally, the constraints in linear programLP4 are formed using cliques which represent
an upper bound on the actual performance. On a contrary, the performance of fixed-length
routing is exact, as explained in Section 3.1.

3.3 2D Networks

Finally, we consider the case where the cell is a disk of radiusR. Again, we first restrict the
analysis to the case of fixed relay link sizes, and we discuss variable link length case at the
end of the section.

Even with the assumption of fixed link length, deriving the cell capacity is extremely
difficult (for example, it proves difficult even to identify cliques). We simplify the problem
by the following approximation: we assume only links whose link destinations are on circles
of radii x+k(D+Dr), k ∈ N may be active at the same time. We next count the maximum
numbernc(x) of links that can be simultaneously activated on the circle of radiusx. The
idea behind the approximation is to map each circle to a node in the 1D case, and to calculate
the capacity using the results from Section 3.1.

Whenx is large enoughnc(x) can be well-approximated byb2π/ϕ(x)c where the angle
ϕ(x) is characterized by

D2 = x2 + (x − Dr)
2 − 2x(x − Dr) cos ϕ(x).

We can show that this approximation is tight whenx > (D + Dr)/
√

3 (for x = (D +
Dr)/

√
3, using the approximation we can have 3 simultaneous relay links with receivers at
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distancex from the BS). Now whenx < (D + Dr)/
√

3, one can easily prove that if there
is one active relay link with receiver at distancex from the BS, one may add two relay links
with receivers at distancey(x) from the BS, where

y(x) =

√

(D + Dr)2 + x2 −
√

3x(D + Dr).

All this is illustrated in Figure 3.
It is then reasonable to consider the following approximation fornc(x):

nx(x) =







1, if x < (D + Dr)/
√

3,

b2π/ϕ(x)c + 2, if (D + Dr)/
√

3 ≤ x < (D + Dr),
b2π/ϕ(x)c, if x ≥ (D + Dr).

Note that in order to make things tractable we make the additional approximation that the
two additional occurrences of circley(x) are associated withτr(y(x)) and not withτr(x).

Now assume thatτ is defined so thatτ(x)dx may be interpreted as the proportion of
time the BS is serving all users on the ring between distancesx andx + dx. Similarly,
defineτr so thatτr(x)dx represents the proportion of time users located on the ring between
distancesx andx + dx from the BS simultaneously receive relay traffic. Finally define the
traffic distributionp so thatp(x)dx is the proportion of traffic generated between distance
x andx + dx (note that it does not imply that the traffic distribution is circular symmetric).
Then the cell capacity is the maximum trafficρ such that there exist(τ(x), x ∈ [0, R])

and (τr(x), x ∈ [0, R]) such that,τ(x) ≥ 0, τr(x) ≥ 0,
∫ R

0 τ(x) dx ≤ 1, and for all

x ∈ [0, R]
∫ min(R,(x+D+Dr))
x

τr(u) du ≤ 1, andρp(x) < τ(x)Cd(x) + Cr(τr(x)nc(x) −
τr(x + Dr)nc(x + Dr)1{x+Dr≤R}).

The MaxRelay scheme As in one-dimensional cells, we define byτ ′
r(x) as the proportion

of timenc(x) users at distancex should receive relay traffic so as to handle all the traffic to
users located at distancex + iDr from the BS,i ≥ 0, using relays only,

τ ′
r(x) =

ρ?

Crnc(x)

∑

i≥0

p(x + iDr)1{x+iDr≤R}.

Further defineXr as in (14). The MaxRelay scheme is now defined by (15) and:

τ?(x) =







0, if x > Xr,
t(x)(ρ?p(x) + Cr(nc(x + D + Dr)τ

?
r (x + D + Dr)

−nc(x)τ?
r (x))), if x ≤ Xr.

(36)

As in the one-dimensional case, the MaxRelay scheme is provably capacity optimal
when the functiont(x)− t(x−Dr) is increasing. This scheme also provides a tight approx-
imation of the capacity when the latter assumption is violated. The proof of the following
result is similar to that of Theorem 1. The result is illustrated in the left of Figure 4.
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Theorem 2 When the spatial traffic distributionp is fixed, and under Assumption 1, the
MaxRelay scheme achieves maximum stability.

Finally, we discuss the variable link length case. Since ourproblem has circular a
symmetric structure, we can assume that all nodes on a circlewill use links of identical
length. Again, we can construct a similar mapping as in the previous case to map the 2D
case to the 1D case. Repeating the same type of analysis as in Section 3.2, we can verify
that the choice of the fixed link length maximizing the transport capacity is approximately
optimal in this case as well.

This result also provides an intuitive justification why we can assumeD independent of
x. Since a region between[0,Xr] has a fully saturated relay traffic, it is likely to expect that
the sameD andDr will be optimal throughout this saturated region. Formal verification of
this assumption is left for future work.

4 Towards Protocol Design

The goal of a scheduler in our system is to define when the BS should transmit and to which
node, and also when nodes should receive relay traffic, and from which nodes.

As discussed in Section 2.3, an optimal scheduler maximizessome utility function sub-
ject to constraints (3)-(5)-(6). This is a convex optimization problem but with high com-
plexity since the number of possible links (relay source-destination pairs) is high.

In order to reduce the complexity, we divide the problem intoa routing and a schedul-
ing subproblem. The routing subproblem chooses what relay links shall be used, and the
scheduling subproblem solves the above optimization problem constrained on previously
selected routes.

We propose a simple routing algorithm, described in Figure 5, based on the results of
Section 3.2. This is a modified Dijkstra algorithm whereNc is the set of already connected
nodes,Nn = N \ Nc of nodes to be connected andL is the set of chosen links. The next
noded we connect is the one that minimizes functionCr(d−s)(d−s) to any of the already
connected nodess ∈ Nc. The candidate source is labeleds(d). If d − s(d) > DMAX

r ,
whereDMAX

r is some maximum allowed relay link size, it means that noded does not
receive relay traffic. Nevertheless, it is put inNc as other nodes may connect to it. The
routes are finally defined byL upon the completion of the above algorithm.

Once the routing algorithm provides us with the set of optimal links L, we solve the
scheduling subproblem restricted on linksL (or in other words settingτr(s, d) = 0 for
all (s, d) 6∈ L), using classical centralized convex optimization algorithms. The number
of variables is nowO(N) instead ofO(N2) we had without constraints on routing. An
illustration of the result on a sample topology is depicted on Figure 4.
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Figure 4: The optimal scheduling and relay scheme for an example of a random topology.
We consider 2D cell of radius of 0.5km. We assumep(x) = 1 everywhere. The lines rep-
resent the relay traffic (the bolder the line is, the higher isthe traffic). The circles represent
the direct traffic, and the radii correspond to the intensities. The traffic to the disconnected
subtrees has to be supplied directly. Also, some of the direct traffic is needed to the areas
where the relay interface is congested.

The proposed routing heuristic is simple to implement, for example reusing the routing
protocol presented in [2]. It is sufficient to estimate the received signal power in order to
have an estimate of transport capacityCr(d − s)(d − s). On the contrary, the scheduling
subproblem is difficult to implement because, in order to formulate the convex optimization,
one needs to identify the cliques which is not trivial in a dynamic wireless environment. One
possible direction might be to use the scheduling proposed in [6], and to add direct links
where needed, to saturate the relay channel. This issue remains as a future work.
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Nc = BS,Nn = N \ Nc,L = ∅,
for Nn 6= ∅

s(d) = arg maxs∈Nc
Cr(d − s)(d − s),

d = arg maxd∈Nd
Cr(d − s(d))(d − s(d)),

if(d − s(d)) < DMAX
r

L = L ∪ {(s(d), d)},
end

Nc = Nc ∪ {d},Nn = Nn \ {d}
end

(37)

Figure 5: Relay routing algorithm
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Figure 6: Left: capacities of the optimal, relay and direct policies for the case of WLAN
and WPAN relay interfaces. Middle: the maximum throughput random networks with node
density of250 nodes/km2 compared to the capacity (for the direct policy the two coincides).
Right: relative improvements of the optimal routing over the relay routing for WLAN and
WPAN interfaces, for both the capacity and the simulated maximum throughput (p1(x) =
1, p2(x) = const × 1/(0.1 + x).

5 Numerical Results

In this section we evaluate the capacity of a single cell network with relays, using the opti-
mal policy derived in the previous sections, and we compare its performance with the direct
and relay policies (defined in Section 2.3.3).

We consider two cases of relay networks. One is WLAN relay andwe take typical
802.11 parameters (transmission power100mW, maximum rate54Mbps). The other one is
WPAN relay and we take next generation 804.15.4a parameters(transmission power1mW,
maximum rate27Mbps). We assume the BS transmits at20W and its maximal rate is
10Mbps.

We first look at the capacity. In Figure 6, left, we see that thecapacity with the direct
policy decreases exponentially (as explained in [11]), whereas it stays constant with the
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optimal and relay policies. In Figure 6, left, we see that with the optimal policy, we achieve
from 20% (in the case of WLAN relay) up to 60% (in the case of WPAN relay) capacity
improvement over the relay policy.

WLAN relays offer high throughput hence it can carry almost all traffic itself, and the
improvement of the optimal over relay is smaller. WPAN offers lower throughput hence
the improvement is higher. Note that in the case of WLAN relays the optimal link length is
quite small (≈ 30m). If we choose to use longer links, for example to limit the number of
hops, the improvement of the optimal policy over the relay one will be higher.

Next, we consider networks with a finite number of nodes. We use the algorithm de-
scribed in Section 4 to solve the optimization problem (7)-(10). Note that since this problem
is formulated with constraints on cliques, it will give us anapproximation of the optimal
solution, as discussed in Section 2.3.

The corresponding maximum cell throughputs are compared with the capacities in Fig-
ure 6, middle. The maximum cell throughput will be smaller than the capacity since the
finite number of nodes implies suboptimal routing (there might be no relay routes to some
nodes, and not all links have the optimal lengths). Nevertheless, we see that even though
the maximum throughputs are smaller than the capacities, they are relatively close. Hence,
our capacity analysis can be used as a performance metric when dimensioning cells with
relays. The throughput of the direct policy fits perfectly with the prediction as it does not
have routing problems.

In Figure 6, right, we see the relative improvement of the maximum throughput in the
case of the optimal and the relay policies. We see that it is larger than the gain obtained
when comparing the capacities. This is again due to routing constraints; imperfect routes
will additionally limit the performance of the relay layer.

Finally, all the results in this section hold when the node density is large. If it is small,
most nodes are disconnected and there is no possibility to relay. This is the reason why
we simulated only WLAN interface. Link lengths in the case ofWPAN are very short
thus require very large node density in order to achieve connectivity. This in turns makes
simulations computationally too expensive, even with the heuristics proposed in Section 4.

6 Conclusions and Future Work

In this paper we have derived an approximately optimal relay(routing and scheduling)
policy that maximizes the cell capacity. We have shown that it is approximately optimal for
relays to use links that maximize the transport capacity. Wehave also shown that in many
cases, a node should receive traffic both from the base station and from a relay, unlike in
relay policies proposed by other authors.

We have presented a simple algorithm for calculating the cell capacity. This capacity
can be useful for dimensioning purposes. Using this algorithm, we have shown that the
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cell capacity with relays stays constant with the cell size,as opposed to the capacity of a
cell without relays that rapidly decreases with the cell size. We have also shown that our
optimal strategy outperforms other strategies that use direct links only to the nearest node,
as proposed in the literature.

We have given guidelines for relay protocol design. The actual protocol implementation
remains as a future work. We also plan to consider the impact of a bound on a maximum
number of relay hops (e.g. due to delay constraints) and possible inefficiencies of a real
schedule on the cell capacity.
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